Edge crossings in random linear arrangements

Lluís Alemany-Puig
Ramon Ferrer-i-Cancho

1 Complexity & Quantitative Linguistics Lab,
Departament de Ciències de la Computació,
Laboratory for Relational Algorithmics, Complexity and Learning (LARCA),
Universitat Politècnica de Catalunya,
Barcelona, Catalonia, Spain.

Abstract. In spatial networks vertices are arranged in some space and edges may cross. When arranging vertices in a 1-dimensional lattice edges may cross when drawn above the vertex sequence as it happens in linguistic and biological networks. Here we investigate the general of problem of the distribution of edge crossings in random arrangements of the vertices. We generalize the existing formula for the expectation of this number in random linear arrangements of trees to any network and derive an expression for the variance of the number of crossings in an arbitrary layout relying on a novel characterization of the algebraic structure of that variance in an arbitrary space. We provide compact formulae for the expectation and the variance in complete graphs, complete bipartite graphs, cycle graphs, one-regular graphs and various kinds of trees (star trees, quasi-star trees and linear trees). In these networks, the scaling of expectation and variance as a function of network size is asymptotically power-law-like in random linear arrangements. Our work paves the way for further research and applications in 1-dimension or investigating the distribution of the number of crossings in lattices of higher dimension or other embeddings.
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1. Introduction

The organization of many complex systems can be described with the help of a spatial network, where nodes are embedded in some space [1]. Edges may cross when vertices are arranged in some space (figure 1). A spatial graph without edge crossings is planar. In street networks, crossings are practically impossible by the construction of the network [1]. In road networks, crossings typically involve bridges and tunnels [2]. Thus, crossings in road networks are costly and consequently scarce. Crossings are also scarce in syntactic dependency networks, networks linking the words of a sentence via syntactic dependencies [3]. However, whether syntactic dependency crossings are inherently costly is a matter of debate [4].

Here we study the expectation and variance of the number of edge crossings in a graph whose vertices are embedded in an arbitrary space. We study these two statistical properties in a family of layouts satisfying three requirements: (1) only independent edges can cross (edges that do not share vertices), (2) two independent edges can cross in at most one point, and (3) if several edges of the graph, say \( e \) edges, cross at exactly the same point then the amount of crossings equals \( \binom{e}{2} = e(e-1)/2 \).

In this paper, we pay special attention to the one-dimensional lattice, also known as linear arrangement, where edges may cross when drawn above the lattice, as it happens in sentences [3] and RNA structures [5]. In the case of RNA structures, vertices are nucleotides A, G, U, and C, while edges are Watson-Crick (A-U, G-C) and (U-G) base pairs [5]. Other examples of layouts are embeddings on the plane, where vertices represent two-dimensional points on the Euclidean \( \mathbb{R}^2 \) plane and edges are line segments joining their endpoints [6], and spherical arrangements, studied by Moon in [7], where vertices are distributed on the surface of a sphere and edges joining their endpoints are the corresponding geodesic in that surface. In this paper we use the concepts space, layout and arrangement interchangeably.

The expectation and variance of the number of crossings are then denoted as \( \mathbb{E}_*[C] \) and \( \mathbb{V}_*[C] \), where * is an arbitrary layout meeting the three requirements above. Then \( \mathbb{E}_{rla}[C] \) and \( \mathbb{V}_{rla}[C] \) denote the expectation and variance of the number of crossings in uniformly random linear arrangements, henceforth random linear arrangements (rla).
For example, in trees, $E_{\text{rla}}[C]$ has been shown to be $|Q|/3$, where $|Q|$ is the size of the set $Q$, the pairs of edges of a network that may potentially cross [8]. A pair of edges belongs to $Q$ if the edges do not share vertices (or equivalently, there is at least one linear arrangement where they cross). In trees [9, 10],

$$|Q| = \frac{n}{2} (n - 1 - \langle k^2 \rangle),$$

where $\langle k^2 \rangle$ is the second moment of degree about zero and $n$ is the number of vertices.

In many cases, the syntactic dependency networks of sentences are not trees [8] and RNA secondary structures are graphs where degrees do not exceed one and are then usually disconnected [5].

Consider a graph of $n$ vertices and $m$ edges whose vertices are arranged with a function $\pi_*$ that given a vertex returns its position in the space, or layout, the graph is embedded in. Throughout this article we use letters $s$, $t$, $\cdots$, $z$ to indicate distinct vertices. It is important to bear in mind that the definition of crossing is layout-dependent. Consider the case of a one-dimensional layout. The function $\pi_{\text{la}}$, which denotes $\pi_*$ for the particular case of linear arrangements, gives the position of each vertex in the sequence of length $n$. Suppose that the vertices $s$ and $t$ and the vertices $u$ and $v$ are linked. Without any loss of generality suppose that $s$ precedes $t$, i.e. $\pi_{\text{la}}(s) < \pi_{\text{la}}(t)$, and $u$ precedes $v$, i.e. $\pi_{\text{la}}(u) < \pi_{\text{la}}(v)$. Then their edges cross if and only if one of the two following conditions is met

$$\pi_{\text{la}}(s) < \pi_{\text{la}}(u) < \pi_{\text{la}}(t) < \pi_{\text{la}}(v),$$

or

$$\pi_{\text{la}}(u) < \pi_{\text{la}}(s) < \pi_{\text{la}}(v) < \pi_{\text{la}}(t).$$

Let $C_*$ be the number of edge crossings produced by an arrangement of the vertices of a graph in a certain layout $\ast$. Figure 1 shows a couple of linear arrangements with $C_{\text{la}} = 1$ on top and linear arrangements with $C_{\text{la}} = 0$ below. We use simply $C$ in cases where there is no ambiguity on the layout over which $C$ is measured. For example, in $E_{\text{rla}}[C]$ and $V_{\text{rla}}[C]$, $C = C_{\text{rla}}$. 

![Figure 1: Linear arrangements of 4 different vertices forming two edges: \{s, t\} and \{u, v\}.](image)
In this article, we derive $\mathbb{E}_s [C]$ for general graphs and investigate further aspects of the distribution of crossings under the null hypothesis of a random arrangement by means of $\mathbb{V}_s [C]$, the variance of $C$ in an arbitrary layout. Such knowledge of the distribution of crossings under the null hypothesis in linear arrangements has potentially many applications in biology and linguistics, e.g., it would allow one to calculate $z$-scores as in other areas of network theory research [11, 12]. For this reason, we establish some foundations on the general layout problem and then develop further the concrete case of a random linear arrangement.

The current article is a piece of a broader research program on the statistical properties of measures on linear arrangements. Recently, the distribution of $\mathcal{D}$, the sum of edge lengths in random linear arrangements, has been investigated [12]. The present article can be seen as a continuation where $\mathcal{D}$ is replaced by $C$, bearing in mind that the analysis of $C$ is more complex. Research on such a program can be classified according to the target: $\mathcal{D}$ [13, 14, 12], $C$ [3] or the interplay between $\mathcal{D}$ and $C$ [15, 16, 17, 8]. In some works, the two aspects are considered simultaneously [9, 18].

The remainder of the article is organized as follows. Section 2 presents the number of crossings in a linear arrangement of complete graphs, reviews the concept of $Q$, extending it to general graphs, and investigates graphs that minimize or maximize $|Q|$. It also introduces the specific graphs for which compact formulae of $\mathbb{E}_s [C]$ and $\mathbb{V}_s [C]$, and hence for $\mathbb{E}_{rla} [C]$ and $\mathbb{V}_{rla} [C]$, are derived in subsequent sections. Section 3 presents a general expression for $\mathbb{E}_s [C]$ in general graphs as well as compact formulae for specific graphs. Section 4 analyses the mathematical structure of $\mathbb{V}_s [C]$ providing a general expression for it. The variance turns out to depend only on the frequency of seven distinct types of subgraphs. These seven subgraphs are particular cases of graphettes, possibly disconnected substructures within a network [19]. Thus our work is related to research on meaningful substructures, i.e. motifs, in complex networks [11]. Section 5 provides compact formulae for specific graphs. Section 6 summarizes and discusses the findings of previous sections and suggests various possibilities for further research.

## 2. A mathematical theory of crossings

Henceforth, we assume the requirements on the layouts above. Obviously, we have that

$$C_s \leq P,$$

where $P$ is the number of different pairs of edges that can be formed, i.e.

$$P = \binom{m}{2}.$$

In $\mathcal{K}_n$, i.e. a complete graph of $n$ vertices,

$$m = \binom{n}{2},$$
and then the number of pairs of edges that can be formed is

\[
P(K_n) = \binom{n(n-1)}{2} = \frac{1}{8}(n+1)n(n-1)(n-2).
\]

(2)

As \(m\) is maximum in a complete graph, we have that

\[C_\ast \leq P(K_n).\]

We show that the actual number of crossings of a complete graph in a linear arrangement is actually 3 times smaller than \(P(K_n)\).

2.1. The number of crossings in a linear arrangement of a complete graph

In complete graphs, the number of crossings does not depend on the linear arrangement because all vertices have maximum degree. Therefore we can refer to the number of crossings of a complete graph without specifying the linear arrangement that produces it.

In a linear arrangement, we define the shadow of an edge as the vertices that are placed in-between the endpoints of that edge. The length of an edge \(\{u, v\}\) is \(d = |\pi_{la}(u) - \pi_{la}(v)|\), which satisfies \(1 \leq d \leq n - 1\). Then, in an arbitrary graph, \(f(d)\), the number of edges of length \(d\), satisfies [12]

\[f(d) \leq f_{\text{max}}(d) = n - d,\]

(3)

and \(C_{la}(d)\), the number of edges that cross an edge of length \(d\) in a linear arrangement, satisfies [9]

\[C_{la}(d) \leq C_{la,\text{max}}(d) = (d - 1)(n - d - 1).\]

(4)

Notice that \(d - 1\) is the number of vertices of the shadow of an edge of length \(d\) and \(n - d - 1\) is the number of vertices excluding the vertices in the shadow and the vertices of the edge. Therefore, \(C_{la}(d)\) cannot exceed \((d - 1)(n - d - 1)\). In addition, the number of crossings satisfies

\[C_{la} \leq \frac{1}{2} \sum_{d=1}^{n-1} f_{\text{max}}(d)C_{la,\text{max}}(d).\]

As

\[C_{la}(K_n) = \frac{1}{2} \sum_{d=1}^{n-1} f_{\text{max}}(d)C_{la,\text{max}}(d),\]

(5)

\(C_{la}\) is maximized by a complete graph.
Applying equations 3 and 4 to equation 5, one obtains

\[ C_{la}(K_n) = \frac{1}{2} \sum_{d=1}^{n-1} (n-d)(d-1)(n-d-1) \]

\[ = \frac{1}{24} n(n-1)(n-2)(n-3) \]

for \( n \geq 3 \). Noting that \( C_* = 0 \) for \( n < 4 \), we get

\[ C_{la}(K_n) = \binom{n}{4} \]  

(6) for an arbitrary \( n \). The same value of \( C_{la}(K_n) \) has been derived recently using a different approach [20]. Equations 6 and 2 allow one to calculate the ratio

\[ \frac{P(K_n)}{C_{la}(K_n)} = \frac{3(n+1)}{n-3}. \]

Notice that

\[ \lim_{n \to \infty} \frac{P(K_n)}{C_{la}(K_n)} = 3. \]

In sum, taking into account the spatial constraints of linear arrangements, it turns out that the actual number of crossings in a complete graph is about 3 times smaller than its number of edge pairs.

2.2. The potential number of crossings of a graph

A pair of edges belongs to the set \( Q \) if and only if there is at least one arrangement where the two edges cross [8]. Obviously,

\[ C_* \leq |Q|. \]

where \( |Q| \) is the cardinality of \( Q \). As stated in the introduction, \( |Q| \) can be defined equivalently as the number of distinct pairs of independent edges of a graph [21]. Two edges are independent, or disjoint, if and only if they do not have a common endpoint. Then \( |Q| \) can be easily derived as the difference between the number of pairs of edges that can be formed, i.e. \( \binom{m}{2} \), and the number of dependent pairs of different edges produced by every edge. Since a vertex \( s \) of degree \( k_s \) produces \( \binom{k_s}{2} \) dependent edges, we have that [21]

\[ |Q| = \binom{m}{2} - \sum_{s=1}^{n} \binom{k_s}{2}, \]

which is equivalent to [12]

\[ |Q| = \frac{1}{2} \left[ m(m+1) - n \langle k^2 \rangle \right]. \]  

(7)

Assuming that \( m = n - 1 \), e.g., a tree, equation 7 gives equation 1, which has already been derived for the particular case of trees [9, 10].

The class of \( k \)-regular graphs, denoted as \( k_n \), is the class formed by all graphs of \( n \) nodes where each node has degree \( k \) [22, p. 4] (and also [23]). For the sake of brevity,
we briefly refer to a graph in the class $k_n$ simply as a graph $k_n$ or $k$-regular graph. In a $k$-regular graph, $\langle k \rangle = k$, $\langle k^2 \rangle = k^2$ and $m = kn/2$. Thus equation 7 becomes

$$|Q(k_n)| = \frac{1}{2} \left[ \frac{kn}{2} \left( \frac{kn}{2} + 1 \right) - nk^2 \right]$$

$$= \frac{1}{8} kn(k(n-4)+2). \tag{8}$$

In a complete graph, $k = n - 1$ and then

$$|Q(K_n)| = \frac{1}{8} n(n-1)(n-2)(n-3)$$

for $n \geq 3$, in agreement with previous work [12]. Noting that $|Q| = 0$ for $n < 4$, we obtain

$$|Q(K_n)| = \left(\begin{array}{c} n \\ 4 \end{array}\right) \tag{9}$$

for an arbitrary $n$. Recalling equation 6, it turns out that

$$C_{la}(K_n) = \frac{|Q(K_n)|}{3}. \tag{10}$$

Equation 9 is actually equivalent to one derived in previous work [7], i.e.

$$|Q(K_n)| = \frac{1}{2} \left(\begin{array}{c} n \\ 2 \end{array}\right) \left(\begin{array}{c} n-2 \\ 2 \end{array}\right).$$

Next subsections are concerned about the maxima and the minima of $|Q|$. These are not only relevant for crossing theory per se but also because $E^* [C]$ is proportional to $|Q|$, as it is shown in section 3.

2.3. When is $|Q|$ maximum?

$C_*$, the number of crossings of a graph in some layout $*$, can be defined as

$$C_* = \frac{1}{2} \sum_{st \in E} C_*(s,t),$$

where $C_*(s,t)$ is the number of edge crossings involving edge $st$.

$C_*(s,t)$ cannot exceed $q(s,t)$, the potential number of crossings of the edge formed by $s$ and $t$, namely the number of edges that do not share a vertex with the pair $(s,t)$. It is easy to see that

$$q(s,t) = m - k_s - k_t + 1, \tag{11}$$

(see Appendix A for a detailed proof). Equation 11 is actually a generalization of a previous result, i.e.

$$q(s,t) = n - k_s - k_t$$

for trees, where $m = n - 1$ [10].
Let $A = \{a_{st}\}$ be the adjacency matrix of a graph, i.e. $a_{st} = 1$ if vertices $s$ and $t$ are connected and $a_{st} = 0$ otherwise. Then $|Q|$ can be defined equivalently as

$$|Q| = \frac{1}{2} \sum_{st \in E} q(s, t) = \frac{1}{4} \sum_{s=1}^{n} \sum_{t=1}^{n} a_{st} q(s, t).$$

(12)

Applying equation 11 to equation 12, we get

$$|Q| = \frac{1}{4} \sum_{s=1}^{n} \sum_{t=1}^{n} a_{st} (m + 1 - k_s - k_t).$$

(13)

The fact that $a_{st} \leq 1$ if $s \neq t$ and $a_{tt} = 0$, transforms equation 13 into

$$|Q| \leq \frac{1}{4} \sum_{s=1}^{n} \sum_{t=1, t \neq s}^{n} (m + 1 - k_s - k_t)$$

$$= \frac{1}{4} \sum_{s=1}^{n} \sum_{t=1, t \neq s}^{n} (m + 1) - \frac{1}{2} \sum_{s=1}^{n} \sum_{t=1, t \neq s}^{n} k_t$$

$$= \frac{1}{4} n(n - 1)(m + 1) - \frac{1}{2} n(n - 1)$$

$$= \frac{n - 1}{4} ((n - 4)m + n).$$

Replacing $m$ by its maximum value, namely that of a complete graph, we finally obtain

$$|Q| \leq \frac{1}{8} n(n - 1)(n - 2)(n - 3) = |Q(K_n)|.$$

Therefore, $|Q|$ is maximized by a complete graph.

2.4. When is $|Q|$ minimum?

In addition to $K_n$ and $K_n$, we use specific notation to refer to other kinds of graphs: $S_n$ for a star tree of $n$ vertices, $C_n$ for a cycle graph of $n$ vertices (figure 2(a)). These graphs are related: e.g. $n-1_n = K_n$, $K_3 = C_3$ and $C_n$ is a kind of $2_n$. Let $\oplus$ denote the disjoint union of graphs, i.e. $G \oplus G'$ is the graph formed by two graphs, $G$ and $G'$, that do not share vertices [24]. For instance, $K_2 \oplus K_2$, a graph formed by two independent edges, is isomorphic to $1_4$. Isolated vertices, namely vertices of degree zero, are also referred as unlinked vertices.

Asking when $|Q|$ is minimum is equivalent to asking when $|Q| = 0$ in equation 7, which is in turn equivalent to

$$\langle k^2 \rangle = \frac{m(m + 1)}{n}.$$  

(14)

The minima of $|Q|$ cannot have crossings ($C_* \leq |Q| = 0$). Thus these minima are trivially a subset of outerplanar graphs (a graph is outerplanar if and only if its book
thickness is one [25]). The graphs satisfying equation 14 are actually sparser. Due to being outerplanar, the number of edges of the minima of $|Q|$ must satisfy [26]

$$m \leq 2n - 3.$$ 

Indeed, now we show that the graphs where $|Q| = 0$ are a subset of outerplanar graphs whose members satisfy

$$m \leq n$$

with equality if and only if $n = 3$.

We derive the kinds of graphs where $|Q| = 0$. The derivation is based on the following principle. Let $G'$ be a subgraph of a graph $G$ and let $Q'$ be the set of pairs of independent edges of $G'$. If $|Q'| > 0$ then $|Q| > 0$. Two kinds of graphs are vital for the derivation. First, cycle graphs, where all vertices have degree 2 and then $\langle k^2 \rangle = 4$ for $n \geq 3$ (for $n < 3$ a regular graph with vertices of degree 2 cannot be formed) and $m = n$. Applying these two properties to equation 7, one gets

$$|Q(C_n)| = \frac{1}{2}n(n - 3) \quad (15)$$

for $n \geq 3$. Namely, $|Q(C_3)| = 0$ and $|Q(C_n)| > 0$ for $n > 3$. The other kind of graph is a paw, namely a triangle (i.e. a cycle graph of three vertices) with a leaf attached to it (figure 2(b)) [27], that has $|Q(\text{paw})| = 1 \frac{1}{2}$.

The derivation is as follows:

- A graph $G$ where $|Q| = 0$ may have more than one connected component but must have all edges concentrated on one of the connected components. If a graph has two edges, $e_1$ and $e_2$, from different connected components, then $|Q| > 0$ because $\{e_1, e_2\} \in Q$ ($e_1$ and $e_2$ cannot share vertices due to being in different components).

- In a graph $G$ where all edges belong to just one of the connected components, whether $|Q| = 0$ or not is determined by such connected component. Let $G'$ be the subgraph induced by the largest connected component of $G$.

  - Suppose that $G'$ is a tree. Then $|Q'| = 0$ if and only if $G'$ is a star tree [10].

  - If $G'$ is not a tree then it must be a connected graph with cycles. There are only three possibilities:

    * $G'$ has a cycle of 4 or more vertices and then $|Q'| > 0$ borrowing the results above on cycle graphs.

    * $G'$ is just a cycle of three vertices and then $|Q'| = 0$.

    * $G'$ contains a cycle of three vertices and additional vertices. Then $|Q| > 0$ because it contains the paw graph (figure 2(b)).

Notice that if $G'$ does not have any cycle then it has to be a tree because it is connected. Therefore, the only cyclic $G'$ that has $|Q| = 0$ is a $C_3$.

We conclude that $|Q| = 0$ is only possible in two kinds of graphs,

\[\text{‡ A paw graph has } m = 4 \text{ and } \langle k^2 \rangle = 9/2. \text{ Applying these properties to equation 7, one gets } |Q(\text{paw})| = 1, \text{ as expected.}\]
Edge crossings in random linear arrangements

Figure 2: Drawings of simple graphs. (a) cycle graphs, (b) a paw (a triangle with a node attached), (c) a star tree with isolated vertices, and (d) a cycle with isolated vertices.

(i) $\mathcal{S}_\lambda \oplus 0_{n-\lambda}$, a forest consisting of a star tree of $\lambda$ vertices and a series of $n - \lambda$ unlinked vertices (figure 2(c)).

(ii) $\mathcal{K}_3 \oplus 0_{n-3}$, a graph consisting of a complete graph of three vertices (namely a cycle graph of three vertices) and $n - 3$ isolated vertices (figure 2(d)).

We check the condition in equation 14 is satisfied by $\mathcal{S}_\lambda \oplus 0_{n-\lambda}$, that has a hub vertex of degree $m = \lambda - 1$, $m$ vertices of degree 1 and $n - m - 1$ isolated vertices. Therefore,

$$\langle k^2 \rangle(\mathcal{S}_\lambda \oplus 0_{n-\lambda}) = \frac{1}{n} \sum_{s=1}^{n} k_s^2 = \frac{1}{n} \lambda(\lambda - 1)$$

as expected by equation 14. It is also easy to check that $\mathcal{K}_3 \oplus 0_{n-3}$ satisfies equation 14 because $m = 3$ and $\langle k^2 \rangle = 12/n$.

Now let us derive a tight upper bound of $m$ for graphs where $|Q| = 0$. For $\mathcal{S}_\lambda \oplus 0_{n-\lambda}$ we have $m \leq n - 1$ while for $\mathcal{K}_3 \oplus 0_{n-3}$ we have $m = 3$. Thus we have

$$m \leq \begin{cases} n - 1 & \text{if } n < 3 \\ \max(n - 1, 3) & \text{if } n \geq 3 \end{cases}$$

and then

$$m \leq n - 1,$$

except when $n = 3$, where we have $m = 3$.

2.5. Theoretical graphs

In this article we consider a series of specific graphs. Their interest is that compact or simpler formula for $V_*[C]$ is easy to derive for the majority of them.

First, complete graphs. They are interesting for various reasons. They maximize $m$, $\langle k^2 \rangle$, $C_{rla}$ and $|Q|$; $C_{rla}$ is constant, $C_{rla} < |Q|$ (for $n > 3$) and $V_{rla}[C] = 0$ because $C$ is constant. In addition, they are chosen in many contexts for the ease with which they allow one to obtain theoretical results, e.g. random layouts on the surface of a sphere [7], neural networks [28] or social dynamics [29].
Second, complete bipartite graphs, $K_{n_1,n_2}$, where $n_1$ and $n_2$ are the number of vertices of each partition. They are relevant for the close relationship between the present article and previous work on random layouts on the surface of a sphere [7]. It is easy to see that $\langle k^2 \rangle (K_{n_1,n_2}) = m = n_1n_2$. Applying this result to equation 7, one obtains $|Q(K_{n_1,n_2})| = \frac{1}{2}n_1n_2(n_1 - 1)(n_2 - 1) = 2\binom{n_1}{2}\binom{n_2}{2}$ after some routine work.

Third, $S_\lambda \oplus 0_{n-\lambda}$. In these graphs $m = \lambda - 1$. They are interesting because $C_s(S_\lambda \oplus 0_{n-\lambda}) = |Q(S_\lambda \oplus 0_{n-\lambda})| = 0$ (section 2.4).

Fourth, $1_n$, one-regular graphs. By definition, $m = n/2$ and $n$ must be even. Trivially, $\langle k^2 \rangle = 1$. These graphs are relevant because all edges are independent and then $|Q(1_n)| = \binom{m}{2}$, which in turn implies that they maximize $|Q|$ given $m$. The fact that $m = n/2$ gives $|Q(1_n)| = \binom{n/2}{2}$.

We could have reached the same conclusion applying $k = 1$ to equation 8.

Given an edge $\{u, v\}$, the initial position of the edge in a linear arrangement is $\min(\pi_{la}(u), \pi_{la}(v))$. Recall that its length is $|\pi_{la}(u) - \pi_{la}(v)|$. One-regular graphs achieve maximum $C_{la}(C_{la}(1_n) = |Q(1_n)|)$ when the initial positions of each edge are consecutive and all edges have the same length, i.e. the length is $m = n/2$ (figure 3).

One-regular graphs are not the only graphs where all edges are independent. Indeed, the class of graphs where all edges are independent is formed by forests that result from the combination of a 1-regular graph (that could be empty) with an arbitrary number of unlinked vertices, i.e. $1_{n_1} \oplus 0_{n_2}$ with $n = n_1 + n_2$. For simplicity, we restrict our analyses to pure 1-regular graphs.

Fifth, trees because they are involved in spatial networks that have received a lot of attention [6, 30]. In this article we pay specific attention to kinds of trees that are relevant in crossing theory of trees [9, 18]:

![Figure 3: Linear arrangement of a 1-regular graph with $n = 8$ that maximizes the number of crossings ($C_{la} = |Q| = 6$).](image-url)
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• Star trees, $S_n$. They are a special case of $S_\lambda \oplus 0_{n-\lambda}$ and then $|Q|$ is minimum, i.e. $|Q(S_n)| = 0$, which in turn implies $C_\ast(S_n) = 0$ thanks to the assumption that only pairs of independent edges can cross. In addition,

$$\langle k^2 \rangle(S_n) = n - 1$$

is maximum among all trees with same $n$ [9].

• Quasi-star trees, $Q_n$, a graph in which $n - 1$ of the vertices form a star tree and the $n$-th vertex forms an edge with one of the vertices but the central [18]. They are interesting because among all trees with same $n$,

$$|Q(Q_n)| = n - 3$$

is the smallest non-zero value of $|Q|$ while

$$\langle k^2 \rangle(Q_n) = \frac{1}{n}(n^2 - 3n + 6)$$

is the second largest possible value of $\langle k^2 \rangle$ [18].

• Linear trees, $L_n$. They are interesting because, among all trees with same $n$,

$$|Q(L_n)| = \left(\frac{n - 2}{2}\right)$$

is maximum, and

$$\langle k^2 \rangle(L_n) = 4 - \frac{6}{n}$$

is minimum [9].

Sixth, $C_n$, cycle graphs of $n$ vertices. They are interesting for being cyclic graphs with only one cycle, as opposed to complete graphs, where the number of cycles is maximized. $|Q(C_n)|$ is found in equation 15. Notice that cycle graphs are interesting a priori for being like a linear tree but with “periodic boundary conditions”, as in lattice field theory [31]. Indeed, we recycle calculations for cycle graphs to derive $\mathbb{V}_\ast[C]$ in linear trees in a straightforward fashion in section 5.6.

Table 1 summarizes the properties of these special graphs above. Their values of $\langle k^2 \rangle$ and $|Q|$ have been presented above (either derived in this article or borrowed from previous work). The values of $\mathbb{E}_\ast[C]$ and $\mathbb{V}_\ast[C]$ are derived in the coming sections.

3. The expected number of crossings of a random arrangement

Writing any edge $\{u,v\}$ as $uv$, $C_\ast$, the number of crossings of a graph for a concrete arrangement $\pi_\ast$ of its vertices can be defined as

$$C_\ast = \sum_{\{st,uv\} \in Q} \alpha(st,uv)$$

(17)

where $\alpha(st,uv)$ is an indicator variable such that $\alpha(st,uv) = 1$ if the edges $st$ and $uv$ cross, and $\alpha(st,uv) = 0$ otherwise. The expectation of $C_\ast$ in a random arrangement of a graph is
Table 1: A summary of the properties of the special graphs considered in this article as a function of \( n \), the number of vertices. \( \langle k^2 \rangle \) is the average of squared degrees, \(|Q|\) is the number of pairs of independent edges; \( E_{rla}[C]\) and \( V_{rla}[C]\) are, respectively, the expectation and the variance of the number of crossings \( C \) in uniformly random linear arrangements.

| Graph       | \( \langle k^2 \rangle \) | \( |Q| \) | \( E_{rla}[C] \) | \( V_{rla}[C] \) |
|-------------|-----------------|--------|----------------|-----------------|
| \( \mathcal{K}_n \) | \( (n - 1)^2 \) | \( 3 \binom{n}{4} \) | \( \binom{4}{1} \) | 0 |
| \( \mathcal{K}_{n_1,n_2} \) | \( n_1n_2 \) | \( 2 \binom{n_2}{4} \) | \( \frac{2}{3} \binom{n_2}{2} \) | \( \frac{1}{5n} \binom{n_1}{2} \binom{n_2}{2} (n_1 + n_2)^2 + n_1 + n_2 \) |
| \( \mathcal{I}_n \) | 1 | \( \binom{n_2}{4} \) | \( \frac{1}{3} \binom{n_2}{2} \) | \( \frac{1}{360} (n - 2)n(n + 6) \) |
| \( \mathcal{C}_n \) | 4 | \( \frac{n(n-3)}{2} \) | \( \frac{1}{3} \binom{n(n-3)}{2} \) | \( \frac{1}{50} n(2n^2 - n - 30) \) |
| \( \mathcal{S}_\lambda \oplus \mathcal{O}_{n-\lambda} \) | \( \frac{1}{2} \lambda(\lambda - 1) \) | 0 | 0 | 0 |
| \( \mathcal{S}_n \) | \( n - 1 \) | 0 | 0 | 0 |
| \( \mathcal{Q}_n \) | \( \frac{1}{n} (n^2 - 3n + 6) \) | \( n - 3 \) | \( \frac{n - 3}{3} \) | \( \frac{1}{18} n(n - 3) \) |
| \( \mathcal{L}_n \) | \( 4 - 6/n \) | \( \binom{n-2}{2} \) | \( \frac{1}{3} \binom{n-2}{2} \) | \( \frac{1}{50} n(2n^3 - 5n^2 - 22n + 60) \) |

\[
\mathbb{E}_s[C] = \mathbb{E}_s \left[ \sum_{\{st,uv\} \in Q} \alpha(st, uv) \right] = \sum_{\{st,uv\} \in Q} \mathbb{E}_s[\alpha(st, uv)] = |Q| \delta_s, \tag{18}
\]

where

\[
\delta_s = \mathbb{E}_s[\alpha(st, uv)] \tag{19}
\]

is the probability that two independent edges cross in an arbitrary layout \( s \). In the particular case of random linear arrangements, the probability \( \delta_{rla} \) is easy to calculate. The outline of such a calculation follows. Assume, without loss of generality, that \( s \) precedes \( t \) and \( u \) precedes \( v \) in a given linear arrangement. Then the edges formed by \( s \) and \( t \) and by \( u \) and \( v \) cross only in two relative orderings out of \( \binom{4}{2} \) as illustrated in figure 1. Therefore [10]

\[
\delta_{rla} = \mathbb{E}_{rla}[\alpha(st, uv)] = P_r[\alpha(st, uv) = 1] = \frac{2}{\binom{4}{2}} = \frac{1}{3} \tag{20}
\]

and finally

\[
\mathbb{E}_{rla}[C] = \frac{|Q|}{3}. \tag{21}
\]

Note that, in a complete graph, the number of crossings in a linear arrangement does not depend on the ordering of the vertices, therefore

\[
\mathbb{E}_{rla}[C] = C_{la}(\mathcal{K}_n).
\]
Combining the previous equation with equation 10, we confirm that equation 21 holds in complete graphs as expected. Knowing $|Q|$ and applying equation 18, obtaining the value of $\mathbb{E}_* [C]$ for each of the special graphs considered in this article is straightforward given their already known values of $|Q|$ (table 1), and provided $\delta_*$ is known.

In the one-dimensional layout, combining equation 1 and equation 21 one recovers the value of $\mathbb{E}_{rla} [C]$ that has been obtained previously for trees [10], i.e.

$$\mathbb{E}_{rla} [C] = \frac{n}{6} \left( n - 1 - \langle k^2 \rangle \right).$$

3.1. The scaling of $\mathbb{E}_{rla} [C]$ as a function of $n$ in uniformly random linear arrangements

Figure 4 shows $\mathbb{E}_{rla} [C]$ as a function of $n$ for the special graphs where $\mathbb{E}_{rla} [C]$ depends only on the number of vertices of the graph. Notice that $\mathbb{E}_{rla} [C]$ is constant in complete graphs and in $S_\lambda \oplus 0_{n-\lambda}$. In complete bipartite graphs $K_{n_1,n_2}$, $|Q|$ depends on both $n_1$ and $n_2$. According to table 1, $\mathbb{E}_{rla} [C]$ is expected to scale as $\sim n^\gamma$, with $\gamma = 1$ for quasi-star trees and $\gamma = 2$ for the remainder of graphs in figure 4. Figure 4 shows the agreement between $\mathbb{E}_{rla} [C]$ and numerical estimates.

4. The variance of the number of crossings of a random arrangement

By definition, $\mathbb{V}_* [C]$, the variance of $C$ in a random arrangement, is

$$\mathbb{V}_* [C] = \mathbb{E}_* \left[ (C - \mathbb{E}_* [C])^2 \right].$$

We now present a derivation of $\mathbb{V}_* [C]$ inspired by the derivation of the variance of $C$ of the arrangement of the vertices of a complete graph on the surface of a sphere [7]. Recall that the number of crossings (equation 17) can be expressed as

$$C_* = \sum_{\{st,uv\} \in Q} \alpha(st, uv).$$

It is easy to see that

$$C_* - \mathbb{E}_* [C] = \sum_{\{st,uv\} \in Q} \beta(st, uv)$$

with

$$\beta(st, uv) = \alpha(st, uv) - \delta_*,$$

where $\delta_*$ is defined in equation 19, and then

$$\mathbb{V}_* [C] = \mathbb{E}_* \left[ \left( \sum_{\{st,uv\} \in Q} \beta(st, uv) \right)^2 \right].$$

Expanding the previous expression, one finds that $\mathbb{V}_* [C]$ can be decomposed into a sum of $|Q \times Q| = |Q|^2$ summands of the form $\mathbb{E}_* [\beta(st, uv) \beta(wx, yz)]$, i.e.
Figure 4: The mean of $C$, the number of crossings in random linear arrangements, as a function of $n$, the number of vertices of the graph. For every $n$, the mean $C$ is estimated over $T$ linear arrangements, i.e. all the $T = n!$ distinct arrangements for $n \leq n^* = 10$ and $T = 10^5$ uniformly random linear arrangements for $n > n^*$ (circles). Thus, the mean $C$ matches $E_{rla} [C]$ , the theoretical expectation, when $n \leq n^*$, and estimates it when $n > n^*$. $E_{rla} [C]$ , according to table 1 is also shown (dashed red line). As the scale is log-log, values with $n < 4$ are not shown because $E_{rla} [C] = 0$.

$$V_\ast [C] = E_\ast \left[ \sum_{\{st, uv\} \in Q} \sum_{\{wx, yz\} \in Q} \beta(st, uv)\beta(wx, yz) \right]$$

$$= \sum_{\{st, uv\} \in Q} \sum_{\{wx, yz\} \in Q} E_\ast \left[ \beta(st, uv)\beta(wx, yz) \right].$$

(22)

Since $\{st, uv\}, \{wx, yz\} \in Q$, we have that $E_\ast \left[ \alpha(st, uv) \right] = E_\ast \left[ \alpha(wx, yz) \right] = \delta_\ast$, and
Table 2: The classification of the elements of \( Q \times Q \) into types of products abstracting away from the order of the elements of the pair. \( \omega \in \Omega \) is the code that identifies the product type; these codes have two (or three digits) that results from concatenating \( \tau \) and \( \phi \) (except for types 021-022, where a third digit is required). \( \{(e_1, e_2), (e_3, e_4)\} \) is an element of \( Q \times Q \) where the symbols \( s, t, u, v, w, x, y, z \) indicate distinct vertices, \(|v|\) is the number of different vertices of the type, \( \tau \) is the size of the intersection between \( \{e_1, e_2\} \) and \( \{e_3, e_4\} \), \( \phi \) is the number of edge intersections, \( p_{rla,\omega} \) is the probability that \( \alpha(e_1, e_2)\alpha(e_3, e_4) = 1 \) in a uniformly random permutation of all the vertices of the graph, and \( \mathbb{E}_{rla}[\gamma_{\omega}] = p_{rla,\omega} - \delta_{rla}^2 \) (equation 24), where \( \delta_{rla} = 1/3 \) (equation 20).

| \( \omega \in \Omega \) | \( \{(e_1, e_2), (e_3, e_4)\} \) | \( |v| \) | \( \tau \) | \( \phi \) | \( p_{rla,\omega} \) | \( \mathbb{E}_{rla}[\gamma_{\omega}] \) |
|-----------------|------------------|----|-----|-----|------|------------------|
| 00              | \((\{st, uv\}, \{wx, yz\})\) | 8  | 0   | 0   | 1/9  | 0                |
| 24              | \((\{st, uv\}, \{st, uw\})\) | 4  | 2   | 4   | 1/3  | 2/9              |
| 13              | \((\{st, uv\}, \{st, uw\})\) | 5  | 1   | 3   | 1/6  | 1/18             |
| 12              | \((\{st, uv\}, \{st, wx\})\) | 6  | 1   | 2   | 2/15 | 1/45             |
| 04              | \((\{st, uv\}, \{su, tv\})\) | 4  | 0   | 4   | 0    | -1/9             |
| 03              | \((\{st, uv\}, \{su, uw\})\) | 5  | 0   | 3   | 1/12 | -1/36            |
| 021             | \((\{st, uv\}, \{su, wx\})\) | 6  | 0   | 2   | 1/10 | -1/90            |
| 022             | \((\{st, uv\}, \{sw, ux\})\) | 6  | 0   | 2   | 7/60 | 1/180            |
| 01              | \((\{st, uv\}, \{sw, xy\})\) | 7  | 0   | 1   | 1/9  | 0                |

Therefore

\[
\mathbb{E}_s[\beta(st, uv)\beta(wx, yz)] = \mathbb{E}_s[\alpha(st, uv)\alpha(wx, yz)] - 2\delta_s\mathbb{E}_s[\alpha(st, uv)] + \delta_s^2
\]

which leads to

\[
\mathbb{E}_s[\beta(st, uv)\beta(wx, yz)] = \mathbb{E}_s[\alpha(st, uv)\alpha(wx, yz)] - \delta_s^2. \tag{23}
\]

When the product \( \alpha(e_1, e_2)\alpha(e_3, e_4) \) corresponds to a type \( \omega \), we can replace \( \mathbb{E}_s[\alpha(e_1, e_2)\alpha(e_3, e_4)] \) by its shorthand \( p_{s,\omega} \). Then, equation 23 gives

\[
\mathbb{E}_s[\gamma_{\omega}] = p_{s,\omega} - \delta_s^2. \tag{24}
\]

As we show in the following section, the analysis of the products \( \beta(st, uv)\beta(wx, yz) \), or \( \alpha(st, uv)\alpha(wx, yz) \), allows one to classify the combinations (\( \{st, uv\}, \{wx, yz\} \)) in the double summation in equation 22 into 9 types, which are always the same irrespective of the layout where the graph is embedded in.

### 4.1. The types of products

Suppose that \( \eta = \{(e_1, e_2), (e_3, e_4)\} \) is an element of \( Q \times Q \) of type \( \omega \). By definition, \( \{e_1, e_2\}, \{e_3, e_4\} \in Q \). The set of vertices of \( \eta \) is

\[
v = e_1 \cup e_2 \cup e_3 \cup e_4.
\]

One the one hand, the 4 edges of \( \eta \) contribute with at most 2 different vertices each. On the other hand, \( \{e_1, e_2\}, \{e_3, e_4\} \in Q \) implies that \(|e_1 \cap e_2| = |e_3 \cap e_4| = 0\). Then

\[4 \leq |v| \leq 8.\]
As a first approximation, we classify \( \eta \) based on two parameters. The first parameter is \( \tau \), the size of the intersection between the two sets of edges making an element of \( Q \times Q \), i.e.

\[
\tau = |\{e_1, e_2\} \cap \{e_3, e_4\}|. \tag{25}
\]

The second parameter is \( \phi \), the number of edge intersections, i.e.

\[
\phi = |e_1 \cap e_3| + |e_1 \cap e_4| + |e_2 \cap e_3| + |e_2 \cap e_4|. \tag{26}
\]

Table 2 summarizes the 9 types of products. The set of all type of products is

\[
\Omega = \{00, 24, 13, 12, 04, 03, 021, 022, 01\}.
\]

Henceforth, we use \( \omega \) to denote one of the 9 types of products of \( \Omega \). Type 00 and type 24 represent two extreme configurations: type 00 is the case where all the vertices are actually different while type 24 is the case where the pairs of edges are the same. Types 13-01 represent intermediate possibilities. Types 00 to 04 are found in the pioneering analysis by Moon [7] on complete graphs (type 00 is implicit in p. 506 and types 24-04 are enumerated as the types that have non-zero contribution in p. 506). Moon omitted types 03-01 but we do not know if the exclusion of a type was due to not being aware of the existence of the type or not considering it relevant for the calculation of the variance.

Every combination of \( \tau \) and \( \phi \) yields a unique type of product except \( \tau = 0 \) and \( \phi = 2 \), that yields two types (types 021 and 022). The latter follows from a further graph analysis which shows, in addition, that the classification into 9 types is exhaustive. The analysis is based on an equivalence between \( \eta = (\{e_1, e_2\}, \{e_3, e_4\}) \) and a labeled weighted bipartite graph where

(i) The set of vertices is the set of edges \( \{e_1, e_2, e_3, e_4\} \).
(ii) Two vertices \( e_i \) and \( e_j \) are linked if and only if \( |e_i \cap e_j| > 0 \).
(iii) The weight of an edge is \( w(e_i, e_j) = |e_i \cap e_j| \). Therefore \( w(e_i, e_j) \in \{1, 2\} \).

The graph is bipartite: one partition is \( \{e_1, e_2\} \) and the other is \( \{e_3, e_4\} \) (within each partition, edges cannot be formed because \( \{e_1, e_2\}, \{e_3, e_4\} \in Q \)). All the unlabeled weighted bipartite graphs that can be produced by all the possible values of \( \tau \) and \( \phi \) are summarized in figure 5. In that figure, vertex labels are merely used to show that all these graphs are actually possible. The ensemble of labeled bipartite graphs that can be produced is, of course, larger. A detailed analysis follows.

By definition (equations 25 and 26), \( 0 \leq \tau \leq 2 \) and \( 0 \leq \phi \leq 4 \). First, suppose that \( \tau > 0 \). Then, suppose without any loss of generality that \( e_1 = e_3 \). Then \( e_1 \) and \( e_3 \) are linked with a weight of 2. In turn, this implies that \( |e_1 \cap e_4| = |e_2 \cap e_3| = 0 \) because \( \{e_1, e_2\}, \{e_3, e_4\} \in Q \). Now consider two cases, i.e.

- \( \tau = 2 \). Then \( e_2 = e_4 \) because \( \tau = 2 \) and \( e_2 \) and \( e_4 \) are linked with a weight of 2. Therefore, there is only one possible unlabeled bipartite graph and \( \phi = 4 \) as a result of plugging all the results above into the definition of \( \phi \) (equation 26).
• $\tau = 1$. Then $2 \leq \phi$ and $|e_2 \cap e_4| < 2$, implying that there are only two possibilities: (1) $e_2$ and $e_4$ are unlinked so $\phi = 2$ or (2) linked with a weight of 1 and $\phi = 3$. Thus there is only one unlabeled bipartite graph for $\phi = 2$ and another one for $\phi = 3$.

Second, we consider the case $\tau = 0$. Then

$$0 \leq |e_1 \cap e_3|, |e_1 \cap e_4|, |e_2 \cap e_3|, |e_2 \cap e_4| \leq 1.$$ 

Recall that $0 \leq \phi \leq 4$. To obtain $\phi = 0$, there is only one possibility, i.e.

$$|e_1 \cap e_3| = |e_1 \cap e_4| = |e_2 \cap e_3| = |e_2 \cap e_4| = 0.$$ 

To obtain $\phi = 4$ (the complementary of the case $\phi = 0$), there is also only one possibility, i.e.

$$|e_1 \cap e_3| = |e_1 \cap e_4| = |e_2 \cap e_3| = |e_2 \cap e_4| = 1.$$ 

Therefore $\phi = 0$ and $\phi = 4$ produce only one unlabeled bipartite graph each. To obtain $\phi = 1$, we should have $|e_i \cap e_j| = 1$ only in one pair and $|e_i \cap e_j| = 0$ in the remainder. To obtain $\phi = 3$ (the complementary of the case $\phi = 1$), we should have $|e_i \cap e_j| = 0$ only in one pair and $|e_i \cap e_j| = 1$ in the remainder.

The interesting case is $\phi = 2$. Suppose without any loss of generality that $|e_1 \cap e_3| = 1$, namely the bipartite graph has an edge between $e_1$ and $e_3$ with a weight of 1. We have to link an additional pair of edges to achieve $\phi = 2$. There are only three possibilities,

(i) $|e_1 \cap e_4| = 1$ (e.g. $\{\{st, uv\}, \{sw, tx\}\}$).
(ii) $|e_2 \cap e_3| = 1$ (e.g. $\{\{st, uv\}, \{su, wx\}\}$).
(iii) $|e_2 \cap e_4| = 1$ (e.g. $\{\{st, uv\}, \{sw, ux\}\}$).

where $s, t, u, v, w, x$ are all distinct. The 1st and the 2nd configurations are symmetric (one gives the other by swapping the contents of the two partitions), namely they...
Figure 6: A summary of all the unipartite graphs generated by the bipartite graphs of figure 5, classified by $\tau$ and $\phi$.

represent the same unlabeled bipartite graph. The third yields a different unlabeled bipartite graph (notice that the degree sequence of the 1st and 2nd configurations differ from that of the 3rd). See figure 5 for examples of the only two different unlabeled bipartite graphs.

As a result of the arguments above, every type can be meaningfully described by a code of two digits that results from concatenating $\tau$ and $\phi$ as shown in table 2. The only exception is 02 that requires an additional digit to distinguish the two unlabeled bipartite graphs it can produce.

### 4.2. The variance of $C$ as the function of the number of products

Let $\omega = T(\{e_1, e_2\}, \{e_3, e_4\}) \in \Omega$ be the type of product of $\beta(e_1, e_2)\beta(e_3, e_4)$. If $\omega = T(\{e_1, e_2\}, \{e_3, e_4\})$, then $\gamma_\omega = \beta(e_1, e_2)\beta(e_3, e_4)$, allowing one to express $V_* [C]$ (equation 22) equivalently as

$$V_* [C] = \sum_{\omega \in \Omega} f_\omega E_* [\gamma_\omega], \quad (27)$$

where $f_\omega$ is the number of products of type $\omega$, defined as

$$f_\omega = \sum_{q_1 \in Q} \sum_{q_2 \in Q} 1_{\omega = T(q_1, q_2)}. \quad (28)$$

We can draw some initial conclusions from the analysis of the value of $|\nu|$ in table 2. For each type $\omega$, this value implies that
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- \( f_{00} = 0 \) if \( n < |υ_{00}| = 8, \)
- \( f_{24} = f_{04} = 0 \) if \( n < |υ_{24}| = |υ_{04}| = 4, \)
- \( f_{13} = f_{021} = f_{022} = 0 \) if \( n < |υ_{13}| = |υ_{021}| = |υ_{022}| = 6, \)
- \( f_{12} = f_{03} \) if \( n < |υ_{12}| = |υ_{03}| = 5, \)
- \( f_{01} = 0 \) if \( n < |υ_{01}| = 7. \)

Furthermore, given the definition of the \( f_\omega \)'s in equation 28, it is easy to see that any pair \( \{q_1, q_2\} \) such that \( q_1, q_2 \in Q \) and \( q_1 \neq q_2 \) is counted twice. In contrast, pairs such that \( q_1 = q_2 \) (i.e. type 24) are counted only once. Therefore, \( f_\omega \) is even for \( \omega \neq 24. \)

It is easy to see that \( f_{24} = |Q|, \) and that \( f_{04} = 0 \) in trees because the edges \( st, uv, su, tv \) define some \( C_4. \)

Also, we have, by definition,

\[
\sum_{\omega \in Ω} f_\omega = |Q|^2. \tag{29}
\]

Moreover, the unipartite graphs in figure 6 generated by the bipartite graphs in figure 5 allow one to identify necessary (sometimes sufficient) conditions for finding a given type in a graph. These unipartite graphs allow one to identify necessary conditions for finding a given type in a graph. For instance, as mentioned above, as the unipartite graph of type 04 is a cycle graph of four vertices, a cycle is needed for \( f_{04} > 0. \) Then \( f_{04} = 0 \) in trees. Type 03 needs paths of five vertices so that \( f_{03} > 0. \) Types 022, 13, 01 need paths of three vertices so that \( f_{022}, f_{13}, f_{01} > 0. \) Types 021, 01, 00, and 13 need paths of two vertices (edges) so that \( f_{021}, f_{01}, f_{00}, f_{13} > 0. \)

In any a generic layout, some of the values \( p_{*,\omega} \) are easy to calculate. Firstly, let \( \{e_1, e_2\}, \{e_3, e_4\} \in Q \) such that \( (\{e_1, e_2\}, \{e_3, e_4\}) \) is of type 00. Recalling that \( \Pr [α(e_1, e_2) = 1] = δ_s \) (equation 19), we have that

\[
p_{*,00} = \Pr [α(e_1, e_2)α(e_3, e_4) = 1] = \Pr [α(e_1, e_2) = 1] \Pr [α(e_3, e_4) = 1] = δ_s^2.
\]

since no vertices are shared among edges, and then

\[
\mathbb{E}_s [γ_{00}] = 0.
\]

Secondly, let \( \{e_1, e_2\}, \{e_3, e_4\} \in Q \) such that \( (\{e_1, e_2\}, \{e_3, e_4\}) \) is of type 01. In this case, we also have that

\[
p_{*,01} = δ_s^2.
\]

Without loss of generality, let \( e_1 = st, e_2 = uv, e_3 = sw, e_4 = xy. \) The only interaction between between \( α(e_1, e_2) \) (edges \( e_1 \) and \( e_2 \) crossing) and \( α(e_3, e_4) \) (edges \( e_3 \) and \( e_4 \) crossing) is only through a vertex \( s \) and thus \( α(e_1, e_2) \) and \( α(e_3, e_4) \) are mutually independent, hence

\[
\mathbb{E}_s [γ_{01}] = 0.
\]
Thus types 00 and 01 do not contribute to the variance. For the remainder of the types, independence is not guaranteed \textit{a priori} because either more than two vertices are shared ($\phi > 1$) or the interaction is strong via sharing edges ($\tau > 0$). Thirdly,
\[
p_{rla, 04} = p_{rap, 04} = p_{rsa, 04} = 0,
\]
where \(rap\) denotes a random arrangement on the plane where edges between vertices are line segments \cite{6}, and \(rsa\) denotes Moon’s spherical arrangement \cite{7}. In all those layouts, if one of the pairs of edges of the type 04 crosses, the other pair cannot possibly cross. Therefore
\[
\mathbb{E}_{rla} [\gamma_{04}] = -\delta_{rla}^2, \quad \mathbb{E}_{rap} [\gamma_{04}] = -\delta_{rap}^2, \quad \mathbb{E}_{rsa} [\gamma_{04}] = -\delta_{rsa}^2.
\]
Whether \(p^*_{04} = 0\) requires future investigation. And, finally,
\[
p^*_{24} = \mathbb{P} \alpha(st, uv)\alpha(st, uv) = 1 = \mathbb{P} \alpha(st, uv) = 1 = \delta_s,
\]
where \(\{st, uv\} \in Q\), which leads to
\[
\mathbb{E}_s [\gamma_{24}] = \delta_s (1 - \delta_s).
\]
In case of linear arrangements, the values \(p_{*, \omega}\) can be calculated exactly and easily by means of a computational procedure. In such layouts, \(p_{rla, \omega}\) is the proportion of permutations of the vertices of \(v\) where \(\alpha(\cdot, \cdot, \cdot)\alpha(\cdot, \cdot, \cdot) = 1\). The different values of \(p_{rla, \omega}\) and \(\mathbb{E}_{rla} [\gamma_{\omega}]\) are summarized in table 2. Applying the values of \(\mathbb{E}_{rla} [\gamma_{\omega}]\) in table 2 to equation 27, allows one to express \(\mathbb{V}_{rla} [C]\) as a function of the amount of times every product appears, namely
\[
\mathbb{V}_{rla} [C] = \sum_{\omega \in \Omega} f_{\omega} \mathbb{E}_{rla} [\gamma_{\omega}]
\]
\[
= \frac{1}{9} \left[ 2|Q| + \frac{1}{20} f_{022} + \frac{1}{5} f_{12} + \frac{1}{2} f_{13} - \left( \frac{1}{10} f_{021} + f_{04} + \frac{1}{4} f_{03} \right) \right](30)
\]
In a tree, \(f_{04} = 0\) and then
\[
\mathbb{V}_{rla} [C] = \frac{1}{9} \left[ 2|Q| + \frac{1}{20} f_{022} + \frac{1}{5} f_{12} + \frac{1}{2} f_{13} - \left( \frac{1}{10} f_{021} + \frac{1}{4} f_{03} \right) \right]
\]
with
\[
f_{00} + f_{01} + f_{021} + f_{022} + f_{03} + f_{04} + f_{12} + f_{13} = |Q|(|Q| - 1)
\]
in both equations 30 and 31.

In the coming sections, we first derive general expressions for the \(f_{\omega}\)'s in simple graphs. Then we derive specific formulae for particular kinds of graphs. These expressions allow one to obtain simple arithmetic expressions for \(\mathbb{V}_s [C]\) via equation 30 in these kinds of graphs. Before we proceed, we give a chance to the reader to check detailed counts of the \(f_{\omega}\)'s and the calculation of \(\mathbb{V}_{rla} [C]\) for small graphs (Appendix B). They can help gain intuitions for the mathematical calculations to follow. In addition, these examples are a component of the protocol (Appendix C) to validate the formulae that are derived.
Figure 7: The effect of removing vertices $s, t, u, v$ such that $\{st, uv\} \in Q$ from a graph $G$ to produce the graph $G_{-stuv}$. Solid thick lines indicate the edges formed by these vertices in $G$, solid thin lines indicate edges in $G_{-stuv}$ and dashed lines indicate potential edges, namely edges that may not exist between these vertices and vertices in $G_{-stuv}$.

4.3. Preliminaries

Before moving on to formalizing each type $f_\omega$ and deriving general expressions for them, we first define the notation used.

For any undirected simple graph $G = (V, E)$, we define $G-L$ as the induced graph resulting from the removal of the vertices in $L \subseteq V$. Figure 7 shows an example of $G_{-\{s,t,u,v\}}$. The format of this figure is used in similar figures involved in the derivation of the $f_\omega$'s. Unless stated otherwise, we use $Q = Q(G)$, to refer to the set of pairs of independent edges of $G$.

Since it is used extensively, we denote $G_{-\{s,t,u,v\}}$ as simply $G_{-stuv}$. We use \ to indicate the set difference operator. Then $G_{-stuv\setminus k}$ is used to mean $G_{-(\{s,t,u,v\}\setminus k)}$. We use $\Gamma(s, -L) = \Gamma(s) \setminus L$ to indicate the set of neighbors of $s \in L \subseteq V$ in $V(G_{-L})$. Notice that its size is

$$|\Gamma(s, -L)| = k_s - |\{w \in L : \{w, s\} \in E\}| = k_s - \sum_{w \in L} a_{sw}.$$ 

Since $\Gamma(k, -\{s, t, u, v\})$, with $k \in \{s, t, u, v\}$, is used extensively in this work, we use $\Gamma(k, -stuv)$ instead. We use the shorthand “$n$-path” to refer to paths of $n$ vertices. Finally, we use $n_G(F)$ to denote the number of subgraphs isomorphic to $F$ in $G$.

The calculations of $f_{00}, f_{01}, ..., f_{24}$ to come, require a clear notation that states the vertices shared between each pair of elements of $Q$ for an arbitrary graph $G$. Throughout this article, we need to use summations of the form

$$\sum_{s,t,u,v \in V : \{st, uv\} \in Q(G)} \sum_{w,x,y,z \in V : \{wx, yz\} \in Q(G_{-\{s,t,u,v\}})} \Box,$$

where, below each summation operand, we specify the scope before “;” followed below by the condition. The “$\Box$” represents any term. For the sake of brevity, we contract
them as
\[ \sum_{\{st,uv\} \in Q} \sum_{\{wx,yz\} \in Q(G-stuv)} \Box. \]

Notice that the scope is omitted in the new notation. This detail is crucial for the countings performed with the help of these compact summations. Likewise, if we want to denote when two elements of \( Q \) from each of the summations share one or more vertices, we use
\[ \sum_{\{st,uv\} \in Q} \sum_{\{sx,tz\} \in Q} (G-stuv) \Box = \sum_{s,t,u,v \in V} \{st,uv\} \in Q(G) \sum_{x,z \in V} \{sx,tz\} \in Q(G-u-v) \Box. \]

This expression indicates the summation over the pairs of elements of \( Q \) in which the second one shares two vertices with the first one. Again, the expression to the left is a shorthand for the one to the right. For the sake of comprehensiveness, we also present two more definitions
\[ \sum_{\{st,uv\} \in Q} \sum_{\{sv,yz\} \in Q} (G-tu) \Box = \sum_{s,t,u,v \in V} \{st,uv\} \in Q(G) \sum_{y,z \in V} \{sv,yz\} \in Q(G-tu) \Box. \]

4.4. Theoretical formulae

In the following subsections, we formalize the number of products of each type for any simple graph providing general expressions that are to be considered a first approach. The general formulae for the \( f_\omega \)'s presented in this section are designed based on two principles: compactness and connection with network theory, in particular, the problem of counting the number of subgraphs of a certain kind [11, 32]. The link to graph theory is established showing that
\[ f_\omega = a_\omega n_G(F_\omega), \] (32)
where \( a_\omega \) is a constant (an even natural number except \( a_{24} = 1 \)) that depends on \( \omega \) and \( F_\omega \) is some subgraph that also depends on \( \omega \). \( F_\omega \) is either an elementary graph (a linear tree or a cycle graph) or a combination of them with the operator \( \oplus \). These elementary subgraphs are graphlets, i.e., connected subgraphs [32], while their combinations define graphettes, a generalization of graphlets to disconnected structures [19]. The subgraph for each type of product is found in figure 6. An overview of the types of expressions that are derived for the \( f_\omega \)'s, is shown in table 3.

We use the same approach to obtain all the expressions of the \( f_\omega \)'s shown in table 3. We first instantiate equation 28 with the help of table 2 and figure 5. Then we produce an equation of the form of equation 32 by means of figure 6. All the initial definitions of the \( f_\omega \)'s that follow stem from equation 28 although it is only mentioned for the first types so as to avoid repetition. Although we have proved that \( \mathbb{E}_* [\gamma_{00}] = \mathbb{E}_* [\gamma_{01}] = 0 \), we also include the analysis of these types.
Table 3: $f_\omega$, the number of products of type $\omega$ as a function of the $n_G(F_\omega)$, the number of subgraphs of a certain kind, where $F_\omega$ is a graph that depends on $\omega$.

<table>
<thead>
<tr>
<th>$\omega \in \Omega$</th>
<th>$f_\omega = a_\omega n_G(F_\omega)$</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>$6n_G(L_2 \oplus L_2 \oplus L_2 \oplus L_2)$</td>
<td>36</td>
</tr>
<tr>
<td>24</td>
<td>$n_G(L_2 \oplus L_2)$</td>
<td>34</td>
</tr>
<tr>
<td>13</td>
<td>$2n_G(L_3 \oplus L_2)$</td>
<td>39</td>
</tr>
<tr>
<td>12</td>
<td>$6n_G(L_2 \oplus L_2 \oplus L_2)$</td>
<td>42</td>
</tr>
<tr>
<td>04</td>
<td>$2n_G(C_4)$</td>
<td>44</td>
</tr>
<tr>
<td>03</td>
<td>$2n_G(L_5)$</td>
<td>47</td>
</tr>
<tr>
<td>021</td>
<td>$2n_G(L_4 \oplus L_2)$</td>
<td>53</td>
</tr>
<tr>
<td>022</td>
<td>$4n_G(L_3 \oplus L_3)$</td>
<td>55</td>
</tr>
<tr>
<td>01</td>
<td>$4n_G(L_3 \oplus L_2 \oplus L_2)$</td>
<td>57</td>
</tr>
</tbody>
</table>

4.4.1. $\tau = 2$, $\phi = 4$  Thanks to equation 28,

$$f_{24} = \sum_{\{st,uv\} \in Q} \sum_{\{wx,yz\} \in Q \setminus \{st,uv\}} 1.$$  

As $\{st, uv\}$ in the inner summation is constant (determined by the outer summation),

$$f_{24} = \sum_{\{st, uv\} \in Q} 1 = |Q|.$$  \hspace{1cm} (33)

Then $f_{24}$ can be calculated easily thanks to the definition of $|Q|$ in equation 7. By definition of $Q$,

$$f_{24} = n_G(L_2 \oplus L_2).$$  \hspace{1cm} (34)

4.4.2. $\tau = 0$, $\phi = 0$  Thanks to equation 28,

$$f_{00} = \sum_{\{st, uv\} \in Q} \sum_{\{wx, yz\} \in Q \setminus \{st, uv\}} 1.$$  

Noting that the inner summation defines the size of the set of pairs of independent edges of $G_{-stuv}$, the expression above can be simplified, and then we obtain

$$f_{00} = \sum_{\{st, uv\} \in Q} |Q(G_{-stuv})|.$$  \hspace{1cm} (35)

The last result comes to say that for any element $\{st, uv\} \in Q$ we only need to calculate the size of $Q(G_{-stuv})$, the set of pairs of independent edges of $G_{-stuv}$.

The summation in equation 35 counts over combinations of a pair of edges $\{st, uv\}$ from $Q$ with any two other independent edges $\{wx, yz\}$, defining a set $H = \{st, uv, wx, yz\}$ of independent edges. Each of these sets defines some subgraph $L_2 \oplus L_2 \oplus L_2 \oplus L_2$. Every distinct set $H$ is produced by

$$\left( \frac{|H|}{2} \right) = 6$$

elements of $Q$. Therefore, equation 35 gives

$$f_{00} = 6n_G(L_2 \oplus L_2 \oplus L_2 \oplus L_2).$$  \hspace{1cm} (36)
4.4.3. $\tau = 1$, $\phi = 3$ This type deals with the pairs of edges sharing exactly one edge ($\tau = 1$) and that have three vertices in common ($\phi = 3$). Via equation 28, a possible formalization of $f_{13}$ is

$$f_{13} = \sum_{\{st, uv\} \in Q} \left( \sum_{\{st, uw\} \in Q(G_{-v})} 1 + \sum_{\{st, vw\} \in Q(G_{-u})} 1 + \sum_{\{uv, sw\} \in Q(G_{-t})} 1 + \sum_{\{uv, tw\} \in Q(G_{-s})} 1 \right).$$

(37)

The first inner summation in the previous equation denotes the amount of vertices neighbors of $u$ in $G$ that are not $s, t, v$, the second the amount of vertices neighbors of $v$ in $G$ that are not $s, t, u$, and so on (figure 8).

A formal definition for the first inner summation is, given a fixed $\{st, uv\} \in Q$,

$$\sum_{\{st, uw\} \in Q(G_{-v})} 1 = |\Gamma(u, -stuv)|.$$

Likewise for the other inner summations. Then, equation 37 becomes

$$f_{13} = \sum_{\{st, uv\} \in Q} (1) + \sum_{\{st, uv\} \in Q} (2) + \sum_{\{st, uv\} \in Q} (3) + \sum_{\{st, uv\} \in Q} (4).$$

(38)

$f_{13}$ counts over subgraphs $\mathcal{L}_3 \oplus \mathcal{L}_2$ because, in equation 38,

1. Counts the number of combinations of a 2-path $(s, t)$ with a 3-path $(w, u, v)$.
2. Counts the number of combinations of a 2-path $(s, t)$ with a 3-path $(u, v, w)$.
3. Counts the number of combinations of a 2-path $(u, v)$ with a 3-path $(w, s, t)$.
4. Counts the number of combinations of a 2-path $(u, v)$ with a 3-path $(s, t, w)$.

Figure 8 shows an example of summation (1): the edge $st$ is independent of all $\mathcal{L}_3$ of the form $(v, u, w)$, where $w \in V(G_{-stuv})$. This can also be seen in the corresponding...
unipartite graph in figure 6. Then, since summands (1) and (2) count the same subgraphs as summands (3) and (4) (summands (1) and (2) give summands (3) and (4) exchanging $s$ and $t$ by $u$ and $v$), we have that

$$f_{13} = 2n_G(L_3 \oplus L_2).$$

(39)

We outline an alternative argument that leads to the same conclusion. Assume \{$(s, t), (u, v, w)$\}, a $L_3 \oplus L_2$, is a subgraph of $G$. Then, the only elements of $Q \times Q$ classified as type 13 with these vertices are \{$(st, uv), (st, vw)$\} and its reverse. It is easy to see that there are other elements of $Q \times Q$ of type 13 with the same vertices but they do not correspond to \{$(s, t), (u, v, w)$\}. Therefore, equation 28 counts two elements of $Q \times Q$ for a single $L_3 \oplus L_2$. This argumentation is also used in some of the types to follow.

4.4.4. $\tau = 1, \phi = 2$ In this type, as in type 13, one edge is shared, but this time only two vertices are equal. Therefore, we can formalize $f_{12}$ as

$$f_{12} = \sum_{\{st, uv\} \in Q} \left( \sum_{\{st, wx\} \in Q(G_{-uv})} 1 + \sum_{\{uv, wx\} \in Q(G_{-st})} 1 \right).$$

(40)

The first summation is illustrated in figure 9.

As $st$ in summation (1) is constant (determined by the outer summation), summation (1) inside the expression above counts the amount of edges $wx$ where $w, x \neq s, t, u, v$. Likewise for summation (2). Then equation 40 can be simplified as

$$f_{12} = 2 \sum_{\{st, uv\} \in Q} |E(G_{-stuv})|. $$

(41)

In equation 41, the summation is counting over configurations that are produced combining two edges from $Q$ with a third independent edge, giving three independent edges from a set $H = \{(s, t), (u, v), (w, x)\}$, which defines some subgraph $L_2 \oplus L_2 \oplus L_2$. 

Figure 9: Illustration of the inner summations of equation 40, where both summations represent the edges in $G_{-stuv}$. 

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure9.png}
\caption{Illustration of the inner summations of equation 40, where both summations represent the edges in $G_{-stuv}$.}
\end{figure}
The summation in equation 41 visits the same set $H$

\[
\binom{|H|}{2} = 3
\]
times. Therefore, the summation in equation 41 matches $3n_G(L_2 \oplus L_2 \oplus L_2)$ and then

\[
f_{12} = 6n_G(L_2 \oplus L_2 \oplus L_2). \tag{42}
\]

4.4.5. $\tau = 0$, $\phi = 4$ All pairs of elements of $Q$ classified in this type share no edges. However, they have four vertices in common. This allows one to obtain a simple formalization for $f_{04}$,

\[
f_{04} = \sum_{\{st,uv\} \in Q} \left( \sum_{\{su,tv\} \in Q} 1 + \sum_{\{sv,tu\} \in Q} 1 \right) = \sum_{\{st,uv\} \in Q} (a_{su}a_{tv} + a_{sv}a_{tu}). \tag{43}
\]

In the previous summation, for each element $\{st,uv\} \in Q$, two distinct $C_4$ are counted, i.e.

- $b_1 = (s,t,v,u,s)$ if $a_{su}a_{tv} = 1$.
- $b_2 = (s,t,u,v,s)$ if $a_{tu}a_{sv} = 1$.

Notice that for every element $\{st,uv\} \in Q$ that forms a $C_4$, say $b_1$, we have that $a_{su}a_{tv} = 1$ and thus there exists another element $\{su,tv\} \in Q$. For this other element $\{su,tv\} \in Q$ we can make the cycle $(s,u,v,t,s)$ because $st,uv \in E$ (as $\{st,uv\} \in Q$), which is isomorphic to $b_1$. The same reasoning can be applied to the second potential $C_4$ we can make. Thus, each $C_4$ formed by one element of $Q$ is counted twice in equation 43. Trivially, all $C_4$ are counted in the summation above because $|Q(C_4)| > 0$. For these reasons, equation 43 becomes

\[
f_{04} = 2n_G(C_4). \tag{44}
\]

4.4.6. $\tau = 0$, $\phi = 3$ This type denotes those pairs in $Q \times Q$ that do not share an edge completely but that have three vertices in common. Given an element $\{st,uv\} \in Q$, the other possible elements of $Q$ that make the pair follow this type’s characterization are

\[
\{su,tw\} \quad \{su,vw\} \quad \{sv,tw\} \quad \{sv,uw\} \\
\{tu,sw\} \quad \{tu,vw\} \quad \{tv,sw\} \quad \{tv,uw\} \quad w \neq s,t,u,v.
\]

Therefore, to calculate the value of $f_{03}$, we have to count how many elements of the previous list there are in the graph. Formally,

\[
f_{03} = \sum_{\{st,uv\} \in Q} (\varphi_{sut} + \varphi_{svt} + \varphi_{tus} + \varphi_{tvu} + \varphi_{tvu} + \varphi_{tuv} + \varphi_{svu}),
\]

\footnote{Notice that the cycles $(t,v,u,s,t), (v,u,s,t,v), (u,s,t,v,u)$ are the same as cycle $(s,t,v,u,s)$.}

\footnote{Notice that the cycles $(t,v,u,s,t), (u,v,s,t,u), (v,s,t,u,v)$ are the same as cycle $(s,t,u,v,s)$.}
Figure 10: Illustration of $\varphi_{tus}$, that is exactly $|\Gamma^*_s| = |\Gamma(s, -stuv)|$ (the amount of neighbors of $s$ in $G_{-stuv}$), provided that the edge $tu$ exists (i.e. $a_{tu} = 1$).

where $\varphi_{sut}, \varphi_{svt}, \cdots$ are functions with implicit parameter $\{st, uv\} \in Q$ and explicit parameters are three of the four vertices $s, t, u$ or $v$. These $\varphi_{...}$ are defined as

$$\varphi_{xyz} = a_{xy}|\Gamma(z, -stuv)|,$$

where $x, y, z \in \{s, t, u, v\}$, with $s, t, u, v$ the vertices of the implicit parameter. Then

$$f_{03} = \sum_{\{st, uv\} \in Q} a_{su}|\Gamma(t, -stuv)| + \sum_{\{st, uv\} \in Q} a_{sv}|\Gamma(t, -stuv)| + \sum_{\{st, uv\} \in Q} a_{tu}|\Gamma(s, -stuv)|$$

$$+ \sum_{\{st, uv\} \in Q} a_{tv}|\Gamma(s, -stuv)| + \sum_{\{st, uv\} \in Q} a_{sv}|\Gamma(u, -stuv)| + \sum_{\{st, uv\} \in Q} a_{tv}|\Gamma(u, -stuv)|$$

$$+ \sum_{\{st, uv\} \in Q} a_{tu}|\Gamma(v, -stuv)| + \sum_{\{st, uv\} \in Q} a_{su}|\Gamma(v, -stuv)|.$$  \hspace{1cm} (46)

Looking at each $\varphi_{sut}, \varphi_{tus}, \cdots, \varphi_{svu}$ separately we see that, given $\{st, uv\} \in Q$, $\varphi_{sut}$ counts the amount of neighbors of $t$ in $G_{-stuv}$ if $su \in E$, $\varphi_{tus}$ counts the amount of neighbors of $s$ in $G_{-stuv}$ if $tu \in E$, and so on (figure 10).

We can express this type as the amount of a certain type of subgraph with the help of figure 10 and the corresponding unipartite graph in figure 6. Figure 10 shows the interpretation of the value $\varphi_{tus}$ (formalized in equation 45) which, given an element $\{st, uv\} \in Q$ and the existence of edge $a_{tu}$, counts the amount of neighbors of $s$ in $G_{-stuv}$, namely $|\Gamma^*_s| = |\Gamma(s, -stuv)|$. Notice that if $\{st, uv\} \in Q$, and assuming that $a_{tu} = 1$, then we have a 4-path: $(v, u, t, s)$, and that by appending any vertex $w \in \Gamma^*_s$ to it we can make a 5-path $(v, u, t, s, w)$. The same reasoning applies to the other $\varphi_{...}$. Here ... is used to indicate “anything” for each of the three explicit parameters of $\varphi$. The aforementioned unipartite graph supports that $f_{03}$ counts 5-paths.
Edge crossings in random linear arrangements

\{sw, tx\} ∈ Q(G_{-uv}) \quad \{su, wx\} ∈ Q(G_{-tv}) \quad \{uw, vx\} ∈ Q(G_{-st})

\{sv, wx\} ∈ Q(G_{-tu}) \quad \{tu, wx\} ∈ Q(G_{-sv}) \quad \{tv, wx\} ∈ Q(G_{-su})

Figure 11: Elements of $Q$ such that when paired with element $\{st, uv\} ∈ Q$, the pair is classified as type 021. Elements in (b) and (c) are symmetric.

Table 4: The pattern of the 5-paths counted by each summand in equation 46 for a given $\{st, uv\} ∈ Q$. A dot is used to indicate an arbitrary neighbor of the nearest vertex in the path different from $s, t, u, v$.

\[
\begin{align*}
(., s, t, u, v) & \quad (s, t, u, v, .) \\
(., s, t, v, u) & \quad (s, t, v, u, .) \\
(., t, s, v, u) & \quad (t, s, v, u, .) \\
(., t, s, u, v) & \quad (t, s, u, v, .)
\end{align*}
\]

Each summation in equation 46 can be analyzed at two levels. At the local level, each summand counts over distinct 5-paths. At a global level, the 5-paths counted are also different. The distinct patterns of the 5-paths counted by each summation of equation 46 are shown in table 4. Notice that the paths in the right column of table 4 are obtained by shifting the vertices of the paths in the left column. Crucially, the edges of $Q$ yielding the path are consecutive in the path (i.e. they correspond to four consecutive vertices in the path). Therefore any 5-path of the graph is counted exactly by two different summations in equation 46, i.e.

\[ \left(47\right) \]

4.4.7. $\tau = 0, \phi = 2$, Subtype 1 Recall the definition of type 021 as an unlabeled bipartite graph (figure 5). Figure 11 shows the 10 possible forms that elements of $Q$ such that when paired with $\{st, uv\} ∈ Q$ yield a pair of $Q × Q$ classified as 021 can take by labeling the left partition with $st, uv$ and considering all the possible labelings of the right partition of that type. However, by symmetry between the forms in figure 11(b) and those of figure 11(c), there are only 6 unique forms.

Then we can formalize $f_{021}$ as

\[ f_{021} = \sum_{\{st, uv\} ∈ Q} \varphi_{st} + \sum_{\{st, uv\} ∈ Q} \varphi_{uv} + \sum_{\{st, uv\} ∈ Q} \varepsilon_{su} + \sum_{\{st, uv\} ∈ Q} \varepsilon_{sv} + \sum_{\{st, uv\} ∈ Q} \varepsilon_{tu} + \sum_{\{st, uv\} ∈ Q} \varepsilon_{tv}, \]
Edge crossings in random linear arrangements

Figure 12: Illustration of (a) $\varphi_{st}$, and (b) $\varepsilon_{su}$. In (a), $w_s$ represents the only neighbor of $s$ different from $t, u, v$. Therefore, in this case, $\varphi_{st}$ is exactly the amount of vertices in $G_{stuw}$ neighbors of $t$, indicated with $\Gamma_t^* = \Gamma(t, -stuw)$). $\varepsilon_{su}$ requires the existence of an edge between $s$ and $u$, indicated with $a_{su}$, and is equal to the amount of edges in $G_{stuv}$.

where $\varphi_{xy}$ and $\varepsilon_{xy}$ are auxiliary functions with implicit parameter $\{st, uv\} \in Q$ and explicit parameters $xy$, that are defined as

$$\varphi_{xy} = \sum_{w \in \Gamma(x, -stuv)} \sum_{w' \in \Gamma(y, -stuw)} 1$$

$$= \sum_{w \in \Gamma(x, -stuv)} |\Gamma(y, -stuw)|,$$

$$\varepsilon_{xy} = a_{xy}|E(G_{stuv})|, \quad x, y \in \{s, t, u, v\}.$$

The functions $\varphi_{st}$ and $\varphi_{uv}$ count the elements of the form of those illustrated in figures 11(a) and 11(d) ($\varphi_{st}$ is depicted in figure 12(a)). The first function counts, for each neighbor of $s$, $w_s \neq t, u, v$, the number of neighbors of $t$, $w_t \neq s, t, u, v, w_s$. Likewise for the second function. On the other hand, the values $\varepsilon_{su}$, $\varepsilon_{sv}$, $\varepsilon_{tu}$, $\varepsilon_{tv}$ count the edges $xy \in E$, $x, y \neq s, t, u, v$ such that when paired with $su$, $sv$, $tu$, $tv$ form an element of $Q$ whose form is that of those elements illustrated in figures 11(b) and 11(c) ($\varepsilon_{su}$ is depicted in figure 12(b)). These amounts are counted only if such edges exist in the graph, hence the $a_{su}$ for $\varepsilon_{su}$, and likewise for the other $\varepsilon_{..}$. Here .. is used to indicate “anything” for each of the two explicit parameters of $\varepsilon$.

We can take common factor in equation 49 and simplify it. We obtain

$$f_{021} = \sum_{\{st, uv\} \in Q} (\varphi_{st} + \varphi_{uv} + (a_{su} + a_{sv} + a_{tu} + a_{tv})|E(G_{stuv})|). \quad (50)$$

We split the r.h.s. of equation 50 into two halves: the $\varphi$’s and the $\varepsilon$’s. On the one hand,

$$\sum_{\{st, uv\} \in Q} \varphi_{st} + \sum_{\{st, uv\} \in Q} \varphi_{uv} = n_G(L_4 \oplus L_2)$$

because the 1st summation is counting all the $L_4 \oplus L_2$ such that $L_2$ is the edge $uv$ and $L_4$ is the path $(w, s, t, w')$ and the 2nd summation is counting all the $L_4 \oplus L_2$ such that
Figure 13: Elements of $Q$ such that when paired with element $\{st, uv\} \in Q$, the pair is classified as type 022. (a) One of the bipartite graphs of type 022. (b) The other bipartite graph of type 022. The elements in (a) are symmetric to those of (b).

$L_2$ is the edge $st$ and $L_4$ is the path $(w, u, v, w')$. On the other hand,

$$
\sum_{\{st, uv\} \in Q} \varepsilon_{su} + \sum_{\{st, uv\} \in Q} \varepsilon_{sv} + \sum_{\{st, uv\} \in Q} \varepsilon_{tu} + \sum_{\{st, uv\} \in Q} \varepsilon_{tv} = n_G(L_4 \oplus L_2) \tag{52}
$$

because each summation is counting all the $L_4 \oplus L_2$ such that the $L_4$ is build on the vertices $s, t, u, v$ and $L_2$ is any edge that is not formed by these vertices. Every summation is in charge of one of the four different ways in which a distinct $L_4$ can be produced linking one vertex of the edge $st$ with a vertex of the edge $uv$. Therefore,

$$
f_{021} = 2n_G(L_4 \oplus L_2). \tag{53}
$$

A detailed proof of equation 53 with a technique similar to the one applied to types 022 and 01 can be found in Appendix D.

4.4.8. $\tau = 0$, $\phi = 2$, Subtype 2 We follow the same approach as the one applied in type 021 (this second subtype is simpler to formalize). Figure 13 shows all the elements of $Q$ such that when paired with $\{st, uv\} \in Q$ yield a pair of $Q \times Q$ classified as type 022 for each of the two labeled bipartite graphs of that type. This gives eight configurations that are constructed by making two new independent edges ($e_3$ and $e_4$), one edge linking a new vertex, say $w$, to one of the vertices of $st$ and another edge linking another vertex, say $x$, to edge $uv$, $(w, x \neq s, t, u, v)$, so that the pair of new edges belongs to $Q$. However, only four configurations are distinct by symmetry: $x$ and $w$ are interchangeable. Therefore, the elements of $Q \times Q$ defined in figure 13(a) are the same as those of 13 (b). As a result of this analysis, $f_{022}$ can be defined as

$$
f_{022} = \sum_{\{st, uv\} \in Q} \varphi_{su} + \sum_{\{st, uv\} \in Q} \varphi_{sv} + \sum_{\{st, uv\} \in Q} \varphi_{tu} + \sum_{\{st, uv\} \in Q} \varphi_{tv}, \tag{54}
$$

where $\varphi_{xy}$ is an auxiliary function defined as in equation 49. $\varphi_{su}$ can be understood from the case of $\varphi_{st}$ in figure 12(a).

Now, notice that this type counts pairs of $L_3 \oplus L_3$: given a fixed $\{st, uv\} \in Q$, the value $\varphi_{su}$, for example, counts the neighbors of $s$ in $G_{-stuv}$ and the neighbors of $u$ in $G_{-stuv}$, where $w \in \Gamma(s, -stuv)$. Similarly for the other $\varphi_\cdot$. Therefore, the form of the subgraphs counted by each summation of equation 54 for a fixed $\{st, uv\} \in Q$ are

$$
\varphi_{su} : \{(z_s, s, t), (z_u, u, v)\}, \quad \varphi_{sv} : \{(z_s, s, t), (u, v, z_v)\},
$$
$$
\varphi_{tu} : \{(s, t, z_t), (z_u, u, v)\}, \quad \varphi_{tv} : \{(s, t, z_t), (u, v, z_v)\},
$$
Figure 14: Illustration of $\varphi_s$. Here $w$ represents the only neighbor of $s$ different from $s, t, u, v$. Thus $\varphi_s$ is exactly the amount of edges in $G_{-stuvw}$.

where $z_k$ indicates a neighbor of vertex $k$. It is easy to see that a fixed $\mathcal{L}_3 \oplus \mathcal{L}_3$ of the form $H = \{(s, t, u), (v, w, x)\}$ is counted four times in equation 54. First, notice that $Q(H)$ has exactly for elements, i.e.

$q_1 = \{st, vw\}, q_2 = \{st, wx\}, q_3 = \{tu, vw\}, q_4 = \{tu, wx\}$.

Given one of them, say $q_1$, our graph $H$ is counted only by $\varphi_{tw}$ because for $q_1$ the subgraphs counted in equation 54 are of the form

$\varphi_{sv} : \{(z_s, s, t), (z_v, v, w)\}$, $\varphi_{sw} : \{(z_s, s, t), (v, w, z_w)\}$,

$\varphi_{tv} : \{(s, t, z_t), (z_v, v, w)\}$, $\varphi_{tw} : \{(s, t, z_t), (v, w, z_w)\}$.

Similarly, for each of the other $q_i$’s, there is a unique $\varphi_\cdot$ where $H$ is counted. Then, when calculating $f_{022}$ with equation 54, every distinct $H$ is counted four times, i.e.

$$f_{022} = 4n_G(\mathcal{L}_3 \oplus \mathcal{L}_3).$$

4.4.9. $\tau = 0, \phi = 1$ Finally, $f_{01}$ can be formalized as

$$f_{01} = \sum_{\{st, uv\} \in Q} \varphi_s + \sum_{\{st, uv\} \in Q} \varphi_t + \sum_{\{st, uv\} \in Q} \varphi_u + \sum_{\{st, uv\} \in Q} \varphi_v,$$

where $\varphi_k$ is a function with an implicit parameter $\{st, uv\} \in Q$ and an explicit parameter $k \in \{s, t, u, v\}$, that is defined as

$$\varphi_k = \sum_{\{kw, xy\} \in Q(G_{-stuvw} \setminus k)} 1 = \sum_{w \in \Gamma(k, -stuv)} \sum_{xy \in E(G_{-stuvw})} 1 = \sum_{w \in \Gamma(k, -stuv)} |E(G_{-stuvw})|.$$
The fact that equation 56 counts over $\mathcal{L}_3 \oplus \mathcal{L}_2 \oplus \mathcal{L}_2$ is readily seen by noting that, for a fixed $\{st, uv\} \in Q$, the summations of the $\varphi$ count subgraphs of the form

\begin{align*}
\varphi_s &: \{(z_s, s, t), (u, v), (z_1, z_2)\}, \\
\varphi_t &: \{(s, t, z_t), (u, v), (z_1, z_2)\}, \\
\varphi_u &: \{(s, t), (z_u, u, v), (z_1, z_2)\}, \\
\varphi_v &: \{(s, t), (u, v, z_v), (z_1, z_2)\},
\end{align*}

where $z_k \in V$ denotes a neighbor of $k \in V$, and $z_1, z_2 \in V$ vertices different from $z_k, s, t, u, v$. Now, consider some $\mathcal{L}_3 \oplus \mathcal{L}_2 \oplus \mathcal{L}_2$ of the form $H = \{(s, t, u), (v, w), (x, y)\}$. Notice that $Q(H)$ has exactly four elements, i.e.

\begin{align*}
q_1 &= \{st, vw\}, \\
q_2 &= \{st, xy\}, \\
q_3 &= \{tu, vw\}, \\
q_4 &= \{tu, xy\}.
\end{align*}

Given one of them, say $q_1$, our graph $H$ is counted in only one of the $\varphi$ (by $\varphi_t$ in the example) because for $q_1$ the subgraphs counted in equation 56 are of the form

\begin{align*}
\varphi_s &: \{(z_s, s, t), (v, w), (z_1, z_2)\}, \\
\varphi_t &: \{(s, t, z_t), (v, w), (z_1, z_2)\}, \\
\varphi_u &: \{(s, t), (z_u, v, w), (z_1, z_2)\}, \\
\varphi_v &: \{(s, t), (v, w, z_w), (z_1, z_2)\}.
\end{align*}

Similarly, for each of the other $q_i$'s, there is a unique $\varphi$ where $H$ is counted. Then, when calculating $f_{01}$ with equation 56, every distinct $H$ is counted 4 times, i.e.

\begin{equation}
f_{01} = 4n_G(\mathcal{L}_3 \oplus \mathcal{L}_2 \oplus \mathcal{L}_2). \tag{57}
\end{equation}

5. Theoretical examples

In the coming sections we derive compact formulae for different types of graphs, which can be found in table 1.

5.1. One-regular graphs

The general characterization of the $f_\omega$'s in table 3 based on equation 32 allows one to see that

\begin{align*}
f_{01}(1_n) &= f_{021}(1_n) = f_{022}(1_n) = f_{03}(1_n) = f_{04}(1_n) = f_{13}(1_n) = 0
\end{align*}

and that

\begin{align*}
f_{00}(1_n) &= 6 \binom{m}{4}, \\
f_{24}(1_n) &= \binom{m}{2}, \\
f_{12}(1_n) &= 6 \binom{m}{3}.
\end{align*}

The application of the results above to equation 27 with $m = n/2$ yields, after some algebra,

\begin{equation}
\mathbb{V}_s [C(1_n)] = \frac{1}{8} n(n - 2)((n - 4)\mathbb{E}_s [\gamma_{12}] + \mathbb{E}_s [\gamma_{24}]),
\end{equation}

which leads to

\begin{equation}
\mathbb{V}_{rla} [C(1_n)] = \frac{1}{360} (n - 2)n(n + 6)
\end{equation}

by applying the values $\mathbb{E}_{rla} [\gamma_\omega]$ in table 2.
5.2. Quasi-star trees

The general characterization of the $f_\omega$’s in table 3 based on equation 32 allows one to see that

$$f_{00}(Q_n) = f_{12}(Q_n) = f_{04}(Q_n) = f_{03}(Q_n) = f_{022}(Q_n) = f_{021}(Q_n) = f_{01}(Q_n) = 0.$$ 

Recalling table 1,

$$f_{24}(Q_n) = |Q(Q_n)| = n - 3.$$ 

Since all $f_\omega$’s have to add up to $|Q(Q_n)|^2$ (equation 29), one has

$$f_{13}(Q_n) = |Q(Q_n)|^2 - f_{24}(Q_n) = (n - 3)(n - 4).$$

Therefore, thanks to equation 27

$$\mathbb{V}_\ast [C(Q_n)] = (n - 3)((n - 4)\mathbb{E}_\ast [\gamma_{13}] + \mathbb{E}_\ast [\gamma_{24}])$$

and finally, using the values of $\mathbb{E}_{rla} [\gamma_\omega]$ in Table 2,

$$\mathbb{V}_{rla} [C(Q_n)] = \frac{1}{18}n(n - 3)$$

for $n \geq 3$ and $\mathbb{V}_{rla} [C(Q_n)] = 0$ otherwise.

5.3. Complete graphs

Although $\mathbb{V}_{rla} [C(K_n)] = 0$, complete graphs are important as a test of the soundness of the theory and the calculations. Furthermore, there are layouts where $\mathbb{V}_\ast [C(K_n)] > 0$, e.g. random spherical arrangements [7]. Then, knowing the $f_\omega$’s of a complete graph is useful for future developments beyond linear arrangements.

The derivation of many of the $f_\omega$’s requires calculating $n_{K_n}(L_{n'})$, the number of $n'$-paths in $K_n$, for some $1 < n' \leq n$. Some $L_{n'}$ is obtained with a path starting from a vertex and visiting new vertices $n' - 1$ times. Then

$$n_{K_n}(L_{n'}) = \frac{1}{2} \prod_{i=0}^{n'-1} (n - i) = \frac{n!}{2(n-n')!}$$

for $1 < n' \leq n$. The 1/2 factor comes from the fact that the same $L_n$ is obtained with a walk from the initial to the end vertex but also backwards. $n_{K_n}(L_2) = |E(K_n)|$ and $n_{K_n}(L_n) = n!/2$ as expected. Furthermore,

$$n_{K_n}(L_{n_1} \oplus L_{n_2}) = n_{K_n}(L_{n_1})n_{K_{n-n_1}}(L_{n_2}) = \frac{n!}{4(n-n_1-n_2)!}$$

for $1 < n_1, n_2 \leq n$ with $n_1 + n_2 \leq n$ and $n_1 \neq n_2$. In case $n_1 = n_2$ we have

$$n_{K_n}(L_{n_1} \oplus L_{n_2}) = \frac{1}{2}n_{K_n}(L_{n_1})n_{K_{n-n_1}}(L_{n_2}) = \frac{n!}{8(n-n_1-n_2)!}.$$
5.3.1. $\tau = 0$, $\phi = 0$  
$f_{00}(\mathcal{K}_n)$ is easy to calculate via equation 35. For any $\mathcal{K}_n$ it is easy to see that, for any $s \in V(G)$, $G_{-s}$ is also a complete graph. This can also be generalized to $G_{-L}$ with $L \subseteq V(G)$. Adapting the formula for $Q(\mathcal{K}_n)$ in table 1, we obtain $|Q((\mathcal{K}_n)_{-stuv})| = 3\binom{n-4}{4}$. Therefore,

$$f_{00}(\mathcal{K}_n) = \sum_{\{st,uv\} \in Q(\mathcal{K}_n)} |Q((\mathcal{K}_n)_{-stuv})| = \sum_{\{st,uv\} \in Q(\mathcal{K}_n)} 3\binom{n-4}{4} = 630\binom{n}{8}.$$ 

5.3.2. $\tau = 2$, $\phi = 4$  
Combining equation 33 and table 1, we have that

$$f_{24}(\mathcal{K}_n) = |Q(\mathcal{K}_n)| = 3\binom{n}{4}.$$ 

5.3.3. $\tau = 1$, $\phi = 3$  
Combining equation 39, and 59, one obtains

$$f_{13}(\mathcal{K}_n) = 2n\mathcal{K}_n(L_3 \oplus L_2) = \frac{1}{3}6n\mathcal{K}_n(L_2)\mathcal{K}_{n-2}(L_2 \oplus L_2) = 2\binom{n}{2}3\binom{n-2}{4} = 90\binom{n}{6}.$$ 

5.3.4. $\tau = 1$, $\phi = 2$  
We can easily obtain an expression for $f_{12}(\mathcal{K}_n)$ via equation 42, i.e., $6n\mathcal{K}_n(L_2 \oplus L_2 \oplus L_2)$. To do so we can first remove an edge of the graph and then count the amount of $L_2 \oplus L_2$, or the other way around. We use the first way, so

$$f_{04}(\mathcal{K}_n) = 6n\mathcal{K}_n(L_2 \oplus L_2 \oplus L_2) = \frac{1}{3}6n\mathcal{K}_n(L_2)\mathcal{K}_{n-2}(L_2 \oplus L_2) = 2\binom{n}{2}3\binom{n-2}{4} = 90\binom{n}{6}.$$ 

5.3.5. $\tau = 0$, $\phi = 4$  
Via equation 43, one obtains

$$f_{04}(\mathcal{K}_n) = \sum_{\{st,uv\} \in Q(\mathcal{K}_n)} (a_{st}a_{tu} + a_{sv}a_{tv}) = \sum_{\{st,uv\} \in Q(\mathcal{K}_n)} 2 = 2|Q(\mathcal{K}_n)| = 6\binom{n}{4}.$$ 

5.3.6. $\tau = 0$, $\phi = 3$  
Applying equation 58 to equation 47, one obtains

$$f_{03}(\mathcal{K}_n) = n(n-1)(n-2)(n-3)(n-4) = 120\binom{n}{5}.$$ 

5.3.7. $\tau = 0$, $\phi = 2$, subtype 1  
Applying equation 59 to equation 53, one obtains

$$f_{021}(\mathcal{K}_n) = 2\frac{1}{4}\frac{n!}{(n-6)!} = 360\binom{n}{6}.$$ 

5.3.8. $\tau = 0$, $\phi = 2$, subtype 2  
Likewise, by applying 60 to equation 55, we obtain immediately

$$f_{022}(\mathcal{K}_n) = 4\frac{1}{8}\frac{n!}{(n-6)!} = 360\binom{n}{6}.$$ 

Notice that $f_{021}(\mathcal{K}_n) = f_{022}(\mathcal{K}_n)$. 


5.3.9. \( \tau = 0, \phi = 1 \) We rely on equation 57 to calculate \( f_{01}(K_n) \). First, equation 59 indicates that
\[
n_{K_n}(L_3 \oplus L_2) = \frac{1}{2} \binom{n}{2} \binom{n-2}{3},
\]
which allows one to calculate
\[
n_{K_n}(L_3 \oplus L_2 \oplus L_2) = \binom{n}{2} n_{K_n-2}(L_3 \oplus L_2) = \frac{1}{16} \prod_{i=0}^{6} (n-i) = 315 \binom{n}{7}.
\]
Finally,
\[
f_{01}(K_n) = 4 n_{K_n}(L_3 \oplus L_2 \oplus L_2) = 1260 \binom{n}{7}.
\]

5.3.10. Variance
Inserting the results above into equation 27 one obtains
\[
\mathbb{V}_* [C(K_n)] = 3 \binom{n}{4} ((n-4)(n-5)(E_* [\gamma_{12}] + 4(E_* [\gamma_{021}] + E_* [\gamma_{022}])) + 4(n-4)(E_* [\gamma_{13}] + 2E_* [\gamma_{03}]) + 2E_* [\gamma_{04}] + E_* [\gamma_{24}])
\]
With the help of Table 2, we verify that
\[
\mathbb{V}_{rta} [C(K_n)] = 0
\]
as expected.

5.4. Complete bipartite graphs
We derive the \( f_\omega' \)'s for \( K_{n_1,n_2} \) by mere counting of subgraphs as in the previous section but with the support of a new figure (figure 15).

5.4.1. \( \tau = 0, \phi = 0 \) We follow the same technique used for complete graphs, i.e.
\[
f_{00}(K_{n_1,n_2}) = \sum_{\{st,uv\} \in Q(K_{n_1,n_2})} |Q((K_{n_1,n_2})-stuv)|
\]
\[
= \sum_{\{st,uv\} \in Q(K_{n_1,n_2})} 2 \binom{n_1-2}{2} \binom{n_2-2}{2}
\]
\[
= |Q(K_{n_1,n_2})| \cdot |Q(K_{n_1-2,n_2-2,n_2})|
\]
\[
= 2 \binom{n_1-2}{2} \binom{n_2-2}{2} 2 \binom{n_1}{2} \binom{n_2}{2}
\]
\[
= 144 \binom{n_1}{4} \binom{n_2}{4}.
\]

5.4.2. \( \tau = 2, \phi = 4 \) Equation 33 gives
\[
f_{24}(K_{n_1,n_2}) = |Q(K_{n_1,n_2})| = 2 \binom{n_1}{2} \binom{n_2}{2}.
\]
5.4.3. $\tau = 1$, $\phi = 3$ Via equation 39

$$f_{13}(\mathcal{K}_{n_1,n_2}) = 2 \sum_{st \in E(\mathcal{K}_{n_1,n_2})} n_{\mathcal{K}_{n_1-1,n_2-1,n_2}}(L_3) = 2|E(\mathcal{K}_{n_1,n_2})|n_{\mathcal{K}_{n_1-1,n_2-1,n_2}}(L_3).$$

Through figure 15(a) we can easily calculate the amount of $L_3$

$$f_{13}(\mathcal{K}_{n_1,n_2}) = 2n_1n_2 \frac{1}{2}((n_1 - 1)(n_2 - 1) + (n_2 - 1)(n_1 - 1)) = 12 \binom{n_1}{3} \binom{n_2}{2} + 12 \binom{n_1}{2} \binom{n_2}{3}. $$

5.4.4. $\tau = 1$, $\phi = 2$ Equation 42 gives

$$f_{12}(\mathcal{K}_{n_1,n_2}) = 6n_{\mathcal{K}_{n_1,n_2}}(L_2 \oplus L_2 \oplus L_2) = 6 \frac{1}{3}|E(\mathcal{K}_{n_1,n_2})|n_{\mathcal{K}_{n_1-1,n_2-1,n_2}}(L_2 \oplus L_2)$$

$$= 2|E(\mathcal{K}_{n_1,n_2})||Q(\mathcal{K}_{n_1-1,n_2-1,n_2})|$$

$$= 36 \binom{n_1}{3} \binom{n_2}{3}. $$

5.4.5. $\tau = 0$, $\phi = 4$ Recall equation 44. Checking the way of building a path of four vertices in figure 15(b), and noting that a $C_4$ can be generated in four different ways depending on the initial vertex, we obtain

$$n_{\mathcal{K}_{n_1,n_2}}(C_4) = \frac{1}{4}n_1n_2(n_1 - 1)(n_2 - 1) = \binom{n_1}{2} \binom{n_2}{2},$$

hence

$$f_{04}(\mathcal{K}_{n_1,n_2}) = 2 \binom{n_1}{2} \binom{n_2}{2}. $$

5.4.6. $\tau = 0$, $\phi = 3$ Recall equation 47. The procedure to count all subgraphs isomorphic to $L_5$ resembles the procedure to count all the $L_3 \oplus L_2$ for type 13 (figure 15(a)), though we need to continue with two more vertices (figure 15(c)). Then

$$n_{\mathcal{K}_{n_1,n_2}}(L_5) = \frac{1}{2}(n_1n_2(n_1 - 1)(n_2 - 1) + n_2n_1(n_1 - 1)(n_1 - 2))$$

$$= n_{\mathcal{K}_{n_1,n_2}}(L_3 \oplus L_2), $$

which implies

$$f_{03}(\mathcal{K}_{n_1,n_2}) = f_{13}(\mathcal{K}_{n_1,n_2}). $$

5.4.7. $\tau = 0$, $\phi = 2$ subtype 1 Figure 15(d) illustrates how to build pairs $L_4 \oplus L_2$. Therefore,

$$n_{\mathcal{K}_{n_1,n_2}}(L_4 \oplus L_2) = n_{\mathcal{K}_{n_1,n_2}}(L_6) = n_1n_2(n_1 - 1)(n_2 - 1)(n_1 - 2)(n_2 - 2)$$

$$= 36 \binom{n_1}{3} \binom{n_2}{3}. $$
hence equation 53 becomes
\[ f_{021}(\mathcal{K}_{n_1,n_2}) = 72 \binom{n_1}{3} \binom{n_2}{3}. \]

5.4.8. $\tau = 0, \phi = 2$ subtype 2 Equation 55 indicates that $f_{021}$ counts over $\mathcal{L}_3 \oplus \mathcal{L}_3$. Figure 15(e) shows the procedure followed to obtain these subgraphs when starting at the left partition of vertices. The procedure when starting at the right partition is completely symmetric. Therefore,
\[
\begin{align*}
n_{\mathcal{K}_{n_1,n_2}}(\mathcal{L}_3 \oplus \mathcal{L}_3) &= \frac{1}{2} n_1 n_2 (n_1 - 1) \left( \frac{1}{2} (n_1 - 2)(n_2 - 1)(n_1 - 3) + \frac{1}{2} (n_2 - 1)(n_1 - 2)(n_2 - 2) \right) \\
&\quad + \frac{1}{2} n_2 n_1 (n_2 - 1) \left( \frac{1}{2} (n_2 - 2)(n_1 - 1)(n_2 - 3) + \frac{1}{2} (n_1 - 1)(n_2 - 2)(n_1 - 2) \right) \\
&= 12 \binom{n_1}{2} \binom{n_2}{4} + 12 \binom{n_1}{4} \binom{n_2}{2} + 18 \binom{n_1}{3} \binom{n_2}{3}
\end{align*}
\]
and then
\[
\begin{align*}
f_{022}(\mathcal{K}_{n_1,n_2}) &= 4 n_{\mathcal{K}_{n_1,n_2}}(\mathcal{L}_3 \oplus \mathcal{L}_3) \\
&= 24 \binom{n_1}{2} \binom{n_2}{4} + 24 \binom{n_1}{4} \binom{n_2}{2} + 36 \binom{n_1}{3} \binom{n_2}{3}.
\end{align*}
\]

5.4.9. $\tau = 0, \phi = 1$ The paths depicted in figure 15(f) allow one to see that after removing some $\mathcal{L}_3$ we only have to count all the $\mathcal{L}_2 \oplus \mathcal{L}_2$, i.e. the size of $Q$ of the resulting graph, yielding
\[
\begin{align*}
n_{\mathcal{K}_{n_1,n_2}}(\mathcal{L}_3 \oplus \mathcal{L}_2 \oplus \mathcal{L}_2) &= \frac{1}{2} n_1 n_2 (n_1 - 1) n_{\mathcal{K}_{n_1-2,n_2-1,n_2}}(\mathcal{L}_2 \oplus \mathcal{L}_2) \\
&\quad + \frac{1}{2} n_2 n_1 (n_2 - 1) n_{\mathcal{K}_{n_1-1,n_2-2,n_2}}(\mathcal{L}_2 \oplus \mathcal{L}_2) \\
&= \frac{1}{2} n_1 n_2 (n_1 - 1) |Q(\mathcal{K}_{n_1-2,n_2-1,n_2})| \\
&\quad + \frac{1}{2} n_2 n_1 (n_2 - 1) |Q(\mathcal{K}_{n_1-1,n_2-2,n_2})| \\
&= 36 \binom{n_1}{4} \binom{n_2}{3} + 36 \binom{n_1}{3} \binom{n_2}{4}.
\end{align*}
\]
Then, equation 57 becomes
\[
\begin{align*}
f_{01}(\mathcal{K}_{n_1,n_2}) &= 144 \binom{n_1}{4} \binom{n_2}{3} + 144 \binom{n_1}{3} \binom{n_2}{4}.
\end{align*}
\]
5.4.10. Variance  Using the results above, we obtain

\[
\mathbb{V}_\ast [C(\mathcal{K}_{n_1,n_2})] = 2(E_\ast [\gamma_{24}] + E_\ast [\gamma_{04}]) \binom{n_1}{2} \binom{n_2}{2} + 12(E_\ast [\gamma_{03}] + E_\ast [\gamma_{13}]) \left[ \binom{n_1}{3} \binom{n_2}{2} + \binom{n_1}{2} \binom{n_2}{3} \right] + 36(E_\ast [\gamma_{12}] + E_\ast [\gamma_{02}] + 2E_\ast [\gamma_{021}]) \binom{n_1}{3} \binom{n_2}{3} + 24E_\ast [\gamma_{022}] \left[ \binom{n_1}{2} \binom{n_2}{4} + \binom{n_1}{4} \binom{n_2}{2} \right].
\]  

Finally,

\[
\mathbb{V}_{\text{rla}} [C(\mathcal{K}_{n_1,n_2})] = \frac{1}{90} \binom{n_1}{2} \binom{n_2}{2} ((n_1 + n_2)^2 + n_1 + n_2)
\]

after several algebraic manipulations. Given that \( S_n = \mathcal{K}_{1,n-1,n_2} \), equation 61 gives \( \mathbb{V}_\ast [C(S_n)] = 0 \) as expected by \( C_\ast (S_n) = 0 \).

5.5. Cycle graphs

In this section we assume a labeling of the vertices of \( \mathcal{C}_n \) from 1 to \( n \) and that its set of edges is then formed by consecutively labeled vertices

\[
E(\mathcal{C}_n) = \{ \{s,t\} \mid 1 \leq s, t \leq n, s - t \equiv 1 \mod n \}.
\]
In cycle graphs $|E(C_n)| = |V(C_n)| = n$. The vertex labels define a circular arrangement of the vertices, namely the placement of the vertices on a circle [33].

In this section, let $e_1, e_2 \in \mathbb{N}$ be edge indices, $e_1 \neq e_2$, and $\{e_1, e_2\} \in Q$ be formed by the $e_1$-th and $e_2$-th edges.

Recall the value of $|Q(C_n)|$ in table 1. Before we start calculating the $f_{\omega}$'s, we note some useful general properties. Firstly,

$$|Q| = n_G(L_2 \oplus L_2).$$

Secondly,

$$n_{\mathcal{C}_n}(L_{n_2}) = n_1$$

for $n_2 \leq n_1$. Thirdly,

$$n_{\mathcal{C}_n}(L_{n_2}) = n_1 - n_2 + 1$$

for $n_2 \leq n_1$. Finally, we define $\mathcal{C}_{n_1} \setminus L_{n_2}$ as the outcome of removing some $L_{n_2}$ from $\mathcal{C}_{n_1}$ with $n_2 \leq n_1$, namely

$$\mathcal{C}_{n_1} \setminus L_{n_2} = \mathcal{C}_{n_1-n_2}. $$

5.5.1. $\tau = 0$, $\phi = 0$ The rationale behind equation 62 allows one to express equation 36 as

$$f_{00}(\mathcal{C}_n) = 6n_{\mathcal{C}_n}(L_2 \oplus L_2 \oplus L_2 \oplus L_2)$$

$$= 6 \sum_{\{st,uv\} \in Q} n_{(\mathcal{C}_n)_{stuv}}(L_2 \oplus L_2)$$

$$= 6 \sum_{\{st,uv\} \in Q} |Q((\mathcal{C}_n)_{stuv})|. $$

Crucially, $(\mathcal{C}_n)_{stuv}$ can only be of three mutually exclusive types depending on the “distance” between the vertices $s, t, u, v$ in the circular arrangement, i.e.

(i) $L_{n-4}$, when the edges $st$ and $uv$ are separated by just one edge in the circular arrangement (figure 16(a)). This type needs $n \geq 5$. There are $n$ pairs of independent edges that are separated by one edge in the circular arrangement. These are the pairs $\{e_1, e_2\}$ such that $1 \leq e_1, e_2 \leq n, e_2 - e_1 \equiv 2 \mod n$, i.e.

$$\{1, 3\}, \{2, 4\}, \{3, 5\}, \ldots, \{n-3, n-1\}, \{n-2, n\}, \{n-1, 1\}, \{n, 2\}. $$

We have

$$|Q((\mathcal{C}_n)_{stuv})| = |Q(L_{n-4})| = \binom{n-6}{2}. $$

(ii) $0_1 \oplus L_{n-5}$, when the edges $st$ and $uv$ are separated by two edges in the circular arrangement (figure 16(b)). This type needs $n \geq 6$. There are $n$ pairs of independent edges that are separated by two edges in the circular arrangement. These pairs are the $\{e_1, e_2\}$ such that $1 \leq e_1, e_2 \leq n, e_2 - e_1 \equiv 3 \mod n$, i.e.

$$\{1, 4\}, \{2, 5\}, \{3, 6\}, \ldots, \{n-4, n-1\}, \{n-3, n\}, \{n-2, 1\}, \{n-1, 2\}, \{n, 3\}. $$
We have
\[ |Q((\mathcal{C}_n)_{-stuv})| = |Q(0_1 \oplus \mathcal{L}_{n-5})| = |Q(\mathcal{L}_{n-5})| = \binom{n-7}{2}. \]

(iii) \( T_1 \oplus T_2 \), where \( T_1 \) and \( T_2 \) are a couple of linear trees, \( \mathcal{L}_{n_1} \) and \( \mathcal{L}_{n_2} \), such that \( 1 \leq n_1, n_2 \) and \( n_1 + n_2 = n - 4 \) (figure 16(c)). This type needs \( n \geq 7 \). The amount of pairs of edges leading to this forest of two trees is just all the elements of \( Q(\mathcal{C}_n) \) except for those leading to the previous two scenarios, i.e.
\[ |Q(\mathcal{C}_n)| - 2n = \frac{n(n - 5)}{2}. \]

The size of \( |Q((\mathcal{C}_n)_{-stuv})| \) is the same for all pairs of linear trees. As \( T_1 \) and \( T_2 \) do not share edges,
\[ |Q(T_1 \oplus T_2)| = |Q(T_1)| + |Q(T_2)| + |E(T_1)| \cdot |E(T_2)| = |Q(\mathcal{L}_{n_1})| + |Q(\mathcal{L}_{n_2})| + |E(\mathcal{L}_{n_1})| \cdot |E(\mathcal{L}_{n_2})| = \left( \frac{n_1 - 2}{2} \right) + \left( \frac{n_2 - 2}{2} \right) + (n_1 - 1)(n_2 - 1). \]

The substitution \( n_2 = n - 4 - n_1 \), leads to
\[ |Q(T_1 \oplus T_2)| = \frac{1}{2}(n - 15)n + 29 \]
after some algebra.

These types are illustrated in figure 16.

As a result of the case analysis above, equation 66 can be written as
\[ f_{00}(\mathcal{C}_n) = 6 \left[ n|Q(\mathcal{L}_{n-4})| + n|Q(\mathcal{L}_{n-5})| + \frac{n(n - 5)}{2}|Q(T_1 \oplus T_2)| \right], \]
which gives
\[ f_{00}(\mathcal{C}_n) = \frac{3}{2}n \left( \frac{n - 5}{3} \right). \]
after some algebra.

5.5.2. \( \tau = 2, \phi = 4 \) This type is trivial. By recalling equation 33
\[ f_{24}(\mathcal{C}_n) = |Q(\mathcal{C}_n)| = \frac{1}{2}n(n - 3). \]
5.5.3. \( \tau = 1, \phi = 3 \) Thanks to equations 65 and 64,

\[
\tau_{c_{n_1 \setminus L_{n_2}}(L_{n_3})} = n_{L_{n_1 \setminus n_2}}(L_{n_3}) = n_1 - n_2 - n_3 + 1.
\]

Then, by applying equations 67 and 63 to equation 39, we get

\[
f_{13}(C_n) = 2n_c(L_3 \oplus L_2) = 2n_c(L_3)n_{c_{n \setminus L_3}}(L_2) = 2n_c(L_3)n_{L_{n_2}}(L_3) = 2n(n - 3 - 2 + 1) = 2n(n - 4).
\]

5.5.4. \( \tau = 1, \phi = 2 \) Thanks to equation 42, we have that

\[
f_{12}(C_n) = 6n_c(L_2 \oplus L_2 \oplus L_2) = 3 \sum_{st \in E} n_{(C_n) - st}(L_2 \oplus L_2).
\]

As removing an edge from \( C_n \) produces \( L_{n-2} \), the rationale behind equation 62 leads to

\[
f_{12}(C_n) = 2n \cdot n_{L_{n-2}}(L_2 \oplus L_2) = 2n|Q(L_{n-2})| = n(n - 4)(n - 5)
\]

after some algebra.

5.5.5. \( \tau = 0, \phi = 4 \) Applying the fact that \( n_c(L_4) \) is 1 if \( n = 4 \) and 0 otherwise to equation 44, produces

\[
f_{04}(C_n) = \begin{cases} 
2 & \text{if } n = 4 \\
0 & \text{otherwise}.
\end{cases}
\]

5.5.6. \( \tau = 0, \phi = 3 \) Applying equation 63 with \( n_2 = 5 \) to equation 47, we obtain

\[
f_{03}(C_n) = 2n.
\]

5.5.7. \( \tau = 0, \phi = 2 \), subtype 1 Thanks to equation 53,

\[
f_{021}(C_n) = 2n_c(L_4 \oplus L_2) = 2n_c(L_4)n_{L_{n-4}}(L_2).
\]

As \( n_c(L_4) = n \) (equation 63) and \( n_{L_{n-4}}(L_2) = n - 5 \) (equation 64), we finally obtain

\[
f_{021}(C_n) = 2n(n - 5).
\]

5.5.8. \( \tau = 0, \phi = 2 \), subtype 2 Following the procedure for type 021, equation 55 leads to

\[
f_{022}(C_n) = 4n_c(L_3 \oplus L_3) = 4 \cdot \frac{1}{2} n_c(L_3)n_{L_{n-3}}(L_3) = 2n(n - 5).
\]

Notice that \( f_{021}(C_n) = f_{022}(C_n) \).
5.5.9. \( \tau = 0, \phi = 1 \)  Equation 57, leads to
\[
\begin{align*}
    f_{01}(C_n) &= 4n c_n (L_3 \oplus L_2 \oplus L_2) \\
    &= 4n c_n (L_3) |Q(L_{n-3})| = 4n \binom{n-5}{2} \\
    &= 2n(n-5)(n-6).
\end{align*}
\]

5.5.10. Variance  Using equation 27, the results above give
\[
\begin{align*}
    \mathbb{V}_\ast [C(C_n)] &= \frac{1}{2} n (4(n-4)E_\ast [\gamma_{13}] + (n-3)E_\ast [\gamma_{24}] + 4E_\ast [\gamma_{03}]) \\
    &\quad + (n-5)[2(n-4)E_\ast [\gamma_{12}] + 4(E_\ast [\gamma_{021}] + E_\ast [\gamma_{022}])]
\end{align*}
\]
which leads to (thanks to table 2)
\[
\begin{align*}
    \mathbb{V}_{rla} [C(C_n)] &= \frac{1}{45} n^3 + \frac{1}{90} n^2 - \frac{1}{3} n.
\end{align*}
\]

5.5.11. Notes on the occurrences of edges  In this section we study the amount of times an edge \( e \) is involved in the elements of \( Q(G) \times Q(G) \) of a certain type \( \omega \). With this information, we obtain the \( f_\omega(L_n) \) in a much more systematic way in section 5.6, with the help of the fact that a linear tree is obtained by removing one edge from a cycle graph. First, for a simple graph \( G \) we define the set of elements of \( Q(G) \times Q(G) \) of a certain type \( \omega \), \( \rho_\omega(G) \subseteq Q(G) \times Q(G) \), and the set of elements of \( Q(G) \times Q(G) \) of a certain type \( \omega \) that contain a certain edge \( e \in E \), \( \rho_\omega(G,e) \subseteq Q(G) \times Q(G) \). Then
\[
\rho_\omega(G) = \{(q_1,q_2) \in Q(G) \times Q(G) \mid T(q_1,q_2) = \omega\},
\]
\[
\rho_\omega(G,e) = \{(q_1,q_2) \in \rho_\omega(G) \mid e \in q_1 \cup q_2\}.
\]

Notice
\[
|\rho_\omega(G,e)| = \sum_{q_1 \in Q} \sum_{\substack{q_2 \in Q : \\
T(q_1,q_2) = \omega \\cap \\
e \in q_1 \cup q_2}} 1.
\]

Interestingly,
\[
\sum_{e \in E} |\rho_\omega(G,e)| = c_\omega f_\omega(G),
\]
where, given a pair \( (q_1,q_2) \in Q \times Q \) of type \( \omega \),
\[
c_\omega = c_\omega(q_1,q_2) = \sum_{\substack{e \in E : \\
e \in q_1 \cup q_2}} 1
\]
is the number of distinct edges of any element of \( Q \times Q \) of type \( \omega \). Therefore,
\[
c_\omega = c_\omega(q_1,q_2) = |q_1 \cup q_2| = 4 - \tau. \text{ It is easy to see that}
\]
\[
c_{00} = c_{01} = c_{021} = c_{022} = c_{03} = c_{04} = 4, \quad c_{12} = c_{13} = 3, \quad c_{24} = 2. \quad (69)
\]
Now we show that equation 68 is true. Recall the definition of the $f_\omega$ in equation 28. Let us change it slightly as

$$f_\omega = \sum_{q_1 \in Q} \sum_{q_2 \in Q : T(q_1, q_2) = \omega} \frac{1}{c_\omega(q_1, q_2)} \sum_{e \in E : e \in q_1 \cup q_2} 1.$$  

By floating the inner-most summation, we obtain

$$f_\omega = \frac{1}{c_\omega} \sum_{q_1 \in Q} \sum_{q_2 \in Q : T(q_1, q_2) = \omega} 1$$

$$= \frac{1}{c_\omega} \sum_{e \in E} |\rho_\omega(G, e)|,$$

hence equation 68.

Whereas equation 68 is true for general graphs, in a cycle graph one has

$$|\rho_\omega(C_n, e_1)| = |\rho_\omega(C_n, e_2)| = \cdots = |\rho_\omega(C_n, e_n)|.$$  

(70)

In words, the amount of occurrences of an edge of $C_n$ in the elements of $Q(C_n) \times Q(C_n)$ is the same independently of the edge. This is true due to the graph’s structure, i.e., the properties of one edge are the same as any other edges’ properties. We use $|\rho_\omega(C_n, e_*)|$ to denote any of the $|\rho_\omega(C_n, e_j)|$, $1 \leq j \leq n$, where $e_*$ denotes any edge. Thus, equation 68 becomes

$$\sum_{e \in E(C_n)} |\rho_\omega(C_n, e)| = n|\rho_\omega(C_n, e_*)| = c_\omega f_\omega(G).$$

Finally,

$$|\rho_\omega(C_n, e_*)| = \frac{c_\omega}{n} f_\omega(C_n).$$  

(71)

Equation 70 may also hold for other types of graphs, e.g., regular graphs, but such analysis is beyond the scope of the present article.

5.6. Linear trees

In order to calculate the $f_\omega(L_n)$ for every $\omega$ we apply the following strategy, whenever necessary:

(i) Convert $L_n$ into a cycle graph $C_n$ by joining the two leaves of $L_n$. Let $e_n$ be the new edge joining the two leaves.

(ii) Compute the value of $f_\omega(C_n)$.

(iii) Subtract from $f_\omega(C_n)$ the amount of elements of $Q(C_n) \times Q(C_n)$ classified as type $\omega$ in which $e_n$ appears, namely $|\rho_\omega(C_n, e_n)|$. Thus, using equation 71, the case of linear trees is simple to solve. Using that equation we get that

$$f_\omega(L_n) = f_\omega(C_n) - |\rho_\omega(C_n, e_n)| = f_\omega(C_n) - \frac{c_\omega}{n} f_\omega(C_n)$$  

(72)

where the values of $c_\omega$ are given in equation 69.

Each of the $f_\omega$’s below are derived using equation 72.
5.6.1. $\tau = 0, \phi = 0$

\[ f_{00}(\mathcal{L}_n) = f_{00}(\mathcal{C}_n) - \frac{4}{n} f_{00}(\mathcal{C}_n) = 6 \binom{n-4}{4}. \]

5.6.2. $\tau = 2, \phi = 4$  This is trivially obtained via equation 33

\[ f_{24}(\mathcal{L}_n) = |Q(\mathcal{L}_n)| = \binom{n-2}{2}. \]

5.6.3. $\tau = 1, \phi = 3$

\[ f_{13}(\mathcal{L}_n) = f_{13}(\mathcal{C}_n) - \frac{3}{n} f_{13}(\mathcal{C}_n) = 4 \binom{n-3}{2}. \]

5.6.4. $\tau = 1, \phi = 2$

\[ f_{12}(\mathcal{L}_n) = f_{12}(\mathcal{C}_n) - \frac{3}{n} f_{12}(\mathcal{C}_n) = 6 \binom{n-3}{3}. \]

5.6.5. $\tau = 0, \phi = 4$

\[ f_{04}(\mathcal{L}_n) = 0 \]

because trees do not contain cycles.

5.6.6. $\tau = 0, \phi = 3$

\[ f_{03}(\mathcal{L}_n) = f_{03}(\mathcal{C}_n) - \frac{4}{n} f_{03}(\mathcal{C}_n) = 2n - 8. \]

5.6.7. $\tau = 0, \phi = 2$

\[ f_{021}(\mathcal{L}_n) = f_{021}(\mathcal{C}_n) - \frac{4}{n} f_{021}(\mathcal{C}_n) = 4 \binom{n-4}{2}. \]

Since $f_{021}(\mathcal{C}_n) = f_{022}(\mathcal{C}_n)$,

\[ f_{022}(\mathcal{L}_n) = f_{021}(\mathcal{L}_n) = 4 \binom{n-4}{2}. \]

5.6.8. $\tau = 0, \phi = 1$

\[ f_{01}(\mathcal{L}_n) = f_{01}(\mathcal{C}_n) - \frac{4}{n} f_{01}(\mathcal{C}_n) = 12 \binom{n-4}{3}. \]
5.6.9. Variance Applying the results above and equation 27, the variance in linear trees becomes

\[ \mathbb{V}_* [C(L_n)] = \frac{1}{2} (4(n - 3)(n - 4)\mathbb{E}_* [\gamma_{13}] + (n - 2)(n - 3)\mathbb{E}_* [\gamma_{24}] + 4(n - 4)\mathbb{E}_* [\gamma_{03}]
\]

\[ + (n - 4)(n - 5)(2(n - 3)\mathbb{E}_* [\gamma_{12}] + 4(\mathbb{E}_* [\gamma_{021}] + \mathbb{E}_* [\gamma_{022}])) \], \]

which leads to (recall table 2)

\[ \mathbb{V}_{rla} [C(L_n)] = \frac{1}{45} n^3 - \frac{1}{18} n^2 - \frac{11}{45} n + \frac{2}{3}, \]

5.7. The scaling of \( \mathbb{V}_{rla} [C] \) as function of \( n \).

Figure 17 shows \( \mathbb{V}_{rla} [C] \) as a function of \( n \) for the special graphs where \( \mathbb{V}_{rla} [C] \) depends only on the number of vertices of the graph. According to table 1, \( \mathbb{V}_{rla} [C] \) is expected to scale as \( \sim n^\gamma \), with \( \gamma = 2 \) for quasi-star trees, \( \gamma = 3 \) for one-regular graphs and cycles, and \( \gamma = 4 \) for linear trees. Figure 17 shows the agreement between the theoretical \( \mathbb{V}_{rla} [C] \) and numerical estimates. The testing protocol for \( \mathbb{V}_{rla} [C] \) is explained in Appendix C.

5.8. Summary

Table 5 summarizes the formulae for the number of products of each type as a function of \( n \) that have been obtained in the preceding sections for particular graphs. See table 2 for the valid range of the parameter \( n \) for each \( f_\omega \). In particular, \( n \geq |v| \) is needed. All variances are 0 for \( n \leq 3 \) and all the expressions are valid for \( n \geq 4 \), with the exception of \( \mathbb{V}_{rla} [C_4] = 2/9 \). In the case of \( K_{n_1,n_2} \), the expression for the variance is valid for \( n_1, n_2 \geq 2 \) (for \( n_1, n_2 < 2 \) the variance is 0).
Figure 17: The variance of $C$, the number of crossings in random linear arrangements, as a function of $n$, the number of vertices of the graph, for different kinds of graphs. For every $n$, the variance of $C$ is estimated over $T$ linear arrangements, i.e. all the $T = n!$ distinct arrangements for $n \leq n^* = 10$ and $T = 10^5$ uniformly random linear arrangements for $n > n^*$. Thus, the variance of $C$ matches $\mathbb{V}_{rla}[C]$, the theoretical variance, when $n \leq n^*$, and estimates it when $n > n^*$ (circles). $\mathbb{V}_{rla}[C]$ is calculated in two ways: table 1 (dashed red line) and the general formula for $\mathbb{V}_{rla}[C]$ where the value of every $f_\omega$ is calculated with a brute force algorithm (dashed blue line). As the scale is log-log, values with $n < 4$ are not shown because $\mathbb{V}_{rla}[C] = 0$. 
Table 5: Expressions for the $f_\omega$’s and variance on each type of graph as a function of $n$, the number of vertices. The expressions of the $f_\omega$’s are valid for values of $n \geq |\upsilon|$ (see table 2 for details on the values of $|\upsilon|$). All variances are 0 for $n \leq 3$. In the case of $K_{n_1,n_2}$ the variance is 0 when $n_1,n_2 < 2$.

<table>
<thead>
<tr>
<th>$f_\omega$</th>
<th>$1_n$</th>
<th>$Q_n$</th>
<th>$\mathcal{K}_n$</th>
<th>$\mathcal{K}_{n_1,n_2}$</th>
<th>$\mathcal{C}_n$</th>
<th>$\mathcal{L}_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{00}$</td>
<td>$6 \binom{n}{4}$</td>
<td>0</td>
<td>$630 \binom{n}{8}$</td>
<td>$144 \binom{n}{4} \binom{n}{4}$</td>
<td>$\frac{3}{2} n \binom{n-5}{3}$</td>
<td>$6 \binom{n-4}{4}$</td>
</tr>
<tr>
<td>$f_{24}$</td>
<td>$\binom{n}{2}$</td>
<td>$n-3$</td>
<td>$3 \binom{n}{4}$</td>
<td>$2 \binom{n}{2} \binom{n}{2}$</td>
<td>$\frac{3}{2} n(n-3)$</td>
<td>$\binom{n-2}{2}$</td>
</tr>
<tr>
<td>$f_{13}$</td>
<td>0</td>
<td>$(n-3)(n-4)$</td>
<td>$60 \binom{n}{2}$</td>
<td>$12 \binom{n}{1} \binom{n}{2} + 12 \binom{n}{1} \binom{n}{2}$</td>
<td>$2n(n-4)$</td>
<td>$4 \binom{n-3}{2}$</td>
</tr>
<tr>
<td>$f_{12}$</td>
<td>$6 \binom{n}{3}$</td>
<td>0</td>
<td>$90 \binom{n}{6}$</td>
<td>$36 \binom{n}{3} \binom{n}{3}$</td>
<td>$n(n-4)(n-5)$</td>
<td>$6 \binom{n-3}{3}$</td>
</tr>
<tr>
<td>$f_{04}$</td>
<td>0</td>
<td>0</td>
<td>$6 \binom{n}{4}$</td>
<td>$2 \binom{n}{2} \binom{n}{2}$</td>
<td>$0$ (except 2 for $n = 4$)</td>
<td>0</td>
</tr>
<tr>
<td>$f_{03}$</td>
<td>0</td>
<td>0</td>
<td>$120 \binom{n}{5}$</td>
<td>$12 \binom{n}{3} \binom{n}{2} + 12 \binom{n}{1} \binom{n}{2}$</td>
<td>$2n$</td>
<td>$2n - 8$</td>
</tr>
<tr>
<td>$f_{022}$</td>
<td>0</td>
<td>0</td>
<td>$360 \binom{n}{6}$</td>
<td>$72 \binom{n}{3} \binom{n}{3}$</td>
<td>$2n(n-5)$</td>
<td>$4 \binom{n-4}{2}$</td>
</tr>
<tr>
<td>$f_{02}$</td>
<td>0</td>
<td>0</td>
<td>$360 \binom{n}{6}$</td>
<td>$24 \binom{n}{2} \binom{n}{4} + 24 \binom{n}{1} \binom{n}{2} + 36 \binom{n}{1} \binom{n}{3}$</td>
<td>$2n(n-5)$</td>
<td>$4 \binom{n-4}{2}$</td>
</tr>
<tr>
<td>$f_{01}$</td>
<td>0</td>
<td>0</td>
<td>$1260 \binom{n}{7}$</td>
<td>$144 \binom{n}{4} \binom{n}{3} + 144 \binom{n}{3} \binom{n}{4}$</td>
<td>$2n(n-5)(n-6)$</td>
<td>$12 \binom{n-4}{3}$</td>
</tr>
</tbody>
</table>

$\mathbb{V}_{\tau \lambda} [C] = \frac{1}{300} (n-2)n(n+6) - \frac{1}{18} n(n-3)$

$= \frac{1}{90} \binom{n}{2} \binom{n}{2} + n_1 + n_2$

$= 2/9$ (for $n = 4$)

$= \frac{1}{45} n^3 + \frac{1}{90} n^2 - \frac{1}{3} n$ (for $n > 4$)

$= \frac{1}{45} n^3 - \frac{1}{18} n^2 - \frac{12}{45} n + \frac{2}{3}$
6. Discussion

In the preceding sections, we have investigated the expectation and the variance of $C_*$ in general graphs. We have also provided compact formulae for specific graphs (table 1). The scaling of the expectation and the variance of $C_*$ as function of the number of vertices is asymptotically power-law-like (figures 4 and 17 and also tables 1 and 5).

$V_* [C]$ turns out to be a weighted sum of the number of products of each type and their corresponding probabilities. As these probabilities are constant (they do not depend on the graph), $V_0 [C]$ is determined by the number of only seven types of products, and so is $V_{rla} [C]$. Furthermore, we have shown that the number of products of a given type is proportional to the number subgraphs of a certain kind (table 3). Then the calculation of $V_0 [C]$ reduces to counting the frequency of seven distinct types of graphettes, i.e. possibly disconnected subgraphs [19]. Thus our work is related to research on meaningful substructures, e.g., motifs, in complex networks [11, 32]. We have also provided simple exact formulae for these numbers in particular graphs (table 5). Our work has consisted of a first approximation to the calculation of $V_{rla} [C]$ that relies on counting the number of subgraphs of a certain kind (table 3). General formulae for the frequency of every type or $V_* [C]$ as a whole should be investigated. These formulae may allow for a simpler calculation of $V_* [C]$ from an algebraic or computational standpoint and may allow one to establish further connections with network theory [34].

Our analysis on individual graphs has paved the way to study the distribution of crossings for classic ensembles of graphs, e.g., Erdős-Rényi graphs [35] and uniformly random trees [36, 37], as well as other classes of random networks with more realistic characteristics [34, 3].

In previous work on syntactic dependency trees, $C$ has been shown to be significantly low with respect to random linear arrangements with the help of Monte Carlo statistical tests [3]. Thanks to our novel knowledge about the expectation and the variance of $C_*$ in these arrangements, fast statistical tests of the number of crossings of graphs could be derived with the help of Chebychev-like inequalities to linguistic and biological networks were vertices form a 1-dimensional lattice [5, 3]. Such a procedure has already been outlined to check if $D$, the sum of edge lengths in a linear arrangement, is significantly low with respect to random linear arrangements [12].

Our algebraic characterization of the types of products in $V_* [C]$ (figure 5 and table 2) was motivated by spatial networks in 1-dimensional lattices but it has been derived independently from that layout based on purely algebraic criteria. Therefore it is valid, as a first approximation, to study $V_* [C]$ in other layouts or embeddings, e.g., lattices of two or three dimensions or the layout on the surface of a sphere in the pioneering research by Moon [7]. For this reason, we have established the foundations to revise Moon’s work. In section 4, we adapted Moon’s derivation for the particular case of a complete graph whose vertices are arranged at random on the surface of a sphere. In the process, we discovered that some types of products that we have identified were omitted in the original derivation. Indeed, Moons derivation for the spherical case is inaccurate.
and a correction will be published somewhere else [38].

Acknowledgements

We are grateful to Kosmas Palios for helpful discussions. We thank Antoni Lozano and Mercè Mora for helpful suggestions to improve the quality of the manuscript. This research was supported by the grant TIN2017-89244-R from MINECO (Ministerio de Economía y Competitividad) and the recognition 2017SGR-856 (MACDA) from AGAUR (Generalitat de Catalunya).

Appendix A. Potential number of crossings of an edge

The potential number of crossings involving the edge formed by $u$ and $v$ can be defined as

$$q(u,v) = \frac{1}{2} \sum_{s \neq u,v} \sum_{t \neq u,v} a_{st}.$$  

Noting that

$$\sum_{s \neq u,v} k_s = 2m - k_u - k_v$$

and, applying iteratively

$$\sum_{s \neq u,v} a_{st} = k_t - a_{tu} - a_{tv},$$

it is easy to see that $q(u,v)$ can be expressed as

$$q(u,v) = \frac{1}{2} \sum_{s \neq u,v} (k_s - a_{su} - a_{sv})$$

$$= \frac{1}{2} \left[ \sum_{s \neq u,v} k_s - \sum_{s \neq u,v} a_{su} - \sum_{s \neq u,v} a_{sv} \right]$$

$$= \frac{1}{2} \left[ 2m - k_u - k_v - (k_u - a_{uu} - a_{uv}) - (k_v - a_{vv} - a_{uv}) \right]$$

$$= m - k_u - k_v + 1.$$  

Appendix B. Toy examples

First we consider all trees up to $n = 5$. Suppose that linear trees are labeled with integers starting at one in one leaf and increasing one unit per vertex till the other leaf (figure B1). When $n < 4$, $\forall_{rla} [C] = 0$ trivially because $|Q| = 0$ and then $C^* = 0$. The same happens to all star trees with $n > 4$. When $n = 4$, the only trees are $S_4$ and $L_4$. 
Figure B1: Some labeled trees. Top: $L_4$. Bottom: $L_5$ and $Q_5$.

Appendix B.1. 4 vertices

Here, $\langle k^2 \rangle = 5/2$ and then $|Q| = 1$ (recall equation 1). For $L_4$ (figure B1), we have $Q = \{\{12, 34\}\}$. As $Q \times Q = \{\{\{12, 34\}, \{12, 34\}\}\}$, $f_{24} = 1$, and $f_\omega = 0$ for the other types. Finally,

$$V_{rla}[C] = \sum_{\omega \in \Omega} E_{rla}[\gamma_\omega] = E_{rla}[\gamma_{24}] = \frac{2}{9}.$$ 

$V_{rla}[C]$ could have been derived also as the variance of $C$, a Bernoulli variable because $C \in \{0, 1\}$ due to $|Q| = 1$. As $Pr[C = 1] = 1/3$, namely the probability that two independent edges cross,

$$V_{rla}[C] = Pr[C = 1] (1 - Pr[C = 1]) = \frac{2}{9}.$$ 

When $n = 4$, we conclude that $V_{rla}[C] = 0$ if the tree is $S_4$ or $V_{rla}[C] = 2/9$ if the tree is $L_4$.

Table B1: Types of products in $Q \times Q$ for $L_5$.

<table>
<thead>
<tr>
<th>12,34</th>
<th>12,45</th>
<th>23,45</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>13</td>
<td>03</td>
</tr>
<tr>
<td>13</td>
<td>24</td>
<td>13</td>
</tr>
<tr>
<td>03</td>
<td>13</td>
<td>24</td>
</tr>
</tbody>
</table>

Table B2: Types of products in $Q \times Q$ for $Q_5$.

<table>
<thead>
<tr>
<th>12,34</th>
<th>12,35</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>13</td>
</tr>
<tr>
<td>13</td>
<td>24</td>
</tr>
</tbody>
</table>

Appendix B.2. 5 vertices

When $n = 5$, the only possible trees are $L_5$, $Q_5$ [18] and $S_5$ (figure B1). As for the linear tree, applying $\langle k^2 \rangle = 14/5$ (equation 16) to equation 1 gives $|Q| = 3$. Following
the labeling in figure B1, it is easy to see that
\[ Q = \{\{12, 34\}, \{12, 45\}, \{23, 45\}\}. \]
The types of products in \( Q \times Q \) in table B1 give \( f_{24} = 3, f_{13} = 4, f_{03} = 2, f_\omega = 0 \) for the other types, and then
\[
V_{rla}[C] = 3E_{rla}[\gamma_{24}] + 4E_{rla}[\gamma_{13}] + 2E_{rla}[\gamma_{03}] = 3 \frac{2}{9} + 4 \frac{1}{18} - 2 \frac{1}{36} = \frac{5}{6}.
\]
As for \( Q_n \), we have [18]
\[
\langle k^2 \rangle = n - 3 + 6/n.
\]
Applying \( \langle k^2 \rangle = 16/5 \) to equation 1 gives \(|Q| = 2\). Following the labeling in figure B1, it is easy to see that
\[ Q = \{\{12, 34\}, \{12, 35\}\}. \]
The summary of types of products in \( Q \times Q \) in table B2 gives \( f_{24} = f_{13} = 2 \) and then
\[
V_{rla}[C] = 2E_{rla}[\gamma_{24}] + 2E_{rla}[\gamma_{13}] = 2 \left( \frac{2}{9} + \frac{1}{18} \right) = \frac{5}{9}.
\]
When \( n = 5 \), we conclude that
- \( V_{rla}[C] = 0 \) if the tree is \( S_5 \).
- \( V_{rla}[C] = 5/9 \) if the tree is a \( Q_5 \).
- \( V_{rla}[C] = 5/6 \) if the tree is \( L_5 \).

Appendix B.3. 6 vertices
Here we only consider \( L_6 \). The second moment degree of \( L_6 \) gives \( \langle k^2 \rangle = 3 \) (equation 16). Therefore \(|Q| = 6\) (equation 1). Indeed, by following the same labeling method, we see that
\[ Q = \{\{12, 34\}, \{12, 45\}, \{12, 56\}, \{23, 45\}, \{23, 56\}, \{34, 56\}\}. \]
The summary of types of products in \( Q \times Q \) is shown in table B3.

Table B3: Types of products in \( Q \times Q \) for a \( L_6 \).

<table>
<thead>
<tr>
<th></th>
<th>{12, 34}</th>
<th>{12, 45}</th>
<th>{12, 56}</th>
<th>{23, 45}</th>
<th>{23, 56}</th>
<th>{34, 56}</th>
</tr>
</thead>
<tbody>
<tr>
<td>{12, 34}</td>
<td>24</td>
<td>13</td>
<td>12</td>
<td>03</td>
<td>021</td>
<td>12</td>
</tr>
<tr>
<td>{12, 45}</td>
<td>13</td>
<td>24</td>
<td>13</td>
<td>13</td>
<td>022</td>
<td>022</td>
</tr>
<tr>
<td>{12, 56}</td>
<td>12</td>
<td>13</td>
<td>24</td>
<td>022</td>
<td>13</td>
<td>12</td>
</tr>
<tr>
<td>{23, 45}</td>
<td>03</td>
<td>13</td>
<td>022</td>
<td>24</td>
<td>13</td>
<td>03</td>
</tr>
<tr>
<td>{23, 56}</td>
<td>021</td>
<td>022</td>
<td>13</td>
<td>13</td>
<td>24</td>
<td>13</td>
</tr>
<tr>
<td>{34, 56}</td>
<td>12</td>
<td>021</td>
<td>12</td>
<td>03</td>
<td>13</td>
<td>24</td>
</tr>
</tbody>
</table>
The summary of types of products in $Q \times Q$ in table B3 gives $f_{24} = f_{12} = 6$, $f_{13} = 12$, $f_{03} = f_{021} = f_{022} = 4$ and then

$$V_{rla}[C] = 6(E_{rla}[\gamma_{24}] + E_{rla}[\gamma_{12}]) + 12E_{rla}[\gamma_{13}]
+ 4(E_{rla}[\gamma_{03}] + E_{rla}[\gamma_{021}] + E_{rla}[\gamma_{022}])
= 6\left(\frac{2}{9} + \frac{1}{45}\right) + 12\frac{1}{18} + 4\left(-\frac{1}{36} - \frac{1}{90} + \frac{1}{180}\right) = 2.$$  

**Appendix B.4. 7 vertices**

Here we only consider $L_7$. The second moment of degree of $L_7$ gives $\langle k^2 \rangle = 22/7$. Therefore $|Q| = 10$ (see equation 1). Indeed, by following the same labeling method, we see that

$$Q = \{\{12, 34\}, \{12, 45\}, \{12, 56\}, \{12, 67\}, \{23, 45\}, \{23, 56\}, \{23, 67\}, \{34, 56\}, \{34, 67\}, \{45, 67\}\}.$$

The summary of types of products in $Q \times Q$ is shown in table B4, and gives $f_{24} = 10$, $f_{13} = f_{12} = 24$, $f_{03} = 6$, $f_{021} = f_{022} = f_{01} = 12$, and $f_{00} = f_{24} = 0$, and then

$$V_{rla}[C] = 10E_{rla}[\gamma_{24}] + 24(E_{rla}[\gamma_{13}] + E_{rla}[\gamma_{12}]) + 6E_{rla}[\gamma_{03}]
+ 12(E_{rla}[\gamma_{021}] + E_{rla}[\gamma_{022}] + E_{rla}[\gamma_{01}])
= 10\frac{2}{9} + 24\left(\frac{1}{18} + \frac{1}{45}\right) + 6\left(-\frac{1}{36}\right) + 12\left(-\frac{1}{90} + \frac{1}{180}\right) = \frac{347}{90}.$$  

**Appendix B.5. Complete graphs**

Finally, we consider $K_4$ and $K_5$. We know that $V_{rla}[C] = 0$. The case is not only interesting due to the cancellation of the products $f_\omega E_{rla}[\gamma_\omega]$ but also for showing products of type 04 in $Q \times Q$, which cannot be found in trees.

When $n = 4$, we have $|Q| = 3$ (recall equation 9). In particular,

$$Q = \{\{12, 34\}, \{13, 24\}, \{14, 23\}\}.$$
The types of products in table B5 give
\[ V_{rla}[C] = 3E_{rla}[\gamma_{24}] + 6E_{rla}[\gamma_{04}] = 3 \cdot \frac{2}{9} - 6 \cdot \frac{1}{9} = 0 \]
as expected.

<table>
<thead>
<tr>
<th></th>
<th>{12,34}</th>
<th>{13,24}</th>
<th>{14,32}</th>
</tr>
</thead>
<tbody>
<tr>
<td>{12,34}</td>
<td>24</td>
<td>04</td>
<td>04</td>
</tr>
<tr>
<td>{12,24}</td>
<td>04</td>
<td>24</td>
<td>04</td>
</tr>
<tr>
<td>{14,32}</td>
<td>04</td>
<td>04</td>
<td>24</td>
</tr>
</tbody>
</table>

When \( n = 5 \), we have \(|Q| = 15\) (recall equation 9) with
\[ Q = \{\{12,34\},\{12,35\},\{12,45\},\{13,24\},\{13,25\},\{13,45\},\{14,23\},\{14,25\},\{14,35\},\{15,23\},\{15,24\},\{15,34\},\{23,45\},\{24,35\},\{25,34\}\}. \]

The types of products in table B6 give \( f_{24} = 15 \), \( f_{13} = 60 \), \( f_{04} = 30 \), \( f_{03} = 120 \), \( f_{00} = f_{12} = f_{021} = f_{022} = f_{01} = 0 \), and then
\[ V_{rla}[C] = 15E_{rla}[\gamma_{24}] + 60E_{rla}[\gamma_{13}] + 30E_{rla}[\gamma_{04}] + 120E_{rla}[\gamma_{03}] \]
\[ = 15 \cdot \frac{2}{9} + 60 \cdot \frac{1}{18} - 30 \cdot \frac{1}{9} - 120 \cdot \frac{1}{36} = 0 \]
as expected.

In all the examples above, we have obtained all the types of products that can appear when \( n < 6 \), namely types 1, 2, 4 and 5. \( n = 6 \) is needed to obtain a combination of type 2. \( n = 8 \) is needed to obtain a combination of type 0.

### Appendix C. Protocol for testing

The formulae for \( E_n[C] \) are mathematically trivial and easy to compute. In contrast, the formulae and the algorithms for calculating \( V_{rla}[C] \) (equation 30) are complex and require a validation protocol. That protocol is inspired by that of [14] and consists of two types of tests: computational tests and manual mathematical tests. Computational tests take a certain class of graphs and, for each graph in the class, they calculate \( V_{rla}[C] \) following two independent procedures. First, the \( f_{\omega} \)'s are calculated by brute force with a general algorithm and then plugged into equation 30 to produce \( V_{rla}[C]' \). Second, \( V_{rla}[C] \) is estimated over the space of \( n! \) permutations of the vertices of the graph producing \( V_{rla}[C]'' \).

The computational tests were applied to the following classes of graphs taking every value of \( n \) within the interval \([2, n_{max}]\)

- All labeled undirected trees of \( n \) vertices. The \( n^{n-2} \) labeled undirected trees of \( n \) vertices [39] were generated using of Prüfer codes [40], with the algorithm described in [41] (Chapter 3, section 3.3.4). \( n_{max} = 9 \) was used.
Represents of isomorphic classes of graphs [42]. An undirected graph of \( n \) vertices without loops is defined simply by a triangle of the \( n \times n \) adjacency matrix that has \( \binom{n}{2} \) cells. Therefore, the space of potential graphs of \( n \) vertices is \( 2^{\binom{n}{2}} \). To reduce the cost of testing, we consider a smaller space defined by representatives of isomorphic classes of [42]. These representatives were downloaded from a database https://users.cecs.anu.edu.au/~bdm/data/graphs.html. \( n_{\text{max}} = 9 \) was used.

The specific kinds of graphs listed introduced in section 2.5: One-regular graphs, cycle graphs, quasi-star trees and linear trees. Their simplicity allows one to test larger values of \( n \) compared to the preceding classes of graphs. \( n_{\text{max}} = 100 \) was used.
For $n < n_{MC} = 10$, all the permutations were generated and therefore the estimate is the true value. A key point of this exhaustive exploration is that $\text{V}_{rla}[C]''$ has to be calculated via the biased estimator as no sampling bias is possible (the customary biased estimator yields wrong results). $\text{V}_{rla}[C]'$ and $\text{V}_{rla}[C]''$ are rational numbers that are simplified so that they can be compared easily. The test is successful if $\text{V}_{rla}[C]' = \text{V}_{rla}[C]''$. The rational numbers were represented, simplified and compared using the GMP Library (version 6.1.2, see https://gmplib.org/). Alternatively, real numbers for $\text{V}_{rla}[C]'$ and $\text{V}_{rla}[C]''$ could have been used but that would have required defining an error threshold to decide whether the two independent calculations yield the same result or not.

For $n \geq n_{MC}$, $\text{V}_{rla}[C]''$ was not calculated exactly, but estimated using a Monte Carlo procedure over $10^5$ random permutations.

For the special kinds of graphs, the computational testing procedure was extended. Figure 17 shows the great accuracy of the Monte Carlo estimates for $n \geq n_{MC}$. Second, we calculated $\text{V}_{rla}[C]$ using the simple formulae in table 1 producing $\text{V}_{rla}[C]''''$. We checked that $\text{V}_{rla}[C]' = \text{V}_{rla}[C]'' = \text{V}_{rla}[C]'''$ for $n_{min} \leq n \leq n_{MC}$. For simplicity, the Monte Carlo estimation was not applied to bipartite graphs, that were tested for $1 \leq n_1, n_2 \leq 32$, with $n_1 + n_2 \leq 9$.

In the tests where $\text{V}_{rla}[C]$ was computed either exactly or approximately, we made sure that the values of $C$ used to compute the variance were values such that $C \leq |Q|$. When the variance was computed theoretically, namely via the amount of occurrences of the 9 different types, we checked that

$$\sum_{\omega \in \Omega} f_\omega = |Q|^2$$

and that $f_\omega$ is even for any $\omega \in \Omega$ excluding $\omega = 24$.

The manual mathematical tests consisted of checking that $\text{V}_{rla}[C] = 0$ in complete graphs (section 5.3.10) and star trees, as it is expected by definition. The case of star tree is trivial because $|Q| = 0$. The values of $\text{V}_{rla}[C]$ and the $f_\omega$’s for the toy graphs in Appendix B were calculated by hand. These independent results provide test cases for all the computer algorithms on small graphs.

Finally, independently of the other tests, we also checked the expressions of the $f_\omega$ derived in section 4.4 (summarized in table 3) using the ensemble of Erdős-Rényi random graphs [35], denoted as $G_{n,p}$. A graph $G_{n,p}$ is a graph of $n$ vertices where each edge is taken from $\mathcal{K}_n$ with probability $p$. In these tests, we calculated the $f_\omega$’s by listing all the elements of $Q \times Q$ and classifying them accordingly. Then we compared these results against the corresponding counts via $a_\omega n_G(F_\omega)$ in table 3 using a custom algorithm. The graphs used were of various sizes but always with $n \leq 50$. The values of $p$ were usually $p = 0.1, 0.2, 0.5$. High values of $p$ were combined with low values of $n$. 
Appendix D. Alternative proof for $f_{021} = 2n_G(\mathcal{L}_4 \oplus \mathcal{L}_2)$.

We can see that type 021 counts over the $\mathcal{L}_4 \oplus \mathcal{L}_2$. This can be readily seen by noting that, for a fixed $\{st, uv\} \in Q$, the graphs counted by $\varphi_{st}$, $\varphi_{uv}$ and the $\varepsilon_{..}$ are of the form

$$\varphi_{st} : \{(z_s, s, t, z_t), (u, v)\}, \quad \varphi_{uv} : \{(s, t), (z_u, u, v, z_v)\},$$

$$\varepsilon^*_su : \{(t, s, u, v), (z_1, z_2)\}, \quad \varepsilon^*_su : \{(t, s, v, u), (z_1, z_2)\},$$

$$\varepsilon_{tu} : \{(s, t, u, v), (z_1, z_2)\}, \quad \varepsilon_{tu} : \{(s, t, v, u), (z_1, z_2)\}.$$

We marked $\varepsilon_{su}$ with * for later reference. We now show that each $\mathcal{L}_4 \oplus \mathcal{L}_2$ is counted twice in equation 48. Consider a fixed $\mathcal{L}_4 \oplus \mathcal{L}_2$ of the form $H = \{(s, t, u, v), (w, x)\}$. Notice that $Q(H)$ has four elements, i.e.

$$q_1 = \{st, uv\}, \quad q_2 = \{st, wx\}, \quad q_3 = \{tu, wx\}, \quad q_4 = \{uw, wx\},$$

only two of which make equation 48 count over $H$, once for each of the two. This can be seen by noting that the graphs counted by the equation have to preserve the order of the vertices of the $\mathcal{L}_4$, achieved only by $\varepsilon_{su}$ when the equation is evaluated with $q_1$ (see the description above), and by $\varphi_{tu}$ when evaluated with $q_3$ (both marked with * above and below). For the sake of brevity we only show the form of the graphs counted by equation 48 for $q_2$ and $q_3$. For $q_4$ are derived similarly. Notice that for $q_2$ none of the graphs is isomorphic to $H$ and that the same happens with $q_4$.

$$q_2 = \{st, wx\} \quad \varphi_{st} : \{(z_s, s, t, z_t), (w, x)\}, \quad \varphi_{wx} : \{(s, t), (z_w, w, x, z_x)\},$$

$$\varepsilon_{su} : \{(s, t, s, w, x), (z_1, z_2)\}, \quad \varepsilon_{sx} : \{(t, s, x, w), (z_1, z_2)\},$$

$$\varepsilon_{tw} : \{(s, t, w, x), (z_1, z_2)\}, \quad \varepsilon_{tx} : \{(s, t, x, w), (z_1, z_2)\},$$

$$q_3 = \{tu, wx\} \quad \varphi^*_tu : \{(z_t, t, u, z_u), (w, x)\}, \quad \varphi_{wx} : \{(t, u), (z_w, w, x, z_x)\},$$

$$\varepsilon_{tw} : \{(u, t, w, x), (z_1, z_2)\}, \quad \varepsilon_{tx} : \{(u, t, x, w), (z_1, z_2)\},$$

$$\varepsilon_{uw} : \{(t, u, w, x), (z_1, z_2)\}, \quad \varepsilon_{ux} : \{(t, u, x, w), (z_1, z_2)\}.$$

Therefore, each $\mathcal{L}_4 \oplus \mathcal{L}_2$ is only counted once by each of the only two elements of $Q(H)$ that can form it, namely

$$f_{021} = 2n_G(\mathcal{L}_4 \oplus \mathcal{L}_2).$$

Interestingly, the analysis above shows that a $\mathcal{L}_4 \oplus \mathcal{L}_2$ is only counted in exactly one of the two $\varphi_{..}$ and in exactly one of the four $\varepsilon_{..}$, hence equations 51 and 52.
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