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We introduce a formalism to produce several families of spectral sequences involving

the derived functors of the limit and colimit functors over a finite partially ordered set.

The 1st type of spectral sequences involves the left derived functors of the colimit of

the direct system that we obtain by applying a family of functors to a single module.

For the 2nd type we follow a completely different strategy as we start with the inverse

system that we obtain by applying a covariant functor to an inverse system. The

spectral sequences involve the right derived functors of the corresponding limit. We

also have a version for contravariant functors. In all the introduced spectral sequences

we provide sufficient conditions to ensure their degeneration at their 2nd page. As a

consequence we obtain some decomposition theorems that greatly generalize the well-

known decomposition formula for local cohomology modules of Stanley–Reisner rings

given by Hochster.

1 Introduction

Let A be a commutative Noetherian ring, let J ⊆ A be an ideal, and let Hr
J(A) be the rth

local cohomology group of A supported on J. When A is Zn-graded (for some n ∈ N) and
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6198 J. Àlvarez Montaner et al.

J is homogeneous, it is of interest to understand the graded pieces of Hr
J(A) because of

its connection with the cohomology of coherent sheaves of algebraic varieties given by

the Deligne–Grothendieck–Serre correspondence [8, 20.3.16 (iv) and 20.4.4]. In case A is

a Stanley–Reisner ring with coefficients on a field K, and m is its irrelevant ideal, these

graded pieces are encoded inside the celebrated Hochster’s formula for Hilbert series of

local cohomology modules Hr
m(A) of Stanley–Reisner rings (see [59, Theorem II.4.1], [11,

Theorem 5.3.8], and [41, Theorem 13.13]); it turns out that this decomposition preserves

the grading of these local cohomology modules, by means of a formula proved by Gräbe

[22, Theorem 2]. On the other hand, when A is a polynomial ring with coefficients on a

field K, and J is a squarefree monomial ideal, the graded pieces of Hr
J(A) are explicitly

described by means of results obtained by Mustaţǎ [42, Theorem 2.1 and Corollary 2.2]

(see also [18]) and the corresponding formula for the Hilbert series was calculated by

Terai [63] (see also [41, Corollary 13.16]); both decompositions preserve the grading, as

proved by Mustaţǎ in [42]. It turns out that the results by Hochster (respectively, Terai)

and Gräbe (respectively, Mustaţǎ) are equivalent, by means of the duality established

by Miller [40, Corollary 6.7]. It is also worth noting that, in the last decade, several

generalizations of Hochster’s decomposition have appeared in the literature, being [62,

Theorem 1], [19, Theorem 5.1], [10, Theorems 1.1 and 1.3], and [28, Theorem 4.5 and

Lemma 4.6] the most relevant for the purposes of this paper (see also [38, Proposition 3.2

and Corollary 3.4], [41, Theorem 13.14], [53, Theorem 1.3], [50, Corollary 3], [2, Theorems

4.37 and 4.40], and [3, Theorems 4.24 and 4.26]).

Another different approach was adopted by Àlvarez Montaner et al. in [5];

indeed, building upon a Mayer–Vietoris spectral sequence

(1)

(where A is a polynomial ring with coefficients on a field, I is the defining ideal of an

arrangement of linear varieties, I = I1 ∩ . . . ∩ In is a primary decomposition, and P is the

partially ordered set made up by all the possible different sums of the ideals I1, . . . , In
ordered by reverse inclusion, so each element p ∈ P is identified with one of these

sums, which one denotes by Ip) they show that, under these assumptions, the spectral

sequence (1) degenerates at its 2nd page. Along the way, they provide [5, Corollary 1.3]

a closed formula for topological Betti numbers of complements of arrangements of

linear varieties, which may be regarded as a local cohomology interpretation of the

celebrated Goresky–MacPherson formula [20, III.1.3.Theorem A]. Finally, by studying

the extension problems of the filtration produced by this degeneration when I is a
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On Some Local Cohomology Spectral Sequences 6199

squarefree monomial ideal, they show that these extensions are, in general, nontrivial,

and are determined by the Zn-graded structure of Hj
I (A).

Assume for a while that K is any field, A = K[[x1, . . . , xn]], m = (x1, . . . , xn), and

J ⊆ A is any ideal; one might ask about the existence of a spectral sequence

(2)

Unfortunately, such a spectral sequence cannot exist; indeed, otherwise it would

collapse by a result of Jensen [30, 7.1], and therefore it would produce a decomposition

of Hr
m(A/I) that would contradict Hochster’s one. It is worth noting that, under

the additional assumption that K has prime characteristic, Lyubeznik introduced in

[36, Section 4] a functor H := HA,A/J that has the following behavior with respect to

local cohomology modules:

H
(
Hn−r
m (A/J)

) ∼= Hr
J (A) ,

so it was natural to ask about the existence of a spectral sequence that would

correspond to (1) under H.

The 1st goal of this paper is to build a formalism to construct several spectral

sequences that, on the one hand, recover and extend the Mayer–Vietoris spectral

sequence (1) (see also [37, Theorem 2.1]) for other types of functors and, on the other

hand, to fix and generalize the false spectral sequence (2). Broadly speaking, we produce

two types of spectral sequences; the 1st ones are associated to a single module; given

this module, one applies a family of functors that produce a direct system. Since the 2nd

page of these spectral sequences involves the left derived functors of the colimit, we will

refer to them as homological spectral sequences. In contrast, the 2nd type of spectral

sequences we produce is attached to an inverse system of modules; indeed, given such

an inverse system, we apply a single functor to produce another inverse system. Since

the 2nd page of these spectral sequences involves the right derived functors of the

(inverse) limit, we refer to them as cohomological spectral sequences.

The 2nd goal is to study the degeneration of these spectral sequences at

their corresponding 2nd pages and the filtration that this degeneration provides.

From this filtration we get a collection of short exact sequences for which we study

its extension problems. As a consequence of this study we produce some general

Hochster-type decompositions not only for local cohomology modules but also for more

general functors.
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6200 J. Àlvarez Montaner et al.

The organization of this article is as follows. Since all the spectral sequences

that appear in this manuscript involve the left (respectively, the right) derived functors

of the colimit (respectively, limit) functors, we review in Section 2 the facts we need

later on about the categories of direct and inverse systems over finite partially ordered

sets; albeit most of the material presented in Section 2 is known, we present, as far

as possible, a self-contained treatment for the convenience of the reader. The derived

functors of the colimit and limit can be described by means of the Roos complexes that

we recall in Section 3.

In Section 4 we introduce our 1st family of homological spectral sequences.

Given an A-module M and a set of functors satisfying some technical conditions

(see Setup 4.3) we construct a direct system {Tp(M)}p∈P over a finite poset P with a

distinguished final element T(M). The following generalization of the Mayer–Vietoris

spectral sequence of local cohomology modules given in [4] and [37] is the main result

of this section.

Theorem 4.6. Under the previous assumptions we have the following spectral

sequence:

(3)

This is a spectral sequence in the category of A-modules but it can be enlarged with an

extra structure as graded modules, D-modules, F-modules, or modules over the group

ring (see Theorem 4.8 and the examples listed afterwards). Several examples are shown

in Section 4.2 including generalized local cohomology modules, ideal transforms, and

local cohomology associated to pairs of ideals. In particular, this is the 1st time, to the

best of our knowledge, that a Mayer–Vietoris sequence for this later example appears

in the literature. We point out that the technical conditions imposed on the functors

are essential in the construction of the spectral sequence and, for example, it does not

apply to the contravariant Hom functor.

Moreover, in the spirit of [4] we provide sufficient conditions to guarantee

the degeneration of the spectral sequences at their corresponding 2nd page (see

Theorem 4.11). The associated filtration of RrT(M) that we obtain is described in

Corollary 4.12, as well as an enriched version (see Corollary 4.13). In Section 4.5 we

use this filtration to recover and extend the formula for the characteristic cycles of

local cohomology modules obtained in [4]; we also produce a closed formula for certain

generalized Lyubeznik numbers introduced in [49] and we provide a closed formula for

the length of local cohomology modules in the category of Lyubeznik’s F-modules [36].
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On Some Local Cohomology Spectral Sequences 6201

In Section 5 we introduce our 2nd family of spectral sequences. The setup is

completely different from the previous one as we start with an inverse system V :=
{Vp}p∈P over a finite poset P and a single covariant functor T satisfying some technical

conditions (see Setup 5.4). Then we produce an inverse system T := {T(Vp)}p∈P. The

following result has to be understood as a generalization of the long exact sequence of

local cohomology modules.

Theorem 5.6. Under the previous assumptions we have the following spectral

sequence:

If, in addition, there is a natural equivalence of functors limp∈P ◦ T ∼= T ◦ limp∈P,

and V is acyclic with respect to the limit, then the previous spectral sequence can be

arranged in the more accessible manner:

In this case we may also associate an extra structure to this spectral sequence

(see Theorem 5.17). The examples that we present in Section 5.2 include the covariant

Hom, generalized local cohomology, generalized ideal transform local cohomology with

respect to pairs of ideals, and inverse systems of ideals. Moreover, changing our initial

poset, we may consider local cohomology of toric face rings. In Theorem 5.18 we also

provide sufficient conditions to guarantee the degeneration at the 2nd page in this case.

In Section 6 we play a similar game with an inverse system V := {Vp}p∈P over

a finite poset P and a single contravariant functor T. In this way we produce a direct

system T := {T(Vp)}p∈P and a spectral sequence involving the derived functors of the

colimit (see Theorem 6.3). The main example for this case is the contravariant Hom.

In Section 7 we provide some decomposition theorems that follow naturally in

the case that the spectral sequences introduced in the previous sections degenerate

at the 2nd page. For homological spectral sequences that were constructed along

Section 4 we obtain the following result.

Theorem 7.5. There is a K-vector space isomorphism

RjT(M) ∼=
⊕
q∈P

RhqTq(M)⊕mj,q ,

where hq is the single value where RjTq(M) does not vanish and mj,q = dimKH̃hq−j−1(
(q, 1P̂); K

)
with (q, 1P̂) being the order complexes associated to elements of the poset.
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6202 J. Àlvarez Montaner et al.

Indeed, this decomposition preserves the grading as shown in Theorem 7.8.

In the case that A = K[x1, · · · , xn] is a polynomial ring, T = �I , and I is a monomial

ideal we recover the formula given by Mustaţǎ and Terai. We also want to single out

here that this result produces, to the best of our knowledge, a new decomposition (see

Theorem 7.14) for the defining ideal of Stanley toric face rings over a field of prime

characteristic.

In the case of cohomological spectral sequences (see Theorem 7.2 for the

case of homological spectral sequences associated to an inverse system, including a

decomposition for the so-called deficiency modules) that were constructed in Section 5,

we obtain a Hochster-type decomposition.

Theorem 7.1.There is a K-vector space isomorphism

RjT
(

lim
p∈P

Vp

)
∼=
⊕
q∈P

RdqT(Vq)⊕Mj,q ,

where dq is the single value where RjT(Vp) does not vanish and Mj,q = dimKH̃j−dq−1

((q, 1P̂); K).

This isomorphism preserves the grading as well by Theorem 7.7. When

V = {A/Ip} is the inverse system associated to a Stanley–Reisner ring A/I and T = �m

we recover Hochster’s formula; more generally, when V = {A/Ip} is the inverse system

associated to A/I, where I is any monomial ideal we recover Takayama’s formula as

formulated by Brun and Römer in [10, Corollary 2.3]. In addition, this decomposition

also recovers the Brun–Bruns–Römer decomposition [9, Theorem 1.3] for the so-called

Stanley toric face rings (see Theorem 7.9). We point out that our result produces, to

the best of our knowledge, a new decomposition for local cohomology modules of

certain central arrangements of linear varieties over a field (see Theorem 7.12). The

issue in this case is that, in general, we do not have an isomorphism limp∈P A/Ip ∼=
A/I (see Remarks 5.2 and 5.3). Whenever the isomorphism holds we produce a

closed formula for the Castelnuovo–Mumford regularity of these arrangements

(see Theorem 7.18); as an immediate consequence, we obtain an alternative proof,

specific for this kind of arrangements, of the so-called Subspace Arrangements Theorem

(see Remark 7.19), originally proved by Derksen and Sidman [15, Theorem 2.1] for

arbitrary central arrangements.

When A contains a field of positive characteristic, Enescu and Hochster show in

[19, Theorem 5.1] that Hochster’s decomposition of Stanley–Reisner rings is compatible
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On Some Local Cohomology Spectral Sequences 6203

with the natural Frobenius action on the local cohomology modules, obtaining in

particular that local cohomology modules of Stanley–Reisner rings have only a finite

number of F-stable submodules, that is, A-submodules N ⊆ Hr
m(A) such that the

action of Frobenius maps N into itself. The interest for studying these F-stable

submodules arises naturally in the study of singularities of algebraic varieties in

prime characteristic, due to its connection with test ideals. In Theorem 7.20, we

show that Brun–Bruns–Römer decomposition of Stanley toric face rings of prime

characteristic is compatible with this natural Frobenius action, and therefore they

only have a finite number of F-stable submodules; in particular, we recover and

extend [19, Theorem 5.1], because Stanley–Reisner rings are a particular case of

Stanley toric face rings [46, Example 2.2 (i)].

In Section 8, following the spirit of [5, Section 3], we study the extension

problems attached to the corresponding filtrations produced by the degeneration of

our spectral sequences. Our focus is on the cohomological spectral sequence associated

to T = �m. The main result is Theorem 8.13 that may be regarded as a Gräbe’s type

description formula.

2 The Categories of Inverse and Direct Systems

The purpose of this section is to review the facts we shall need later on about posets

and the categories of inverse and direct systems; we try to present, as far as possible, a

self-contained exposition of this topic for the reader’s profit.

Let (P, ≤) be a partially ordered set (from now on, poset for the sake of brevity).

We shall regard P as a small category that has as objects the elements of P and, given

p, q ∈ P, there is one morphism p → q if p ≤ q. If P contains a unique minimal

(respectively, maximal) element then this is called the initial (respectively, terminal)

element of P and it will be denoted by 0P (respectively, 1P). Adding an initial and a

terminal element to P (even in case P have them) we may consider the poset (̂P, ≤),

where P̂ := P ∪ {0P̂, 1P̂}.
Throughout this paper, we mainly consider the following examples of posets.

Example 2.1. Let A be a commutative Noetherian ring, let I ⊆ A be an ideal such that

I = I1 ∩ . . . ∩ In for certain ideals I1, . . . , In of A. In this case, we can produce a poset P

in the following way: P will be the poset given by all the possible different sums of the

ideals I1, . . . , In ordered by reverse inclusion. So, any element p ∈ P is identified with a

certain sum of the ideals I1, . . . , In, which we denote by Ip.
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6204 J. Àlvarez Montaner et al.

Example 2.2. Given � ⊆ Rd a rational pointed fan [46, p. 538], we define P

as the poset given by all the possible faces of � ordered by inclusion; in other

words, we identify each face C ⊆ � with a point pC ∈ P. Moreover, given faces

C ⊆ C′, one has pC ≤ pC′ .

Example 2.3. Let � be a simplicial complex. In this case, we define P as the poset made

up by the faces of � ordered by inclusion; indeed, we identify a face F ⊆ � with a point

pF ∈ P, and given faces F ⊆ F ′ we have pF ≤ pF ′ .

Notice that in all the above examples, the poset P is finite; this will be an

assumption that we preserve during the rest of this paper. Indeed, for this reason we

want to single out the following:

Assumption 2.4. Hereafter, we shall always assume that P is a finite poset.

2.1 The categories of inverse and direct systems and some equivalences

Throughout this paper, let A be the category of A-modules, where A denotes a

commutative Noetherian ring:

(a) A direct system over P valued on A is a covariant functor ; in what

follows, we will denote either by Fp or F(p) the value of F at p ∈ P.

(b) An inverse system over P valued on A is a contravariant functor ;

hereafter, we will denote either by Gp or G(p) the value of G at p ∈ P.

From now on, Dir(P,A) (respectively, Inv(P,A)) will denote the category of direct

(respectively, inverse) systems valued on A; it is known that both are abelian categories

[56, 5.94].

Before going on, we would like to exhibit some examples of direct and inverse

systems for the convenience of the reader; in order to do so, we need to review the

following:

Definition 2.5 (Hasse, Voght). Let P be a finite poset. The Hasse–Voght diagram of P

is obtained by drawing the elements of P as dots, with x drawn lower than y if x < y,

and with an edge between x and y whenever y covers x, that is, if x < y and no z ∈ P

satisfies x < z < y.

Now, we are ready for our examples.
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On Some Local Cohomology Spectral Sequences 6205

Example 2.6. We go back to Example 2.1; in the below picture, we take n = 2, and we

draw on the left the poset P and on the right the direct system F given by F(p) = �Ip(M),

where M is any A-module. Notice that, in all the following pictures, the non-dotted lines

and arrows are edges of the poset P, and the dotted ones are edges of the poset P̂.

Again in Example 2.1, we take n = 2, but now on the right we draw the inverse system

G given by the assignment G(p) = M/IpM.

From now onward, we omit the initial element of the poset P̂ in our Hasse–Voght

diagrams. Now, we want to illustrate Example 2.1 in case n = 3 in a couple of

specific situations; indeed, take the ring A = K[x1, . . . , x6], where K is any field. Firstly,
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6206 J. Àlvarez Montaner et al.

if I = (x1, x2) ∩ (x3, x4) ∩ (x5, x6) then our poset can be drawn in the following way:

In the case that I = (x1, x2) ∩ (x1, x3) ∩ (x2, x3) our picture becomes more simple because

we identify these sums that describe the same ideal of A:

2.2 Equivalent approaches

We decided to choose this approach to study derived functors of limits and colimits.

Nevertheless, there are other equivalent approaches to this subject. Some of them are

reviewed in what follows. The reader is encouraged to follow his/her own preferences.

2.2.1 The category of sheafs on posets

Given a poset P and given p, q ∈ P, the closed interval of elements between p and q will

be denoted by [p, q] := {z ∈ P | p ≤ z ≤ q} and forms a subposet of P. In a similar way,

we can also construct the intervals (p, q], [p, q), and (p, q).

The Alexandrov topology on P is the topology where the open sets are the

subsets U of P such that p ∈ U and p ≤ q implies q ∈ U. In fact, this is the unique

topology that one can attach to P verifying this property. Moreover, the subsets of the

form [p, 1P̂) form an open basis for this topology. On the other hand, the dual Alexandrov

topology on P is the topology where the open sets are the subsets U of P such that p ∈ U
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and q ≤ p implies q ∈ U. Once more, this is the unique topology that one can attach

to P verifying this property and the subsets of the form (0P̂, p] form an open basis for

this topology. We underline that this can be viewed as the Alexandrov topology on the

opposite poset Pop = (P, ), where p  q if and only if q ≤ p.

Example 2.7. Given X a set with X = X1 ∪ . . . ∪ Xn for certain subsets Xj ⊆ X, we define

P as the poset given by all the possible different intersections of X1, . . . , Xn ordered

by inclusion. Thus, any element p ∈ P is identified with a certain intersection of the

Xjs, which we denote by Xp. The reader will easily note that this example recovers and

extends Example 2.1.

We shall fix some additional notation before going on.

Notation 2.8. In the sequel, we shall denote by Sh(P,A) (respectively, Sh(Pop,A)) the

category of sheaves on P (respectively, Pop) valued on A.

We conclude this part with the following elementary statement, which will be

useful in what follows; we omit the details.

Lemma 2.9. Let (P, ≤) be a poset regarded as a topological space with the Alexandrov

topology. Then, for any p ∈ P, the basic open set [p, 1P̂) is contractible.

We also want to establish now the analogous of Lemma 2.9 regarding P as a

topological space with the dual Alexandrov topology; once again, we skip the details.

Lemma 2.10. Let (P, ≤) be a poset regarded as a topological space with the dual

Alexandrov topology. Then, for any p ∈ P, the basic open set (0P̂, p] is contractible.

2.2.2 The category of AP-modules

The purpose of this part is to review the category of left AP-modules, as presented in

[9, Section 6]; in fact, whereas in op. cit. the authors established this notion in the

context of inverse systems, here our definition deals with direct systems. However, it

is clear that both notions can be mutually recovered just by taking the opposite order

on the poset P.

Definition 2.11. A left AP-module M is a system (Mp)p∈P of left A-modules and, for

p ≤ q, homomorphisms with the property that, for all p ≤ q ≤ z, Mpp = 1Mp
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6208 J. Àlvarez Montaner et al.

and Mpq ◦ Mqz = Mpz; moreover, a homomorphism of left AP-modules consists

of, for p ∈ P, homomorphisms of left A-modules such that, for any p ≤ q in

P, the following square commutes.

We shall denote the group of homomorphisms from M to N by HomAP(M, N). Moreover,

we shall denote by AP − Mod the category of left AP-modules.

In a similar way, just reversing the convenient morphisms, we can also construct

the category APop − Mod of left APop-modules.

2.2.3 Modules over the incidence algebra

Recall that P is a finite poset (see Assumption 2.4) and that A is a commutative ring.

Definition 2.12 (Incidence algebra). We define the incidence algebra I(P, A) of P over

A as follows: I(P, A) is the A-algebra with underlying A-module

I(P, A) :=
⊕
p≤q

A · ep≤q

endowed with the following multiplication rule:

(ep≤q) · (ep′≤q′) :=
⎧⎨
⎩ep≤q′ , if q = p′,

0, otherwise.

Notice that the elements ep≤p are idempotent in I(P, A) and that, since P is finite, the

element
∑

p∈P ep≤p is the multiplicative unit in I(P, A).

2.2.4 The four previous categories are equivalent

In this part, we establish the fact that all the foregoing approaches are equivalent; the

statement is as follows:
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On Some Local Cohomology Spectral Sequences 6209

Proposition 2.13. The following categories are equivalent:

(a) Dir(P,A), the category of direct systems on P valued in A.

(b) Sh(P,A), the category of sheaves on P valued in A regarding P as a topological

space with the Alexandrov topology.

(c) AP − Mod, the category of left AP-modules.

(d) The category of left modules over the incidence algebra I(Pop, A).

On the other hand, the below four categories are equivalent:

(i) Inv(P,A), the category of inverse systems on P valued in A.

(ii) Sh(Pop,A), the category of sheaves on Pop valued in A regarding P as a

topological space with the Alexandrov topology.

(iii) APop − Mod, the category of left APop-modules.

(iv) The category of left modules over the incidence algebra I(P, A).

Sketch of proof. A detailed proof of the equivalence between categories (i)–(iv) can

be found in [9, 6.5 and 6.6]; the equivalence between categories (a)–(d) can be proved in

a similar way. What we want to do here is to review how to construct the equivalence

between Dir(P,A) and Sh(P,A), the category of sheaves on P valued in A regarding P as

a topological space with the Alexandrov topology, because we will use this equivalence

several times throughout this paper.

On the one hand, given an object F ∈ Sh(P,A), one can cook up a direct system

�(P,F) in the following way: for each p ∈ P, set �(P,F)p := F([p, 1P̂)). Moreover, for any

p ≤ q the homomorphism �(P,F)p �(P,F)q equals the restriction map induced by

the inclusion of open sets [q, 1P̂) ⊆ [p, 1P̂). On the other hand, given a direct system M we

can produce a presheaf M̃ as follows: for each open set U ⊆ P set M̃(U) := colimp∈U Mp.

In addition, given open sets V ⊆ U ⊆ P, the map M̃(U) M̃(V) is just the natural

restriction of colimits. Finally, since [p, 1P̂) is contained in any open neighborhood of P

(this is by definition of the Alexandrov topology), the presheaf M̃ is isomorphic to the

associated sheaf of A-modules on P; in this way, the symbol (̃−) defines a well-defined

functor from Dir(P,A) to Sh(P,A). �

2.3 Injective, projective, and flasque inverse systems

The goal of this subsection is to review, not only the well-known fact that the category

Inv(P,A) has enough injective and projective objects [47, Satz 1 and Satz 2], but also to

describe explicitly certain classes of injective (respectively, projective) objects that will

play a key role later on.

D
ow

nloaded from
 https://academ

ic.oup.com
/im

rn/article/2020/19/6197/5079029 by U
niversitat de Barcelona user on 23 O

ctober 2020



6210 J. Àlvarez Montaner et al.

We start with the case of injective inverse systems, as described in the following

result; the interested reader may like to consult either [47, Satz 1 and Beweis] or

[45, Lemma A.4.3 and Remark A.4.4] for details. The reader will easily note that, since

we are working with finite posets, in the below result we only need to deal with direct

sums instead of direct products; namely the following:

Theorem 2.14. Any injective object of Inv(P,A) is a direct summand of a direct sum

of injectives of the form E≥q for some q ∈ P, where E = EA(A/p) is an indecomposable

injective A-module, and

(
E≥q

)
p

:=
⎧⎨
⎩E, if p ∈ [q, 1P̂),

0, otherwise.

Here, given p ≤ r the map
(
E≥q

)
r

(
E≥q

)
p

is zero if either source or target is

zero, otherwise it equals the identity on E. In addition, any inverse system G admits an

injective (not necessarily minimal) resolution 0 G E0 E1 . . . , such

that, for any i ∈ N, Ei can be expressed as a direct sum of injectives of the form E≥q.

Remark 2.15. The statement of Theorem 2.14 is not fully satisfactory in the sense that

one would wish to have a structure theorem of injectives in Inv(P,A); in other words, we

would like to have a description of indecomposable injective objects in Inv(P,A). We do

not know whether such description exists.

We also want to single out the multigraded version of Theorem 2.14, because it

will be useful later on; notice that [47, Satz 1 and Beweis] also works in this multigraded

setting because, in particular, there are enough multigraded (a.k.a. ∗) injectives objects,

and these ∗injectives satisfy an analogous Matlis-type structure theorem. The interested

reader may like to consult [8, Chapter 13] and the references given therein for additional

information.

Theorem 2.16. Let ∗A be the category of Zn-graded A-modules, where A is a

commutative Noetherian Zn-graded ring (for some n ≥ 1). Then, any ∗injective object of

Inv(P, ∗A) is a direct summand of a direct sum of ∗injectives of the form ∗E≥q for some

q ∈ P, where ∗E = ∗EA(A/p) is an indecomposable ∗injective A-module, and

(∗E≥q

)
p

:=
⎧⎨
⎩

∗E, if p ∈ [q, 1P̂),

0, otherwise.
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Here, given p ≤ r the map
(

∗E≥q

)
r

(
∗E≥q

)
p

is zero if either source or target is

zero, otherwise it equals the identity on ∗E. In addition, any inverse system G admits an
∗injective (not necessarily minimal) resolution 0 G ∗E0 ∗E1 . . . ,

such that, for any i ∈ N, ∗Ei can be expressed as direct sum of ∗injectives of the

form ∗E≥q.

Now, the case of projective objects; we refer to [47, Satz 2 and Beweis] for details.

Theorem 2.17. Given a projective A-module F and given p ∈ P, the inverse system F≤p

defined by

(
F≤p

)
q

:=
⎧⎨
⎩F, if q ∈ (0P̂, p],

0, otherwise

is a projective object of Inv(P,A); in particular, A≤p is so. Here, given q ≤ r the

homomorphism
(
F≤p

)
r

(
F≤p

)
q

is zero if either source or target is zero, otherwise

it equals the identity on F. Furthermore, any inverse system G admits a projective (not

necessarily minimal) resolution

... F1 F0 G 0

such that, for any i ∈ N, Fi can be expressed as a direct sum of projectives of the

form A≤p.

Since the category of inverse systems has enough injectives [45, Lemma A.4.3],

one has that the right derived functors of the limit can be defined in the usual way

through injective resolutions [45, Corollary A.4.5]; however, in this case, it turns out

that one needs to compute explicitly these derived functors and, with this purpose in

mind, we have to restrict our attention to the following subclass of objects of Inv(P,A).

Definition 2.18. We say that an object G of Inv(P,A) is flasque if, for any open set

U ⊆ P (regarding P as a topological space with the dual Alexandrov topology), the

natural restriction map limp∈P G(p) limu∈U G(u) is surjective.

Now, we want to single out the following result because it will play some role in

Proposition 2.20. Its proof follows from the fact that any retract of a surjection is also a

surjection, and it will be omitted.
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Lemma 2.19. Any direct summand of a flasque inverse system is also flasque.

Flasque inverse systems are useful for our purposes because of the following:

Proposition 2.20. The following statements hold.

(i) Any inverse system can be embedded into a flasque one; whence Inv(P,A)

has enough flasque objects.

(ii) Any injective inverse system is flasque.

(iii) Any inverse system admits a flasque resolution.

(iv) The right derived functors of the limit can be computed through a flasque

resolution.

Proof. Let G be an object of Inv(P,A) and fix p ∈ P. We consider the following inverse

system:

�0(p) := �0(G)(p) :=
∏

p0≤p

G(p0).

Moreover, given p ≤ q we set �0(q) �0(p) as the natural projection. In this way,

�0(G) defines an inverse system that we claim is flasque.

Before showing so, we check that, for any open subset W of Pop, one has that

lim
w∈W

�0(w) ∼=
∏

w∈W

G(w).

Indeed, given w0 ∈ W, consider the natural projection ; on

the other hand, we also consider the natural restriction map

Thus, for any x0 ≤ w0, if denotes the corresponding structural map

in the inverse system �0, then one has the following commutative triangle:
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In this way, the universal property of the limit guarantees the existence of a unique

homomorphism of A-modules

such that pw0
ϕ = πw0

; on the other hand, the universal property of the direct product

ensures the existence of a unique homomorphism of A-modules

such that πw0
ψ = pw0

. We claim that ψ and ϕ are mutually inverses; indeed, we only

have to point out that

πw0
(ψϕ) = (

πw0
ψ
)
ϕ = pw0

ϕ = πw0

and

pw0
(ϕψ) = (

pw0
ϕ
)
ψ = πw0

ψ = pw0
,

whence ψϕ and ϕψ satisfy respectively the same universal problem as the identity on

∏
w∈W

G(w) and lim
w∈W

�0(w),

whence they are mutually inverses. In particular, one has a canonical isomorphism

lim
w∈W

�0(w) ∼=
∏

w∈W

G(w).

Now, we want to show that �0 is flasque; let U ⊆ V be open subsets of P. Using the

previous isomorphisms, the natural restriction map

can be written as rVU = ϕU ◦ πVU ◦ ψV , where πVU denotes the natural projection
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and since πVU is surjective (because U ⊆ V), rVU is also surjective. Summing up, we have

checked that �0 is a flasque inverse system. Finally, the natural map G �0 clearly

defines a monomorphism of A-modules; in this way, part (i) holds.

Now, we prove part (ii). Let I be an injective inverse system; by part (i), I can be

embedded into a flasque inverse system �0(I). Regardless, since I is injective one has

that I is a direct factor of �0(I), whence it is also flasque according to Lemma 2.19. In

this way, part (ii) also holds.

We go on proving part (iii). Given an object G of Inv(P,A), we have constructed

in part (i) a flasque inverse system �0(G). Then, setting Q0 := Coker
(
G �0(G)

)
we

have the following short exact sequence of inverse systems:

Now, replacing G by Q0 and setting �1(G) := �0(Q0) one obtains another short exact

sequence:

Iterating this process, we build a (possibly infinite) flasque resolution 0 G �∗

(G); whence part (iii) also holds.

Finally, part (iv) follows directly combining parts (i), (ii), and (iii) jointly with the

fact that flasque inverse systems are acyclic with respect to the limit functor [45, Lemma

A.3.9]; the proof is therefore completed. �

We conclude this part with the following:

Remark 2.21. Under the equivalence between inverse systems and sheaves of

A-modules over Pop, the resolution of flasque inverse systems (see Definition 2.18) used

in the proof of Proposition 2.20 (namely, �∗) corresponds to the so-called Godement

resolution [56, Proposition 6.73 and Definition of page 381] for computing sheaf

cohomology on the topological space Pop; on the other hand, it was already pointed

out in [9, 7.2] that the equivalence between sheaves and left APop-modules transforms

sheaf cohomology on the topological space Pop into the right derived functors of

HomAPop (A, −) (namely, Ext∗
APop (A, −)).

2.4 Injective, projective, and coflasque direct systems

It is known that any category of modules over an arbitrary ring has enough injective and

projective objects; on the other hand, we have shown in Proposition 2.13 that, whenever
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P is a finite poset, the category Dir(P,A) is equivalent to the category of left modules

over the incidence algebra I(Pop, A). Therefore, combining these facts one obtains the

following:

Theorem 2.22. If P is a finite poset, then the category Dir(P,A) has enough injective

and projective objects.

Remark 2.23. The reader should notice that Theorem 2.22 guarantees the existence of

enough projective objects, but it does not provide a priori any information about how

these projectives look like.

Now, we face a similar problem to the one considered in the previous subsection;

indeed, projective direct systems are not suitable for our homological purposes. For this

reason, we have to introduce the following subclass of objects of Dir(P,A); to the best

of our knowledge, the following notion was introduced in [33, Définition 1.I.4].

Definition 2.24. Let be a direct system; moreover, we regard P as a topological

space with the Alexandrov topology. It is said that F is coflasque if, for any open subset

U ⊆ P, the natural insertion map colimu∈UF(u) colimp∈PF(p) is injective.

The following result shows that Dir(P,A) has enough coflasque objects and that

this class of direct systems can be used to calculate the left derived functors of the

colimit; we refer to [47, pages 53–55, overall Satz 8] for details.

Proposition 2.25. The following statements hold.

(i) Any direct system can be expressed as a homomorphic image of a coflasque

direct system.

(ii) Any projective direct system is coflasque.

(iii) Any direct system admits a coflasque resolution.

(iv) The left derived functors of the colimit can be computed through coflasque

resolutions.

3 The Roos Complexes

Given an inverse system of modules, it was introduced independently by Roos and

Nöbeling (see [55] and [47]) a cochain complex that has as ith cohomology the ith right

derived functors of the limit. In this subsection, we shall review this definition as well

as its dual notion for direct systems.
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6216 J. Àlvarez Montaner et al.

3.1 The homological Roos complex

We consider a direct system over P valued on A given by a covariant functor .

Then, we construct a chain complex [30, p. 33]

in the following way:

(a) The spots of the complex are

Roosk(F) :=
⊕

p0<···<pk

Fp0...pk
,

where Fp0...pk
:= F(p0) ∈ A.

(b) The boundary map is defined on each direct sum-

mand Fp0...pk
as

jp1...pk
◦ F(p0 → p1) +

k∑
l=1

(−1)ljp0...p̂l...pk
,

where jp0...pk
denotes the natural inclusion map .

From now on, we denote by Roos∗(F) this chain complex. We collect in the following

result the main feature of this construction; we omit its proof because it is completely

analogous to the one of Lemma 3.10, which we prove later in this paper.

Lemma 3.1. There is an augmented chain complex Roos∗(F) colimp∈P F(p) 0

in the category A; moreover, the homology of this chain complex gives the left derived

functors of the colimit, that is, Hi(Roos∗(F)) = Li colimp∈P F(p).

Before going on, we would like to write down a small example of Roos∗(F) for

the benefit of the reader.

Example 3.2. Let A be a commutative Noetherian ring, let J ⊆ A be an ideal, and let �J

be the corresponding torsion functor. Given an ideal I ⊆ A with primary decomposition

I = I1 ∩ I2, consider the poset P given by I1, I2, and I1 + I2, where the order is given

by reverse inclusion; in this way, one can define the direct system given by

p �−→ �Ip(A). In this case, the Roos complex Roos∗(F) is as follows.
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On the one hand, the spots of this chain complex are

Roos0(F) = �I1+I2(A) ⊕ �I1(A) ⊕ �I2(A) and Roos1(F) = �I1+I2(A) ⊕ �I1+I2(A).

On the other hand, the unique non-zero differential of the complex d1 is given by

�I1+I2(A) ⊕ �I1+I2(A) −→ �I1+I2(A) ⊕ �I1(A) ⊕ �I2(A)

(a, b) �−→ (−a − b, a, b).

It is straightforward to check that one has an isomorphism Coker(d1) ∼= colimp∈P �Ip(A).

Although the following fact is so elementary, we want to state it because it will

play a key role later on (see Setup 4.3).

Lemma 3.3. Assume, in addition, that F(1P̂) is defined, that is, that F is not only defined

on P but also on P ∪{1P̂}. Then, there is a unique functorial map

that makes the following diagram of chain complexes commutative:

Proof. For any p ∈ P, p < 1P̂ and therefore there is an arrow . In this

way, the universal property of the colimit produces ψ with the desired properties. �

Remark 3.4. Preserving the assumptions of Lemma 3.3, in general ψ does not define

an isomorphism. Equivalently, in general it is not true that the natural map

is bijective. It is noteworthy that the equality colimp∈P̂F(p) = F
(
1P̂

)
is well known

[56, Exercise 5.22 (iii)].

Before going on, we need to introduce the following:
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Definition 3.5. We define the rank of P (namely, rank(P)) in the following way:

rank(P) :=
(

max
p∈P

#[p, 1P̂)

)
− 1.

Remark 3.6. Let �(P) be the order complex associated to P; by the very definition of

the order complex of a poset, it follows that rank(P) = dim(�(P)), where by dim(�(P))

we mean its dimension as simplicial complex.

Keeping in mind the notion of rank of a poset, we are ready to establish another

important property of the Roos chain complex that we plan to exploit later on (see proof

of Theorem 4.6); namely the following:

Lemma 3.7. If k > rank(P), then Roosk(F) = 0 for any direct system F; in particular,

one has Lk colimp∈P F(p) = 0.

Proof. Fix k > rank(P) and any direct system F. Since k > rank(P) there are no ordered

chains p0 < · · · < pk in P, and therefore

Roosk(F) =
⊕

p0<···<pk

Fp0...pk
= 0,

as required. Then Lkcolimp∈P F(p) = 0 follows directly from Lemma 3.1. �

Another quite important (but well-known) property of the Roos chain complex

that we use several times in this paper is the following:

Lemma 3.8. Let G be an abelian group, and let |G| be the constant direct system on P̂

given by G with identities on G as structural morphisms. Then, Hi(Roos∗(|G|)) = H̃i(P; G).

In other words, Roos∗(|G|) may be regarded as a chain complex for computing the

reduced simplicial homology of the topological space P (regarding P as a topological

space with the Alexandrov topology) with coefficients in G.

Proof. Notice that H̃i(P; G) = H̃i(�(P); G), because the order complex �(P) provides a

triangulation of P as topological space; moreover, H̃i(�(P); G) = Hi(C̃•(�(P))⊗ZG), where

C̃•(�(P)) denotes the chain complex for computing the reduced simplicial homology

of �(P) with integer coefficients. In this way, the result follows from the fact that

C̃•(�(P)) ⊗Z G = Roos∗(|G|). �
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We end this subsection with the following remark, which can be proved by just

using the very definition of the Roos chain complex (essentially, that its spots consist of

finite direct sums):

Remark 3.9. We denote by Ch(A) the category of chain complexes of objects of A. In

this way, we just constructed a functor that is exact and commutes

with direct sums.

3.2 The cohomological Roos complex

Now, we consider an inverse system over P valued on A given by a contravari-

ant functor . Thus, we build a cochain complex of inverse systems

as follows (see either [30, pp. 31–32] or [45, pp.

346–347]).

(a) The pieces of the complex are

Roosk(G) :=
∏

p0<···<pk

Gp0...pk
,

where Gp0...pk
:= G(p0).

(b) The coboundary map is defined on each factor

Gp0...pk
as

G(p0 → p1) ◦ πp0...pk
+

k+1∑
l=1

(−1)lπp0...p̂l...pk+1
,

where πp0...pk
denotes the natural projection .

Hereafter, we shall denote by Roos∗(G) this cochain complex. As in the homolog-

ical case, the main feature of this cohomological construction is reviewed in the

following result; in this case, we provide a proof for the reader’s convenience (cf.

[45, Proof of Lemma A.3.2]).

Lemma 3.10. There is a coaugmented cochain complex 0 −→ limp∈P G(p) −→ Roos∗(G)

in the category A; moreover, the cohomology of this cochain complex yields the right

derived functors of the limit, that is, Hi(Roos∗(G)) = Ri limp∈P G(p).

Proof. What we show is that the right derived functors of the limit (Uj)j≥0 :=(
Rj limp∈P

)
j≥0

and the cohomology of the Roos cochain complex (Vj)j≥0 :=(
Hj(Roos∗(−))

)
j≥0

are isomorphic universal δ-functors.
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Indeed, on the one hand it is clear that both (Uj)j≥0 and (Vj)j≥0 are universal

δ-functors with

U0 = R0 lim
p∈P

= lim
p∈P

= H0(Roos∗(−)) = V0.

On the other hand, given any j ≥ 1 and any injective inverse system I it is also clear that

Uj(I) = Rj lim
p∈P

Ip = 0 = Hj(Roos∗(I)) = Vj(I);

notice that the equality 0 = Hj(Roos∗(I)) is a direct application of [47, Satz 6]. Combining

the previous two facts one obtains a canonical isomorphism

(
Rj lim

p∈P

)
j≥0

∼=
(
Hj(Roos∗(−))

)
j≥0

of universal δ-functors, just what we finally wanted to check. �

Before going on, we would like to write down a small example of Roos∗(G) for

the benefit of the reader.

Example 3.11. Let A be a commutative Noetherian ring; given an ideal I ⊆ A

with primary decomposition I = I1 ∩ I2, consider the poset P given by I1, I2, and

I1 + I2, where the order is given by reverse inclusion. In this way, one can define

the inverse system given by p �−→ A/Ip. In this case, the Roos complex

Roos∗(G) is as follows:

On the one hand, the spots of this cochain complex are

Roos0(G) = A/(I1 + I2) × A/I1 × A/I2 and Roos1(G) = A/(I1 + I2) × A/(I1 + I2).

On the other hand, the unique non-zero differential of the complex d0 is given by

A/(I1 + I2) × A/I1 × A/I2 −→ A/(I1 + I2) × A/(I1 + I2)

(a, b, c) �−→ (−a + b, −a + c).
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In this case, it is straightforward to check that the constant map

A/I −→ A/(I1 + I2) × A/I1 × A/I2

a �−→ (a, a, a).

establishes an isomorphism limp∈P A/Ip = ker(d0) ∼= A/I.

We state the cohomological analogous of Lemma 3.3. We skip the details.

Lemma 3.12. Suppose, in addition, that G(1P̂) is defined; that is, that G is not

only defined on P but also in P ∪ {1P̂}. Then, there is a unique functorial map

that makes commutative the below diagram of cochain complexes

Remark 3.13. Preserving the assumptions of Lemma 3.12, it is in general not true that

α defines an isomorphism. In other words, it is in general not true that the natural

restriction map

is an isomorphism. It is known (see [9, 3.3] and [10, Theorem 5.6]) to be an isomorphism

in some particular situations.

Next, we state the cohomological analogous of Lemma 3.7; once again, the

details are left to the interested reader.

Lemma 3.14. If k > rank(P), then Roosk(G) = 0 for any inverse system G; in particular,

Rk limp∈P G(p) = 0.

Now, we write down the cohomological analogous of Lemma 3.8; once again, we

omit the details.

Lemma 3.15. Let G be an abelian group, and let |G| be the constant inverse system on P̂

given by G with identities on G as structural morphisms. Then, Hi(Roos∗(|G|)) = H̃i(P; G).
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In other words, Roos∗(|G|) may be regarded as a cochain complex for computing the

reduced simplicial cohomology of the topological space P (regarding P as a topological

space with the dual Alexandrov topology) with coefficients in G.

As in the homological case, we end with the following:

Remark 3.16. If we denote by CoCh(A) the category of cochain complexes of objects of

A, then we have produced a functor that is exact and commutes

with direct products.

4 Homological Spectral Sequences Associated to Modules

Hereafter, A will denote a commutative Noetherian ring and A will stand for the

category of A-modules. To any ideal I ⊆ A one may associate the poset P given in

Example 2.1. Namely, let I = I1 ∩ . . . ∩ In be a decomposition of I into n ideals, then

P is the poset given by all the possible sums of the ideals I1, . . . , In ordered by reverse

inclusion; but we underline that we have to identify these sums when they describe the

same ideal.

The aim of this section is to construct several spectral sequences even though

we will be mostly interested on those involving local cohomology modules; as we have

already pointed out in the introduction, the spectral sequences we construct in this

section involve in their 2nd page the left derived functors of the colimit, for this reason

we refer to them as homological. The method will be as follows: given any object M of

A, we shall construct a direct system over P of objects of A. Then, using the homological

Roos complex we shall build a double complex with a finite number of nonzero columns

(or rows) that will rise to a spectral sequence that, with the help of a technical lemma,

will converge to a certain object of A.

Before moving to our promised construction, we want to review now the

following:

Definition 4.1. Given J, K ⊆ A ideals, set W(K, J) := {q ∈ Spec(A) | Kn ⊆ q+J for some

integer n ≥ 1}. Remember (see [61]) that, when J = (0), W(K, J) =V (K).

We also want to single out in the next result some elementary properties that

the subsets of the form W(K, J) verify because they will play a crucial role later on

(see Lemma 4.4); the below lemma is just a piece of [61, 1.6], and since its proof is

straightforward, we omit it.
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Lemma 4.2. Let I and I ′ be ideals of A, let p ∈ Spec(A), and let J be an ideal of A. Then,

the following statements hold.

(i) If p ∈ W(I, J)∩ W(I ′, J), then p ∈ W(I + I ′, J).

(ii) If I ′ ⊆ I and p ∈ W(I, J), then p ∈ W(I ′, J).

4.1 Construction of homological spectral sequences

The setup we will need to build the announced spectral sequences is the following direct

system of functors that we plan to describe with detail in the next:

Setup 4.3. Let be an additive, covariant functor that verifies the

following requirements:

(i) For any p ∈ P̂, Tp is a covariant, left exact functor that commutes with direct

sums.

(ii) If p ≤ q then there exists a natural transformation of functors ;

notice that this natural transformation extends in a unique way to a natural

transformation for any i ≥ 0 such that ψ0
pq = ψpq (see [8, 1.3.4

and 1.3.5] for details).

(iii) There exists an ideal J of A such that the following holds: for any p ∈ Spec(A)

and for any maximal ideal m of A, there exist A-modules X and Y such that,

for any p ∈ P̂,

Tp(E(A/p))m =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

X, if p ∈ W(Ip, J) and p ⊆ m,

Y, if p /∈ W(Ip, J) and p ⊆ m,

0, otherwise.

Here, X and Y may depend on J, p, and m but not on p. Moreover, given p ≤ q,

Hereafter in this subsection, under the assumptions of Setup 4.3 we set T := T1P̂
;

moreover, we also define the cohomological dimension of T, denoted by cd(T), in the
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following way:

cd(T) := max{i ∈ N | RiT(X) �= 0 for some A − module X}.

Moreover, given an A-module M, RiT[∗](M) will denote the direct system
(
RiTp(M)

)
p∈P

with structural maps RiTp(M) −−→ RiTq(M) for p ≤ q.

4.1.1 Main result

In order to compute the abutment of our homological spectral sequences we will need

the following lemma, which may be regarded as a generalization of [4, Lemma of p. 38].

Lemma 4.4. If E is any injective A-module, then the augmented homological Roos chain

complex Roos∗
(
T[∗] (E)

) −−→ T (E) −−→ 0 is exact.

Proof. First of all, as Roos∗ and T[∗] commute with direct sums we deduce from the

Matlis–Gabriel theorem [8, 10.1.9] that we may assume, without loss of generality, that

there is p ∈ Spec(A) such that E = EA(A/p), a choice of injective hull of A/p over A.

Moreover, as being exact is a local property it is enough to check that, for any maximal

ideal m of A, the chain complex

Roos∗
(
T[∗] (E)

)
m

−−→ T (E)m −−→ 0

is exact. Indeed, we can express P as the disjoint union of Q and Q′, where

Q := {q ∈ P | Iq ⊆ m},
Q′ := {q ∈ P | Iq �⊆ m}.

Notice that Q is clearly a subposet of P (this just means that Q is a subset of P that is

also a poset with the same partial order of P).

Now, assume that Y = 0; we have to distinguish two cases. Firstly, if p �⊆ m, then

the previous chain complex is identically zero, whence we are done. Otherwise, suppose

that p ⊆ m; in this case, we split Q as the disjoint union Q = Q1 ∪ Q2, where

Q1 := {p ∈ Q | p ∈ W(Ip, J)},
Q2 := {p ∈ Q | p /∈ W(Ip, J)}.
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Now, we have to distinguish the two cases. Indeed, if p /∈ W(Ip, J) then the previous

chain complex is identically zero and therefore we are done. Otherwise, suppose that

p ∈ W(Ip, J) for at least one p; in this case, this assumption combined with Lemma 4.2

ensures that Q1 is a nonempty subposet of P of the form [r, 1P̂), where r ∈ P such that

Ir =
∑

q∈Q1

Iq := J.

Indeed, since the ideal J is clearly the greatest ideal among the ideals of Q1 (we want to

stress that here is where we are using the finiteness of Q1 combined with Lemma 4.2),

it turns out that there is an element r ∈ P such that Ir = J and therefore Q1 = [r, 1P̂).

Summing up, our chain complex

Roos∗
(
T[∗] (E)

)
m

−−→ T (E)m −−→ 0

agrees with the one obtained considering the Roos chain complex on Q1 instead of P;

finally, this augmented chain complex where we only consider the subposet Q1 in the

construction of the Roos chain complex equals the augmented one for computing the

simplicial homology of the topological space [r, 1P̂) with coefficients in X (see Lemma

3.8). But we have checked in Lemma 2.9 that this topological space is contractible. This

concludes the proof provided that Y = 0.

Now, assume that X = 0 and that p ⊆ m; now, consider the short exact sequence

of direct systems

0 −−→ |Y||P1
−−→ |Y| −−→ |Y||P−P1

−−→ 0. (3)

Here, P1 := {p ∈ P | p ∈ W(Ip, J), Ip ⊆ m} and |Y||P1
(respectively, |Y||P−P1

) denotes the

direct system with constant value Y in all the points of P1 (respectively, P − P1) and zero

elsewhere; moreover, its nonzero structural homomorphisms are all identities on Y. As

we have seen in the 1st part of this proof, we can write P1 = [r, 1P̂) for some r ∈ P. On

the other hand, (3) induces the following short exact sequence of chain complexes:

0 −−→ Roos∗
(
|Y||P1

)
−−→ Roos∗ (|Y|) −−→ Roos∗

(
|Y||P−P1

)
−−→ 0. (4)

Now, since X = 0 it follows that Roos∗
(
|Y||P−P1

)
= Roos∗

(
T[∗] (E)

)
m

, whence we can

rewrite (4) in the following manner:

0 −−→ Roos∗
(
|Y||P1

)
−−→ Roos∗ (|Y|) −−→ Roos∗

(
T[∗] (E)

)
m

−−→ 0. (5)
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However, Roos∗
(
|Y||P1

)
(respectively, Roos∗ (|Y|)) turns out to be the chain complex

for computing the reduced simplicial homology of the topological space P1 = [r, 1P̂)

(respectively, P) (see Lemma 3.8); since both P1 and P are contractible (see Lemma 2.9)

one has that both Roos∗
(
|Y||P1

)
and Roos∗ (|Y|) are exact.

Summing up, all the foregoing implies that (5) is a short exact sequence of

chain complexes with two of them being exact; whence the remaining one (namely,

Roos∗
(
T[∗] (E)

)
m

) is also exact, just what we wanted to prove.

Finally, assume that both X and Y are nonzero and that p ⊆ m; as before, P1 :=
{p ∈ P | p ∈ W(Ip, J), Ip ⊆ m} can be written as P1 = [r, 1P̂) for some r ∈ P. Thus, we have

the following short exact sequence of direct systems:

0 −−→ |X||P1
−−→ T[∗] (E)m −−→ |Y||P−P1

−−→ 0.

Since Roos∗ is exact, this short exact sequence of direct systems induces the following

short exact sequence of chain complexes:

0 −−→ Roos∗
(
|X||P1

)
−−→ Roos∗

(
T[∗] (E)m

) −−→ Roos∗
(
|Y||P−P1

)
−−→ 0.

But we have seen during this proof that both Roos∗
(
|X||P1

)
and Roos∗

(
|Y||P−P1

)
are

exact, hence Roos∗
(
|Y||P−P1

)
is also exact. The proof is therefore completed. �

Remark 4.5. Notice that, given any A-module M, it is not true, in general, that T(M) is

isomorphic to colimp∈P Tp(M); however, Lemma 4.4 shows, in particular, that if E is any

injective A-module, then T(E) ∼= colimp∈P Tp(E).

Our next statement is the main result of this section.

Theorem 4.6. Let M be any A-module. Then, we have the following spectral sequence

in the category of A-modules.

Proof. Let 0 −−→ M −−→ E∗ be an injective resolution of M in the category A. Applying

to this resolution the functor T[∗] one gets the following cochain complex of direct
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systems:

0 −−→ T[∗](M) −−→ T[∗](E
0) −−→ T[∗](E

1) −−→ . . .

Now, we use the Roos chain complex in order toproduce the bicomplex Roos−i
(
T[∗]

(
Ej
))=

Roosi

(
T[∗]

(
Ej
))

; the reader will easily note that we put minus in the index i because we

want to work with a bicomplex located in the 2nd quadrant. We hope the following

picture illustrates this sentence:

Moreover, we have to stress that the horizontal differentials are the ones of the Roos
chain complex and the vertical ones are the induced by the injective resolution of M;

so, the bicomplex Roos−i
(
T[∗]

(
Ej
))

produces two spectral sequences. Namely, the ones

provided by the 1st and the 2nd filtration of the previous bicomplex, respectively. In

this way, the 1st thing one should ensure is that both spectral sequences converge and

calculate their common abutment.

First of all, we want to check that our spectral sequences converge; indeed,

Lemma 3.7 ensures that Roos−i(T[∗](E
j)) = 0 for all i � 0. Therefore, this implies that

the bicomplex Roos−i
(
T[∗]

(
Ej
))

has just a finite number of columns, which implies the

convergence of both spectral sequences.

Second, notice that the E2-page of one of these spectral sequences is obtained

by firstly computing the cohomology of the rows and then computing the cohomology

of the columns; regardless, Lemma 4.4 guarantees that all the rows of the bicomplex

Roos−i
(
T[∗]

(
Ej
))

are exact up to the 0th spot. Therefore, this fact implies that this

spectral sequence collapses, whence its abutment turns out to be R∗T(M).

Finally, the other spectral sequence that we can produce is the one obtained by

firstly taking cohomology on the columns and then calculating the cohomology of the

rows; in this case, one obtains as E1-page E−i,j
1 = Roos−i

(
RjT[∗] (M)

)
. In addition, since

the boundary map of the E1-page is the one of the Roos chain complex, and this chain
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complex computes the ith left derived functor of the colimit, its E2-page turns out to be

E−i,j
2 = Li colimp∈P RjT[∗](M). Summing up, combining all the foregoing facts one obtains

the spectral sequence

in the category of A-modules; the proof is therefore completed. �

4.2 Examples

We provide several examples of local cohomology spectral sequences. In particular, the

corresponding functors verify the established conditions in Setup 4.3. In all of these

examples, N will denote a finitely generated A-module.

• Generalized local cohomology: The direct system of functors T[∗] = �[∗](N, −)

of generalized torsion functors given by Tp(M) := �Ip(N, M) verifies all requirements

established in Setup 4.3; moreover, in this case T = �I(N, −). Indeed, first of all we

remember that, for any p ∈ P̂ and for any A-module M,

Hj
Ip

(N, M) := colimk∈N Extj
A

(
N/Ik

pN, M
)

.

Now, fix k ∈ N. Using the adjoint associativity between Hom and tensor product [56, 2.76]

one has that HomA

(
N/Ik

pN, E(A/p)
) ∼= HomA

(
N, HomA

(
A/Ik

p , E(A/p)
))

. On the other

hand, since N is finitely generated it follows that

colimk∈NHomA

(
N, HomA

(
A/Ik

p , E(A/p)
)) ∼= HomA

(
N, colimk∈NHomA

(
A/Ik

p , E(A/p)
))

.

Summing up, one has that colimk∈NHomA

(
N/Ik

pN, E(A/p)
) ∼= HomA

(
N, �Ip (E(A/p))

)
.

Moreover, it is well known [8, 10.1.11] that

�Ip(E(A/p)) =
⎧⎨
⎩E(A/p), if p ∈ V(Ip),

0, if p /∈ V(Ip).

In this way, combining these two facts it follows that

�Ip(N, E(A/p)) ∼= HomA(N, �Ip(E(A/p))) =
⎧⎨
⎩HomA(N, E(A/p)), if p ∈ V(Ip),

0, if p /∈ V(Ip).
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Finally, given any m ∈ Max(A) one has, as a direct application of [8, 4.1.7] (indeed, N is

finitely generated and the localization map A −−→ Am is flat), that

�Ip(N, E(A/p))m =
⎧⎨
⎩HomAm

(
Nm, E(A/p)m

)
, if p ∈ V(Ip) and p ⊆ m,

0, otherwise.

Therefore, we get the following spectral sequence:

This spectral sequence is a generalization of [4, p. 39] and [37, 2.1]. In case the ideal has

two components I = I1 ∩ I2, we recover partially the Mayer–Vietoris long exact sequence

obtained in [67, 2.14]:

. . . −−→ Hj
I1

(N, M) ⊕ Hj
I2

(N, M) −−→ Hj
I (N, M) −−→ Hj+1

I1+I2
(N, M) −−→ . . .

For the sake of simplicity, we single out the version of it that we shall consider in this

paper, especially for the case when N = A is the ring itself.

It is also worth mentioning that the Mayer–Vietoris spectral sequence consid-

ered in [37, 2.1] is slightly different at the E1-page (because he used a different poset

associated to the ideal I) but they coincide at the E2-page; indeed, it follows from the

fact that our poset is cofinal with respect to the one considered in [37, 2.1].

• Generalized ideal transform: The direct system of functors T[∗] = D[∗](N, −)

of generalized Nagata’s ideal transforms verifies all the requirements [16]. In this

case, T = DI(N, −) and recall that by definition, given p ∈ P̂, we have DIp(N, M) :=
colimk∈NHomA

(
Ik
pN, M

)
for any A-module M. By [16, 2.2], there is an exact sequence

0 −→ �Ip(N, E(A/p)) −→ HomA(N, E(A/p)) −→ DIp(N, E(A/p)) −→ H1
Ip(N, E(A/p)).

So, since E(A/p) is injective, it follows that H1
Ip

(N, E(A/p)) = 0, whence one can arrange

the previous exact sequence in the following way:

0 −−→ �Ip(N, E(A/p)) −−→ HomA(N, E(A/p)) −−→ DIp(N, E(A/p)) −−→ 0.
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Therefore, combining this short exact sequence with the calculation carried out in the

previous part we get

DIp(N, E(A/p)) =
⎧⎨
⎩HomA(N, E(A/p)), if p /∈ V(Ip),

0, if p ∈ V(Ip).

Finally, given any m ∈ Max(A) one has, as a direct application of [8, 4.1.7] (indeed, N is

finitely generated and the localization map A −−→ Am is flat), that

DIp(N, E(A/p))m =
⎧⎨
⎩HomAm

(
Nm, E(A/p)m

)
, if p /∈ V(Ip) and p ⊆ m,

0, otherwise.

Therefore, we obtain the following spectral sequence:

Notice that, when N = A,

In fact, this spectral sequence for ordinary Nagata’s ideal transforms may be regarded

as the module version of the one obtained in [13, 3.5]. On the other hand, this spectral

sequence is very closely related with the previous Mayer–Vietoris spectral sequence for

local cohomology modules because of the well-known isomorphism RjDJ(M) ∼= Hj+1
J (M)

for any j ≥ 1 and for any ideal J of A [8, 2.2.6]. Finally, note that, when n = 2, we recover

the long exact sequence

0 −→ DI1+I2(M) −→ DI1(M) ⊕ DI2(M) −→ DI(M) −→ H2
I1+I2(M)

. . . −→ Hj
I1

(M) ⊕ Hj
I2

(M) −→ Hj
I (M) −→ Hj+1

I1+I2
(M) −→ . . .

given in [8, 3.2.5].

• Local cohomology with respect to pairs of ideals: Let J be an arbitrary ideal

of A. The direct system of torsion functors with respect to pairs of ideals T[∗] = �[∗],J

is given by Tp(M) := �Ip,J(M), that is, the (Ip, J)-torsion module with respect to M. The

reader should remember that, for any ideal K of A, the torsion functor �K,J is defined in
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the following manner:

�K,J(M) := {
m ∈ M | Klm ⊆ Jm for some l ∈ N

}
.

Furthermore, it is known [61, 1.11] that T[∗] verifies the previous requirements. In

particular, T = �I,J . Moreover, using [61, 1.11] once again, one deduces that

�Ip,J(E(A/p)) =
⎧⎨
⎩E(A/p), if p ∈ W(Ip, J),

0, if p /∈ W(Ip, J).

Here, W(Ip, J) := {p ∈ Spec(A) | In
p ⊆ p + J for some integer n ≥ 1}.

Therefore, we obtain the following spectral sequence:

It turns out that, when n = 2, this spectral sequence degenerates into the following long

exact sequence:

. . . −−→ Hj
I1,J(M) ⊕ Hj

I2,J(M) −−→ Hj
I,J(M) −−→ Hj+1

I1+I2,J(M) −−→ . . .

This long exact sequence may be regarded as a Mayer–Vietoris long exact sequence for

local cohomology modules with respect to pairs of ideals; it is worth mentioning that,

to the best of our knowledge, this is the 1st time that this long exact sequence appears

in the literature.

4.3 Enhanced structure

The main purpose now is to show, roughly speaking, that if M is not only an A-

module, but also has a certain additional structure, then the spectral sequence produced

in Theorem 4.6 also inherits this structure. Throughout this part, in addition to the

assumptions and notations we establish in Setup 4.3, we also require the following:

Assumption 4.7. Let S ⊆ A be an abelian subcategory closed under subobjects,

subquotients, and extensions such that, for any object N ∈ S and for any p ∈ P̂,

Tp(N) ∈ S; moreover, if M ∈ S then we suppose that there is a long exact sequence

0 −−→ M −−→ E∗ in A such that

(i) For any p ∈ P̂ and for any j ≥ 0, RkTp(Ej) = 0 for all k ≥ 1.

(ii) The long exact sequence 0 −−→ M −−→ E∗ may be regarded as an exact

cochain complex in S.
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(iii) If A contains a field K, then we also assume that, for any M ∈ S, K ⊗A M is

also an object of S such that the map K⊗AM −−→ M, given by the assignment

r ⊗ m �−→ rm, is a natural isomorphism in S.

We are now in a position to establish the main result of this part; namely, the

following:

Theorem 4.8. Under the assumptions of Setup 4.3, if parts (i) and (ii) of Assumption 4.7

are satisfied, then one has that the spectral sequence

Rj−iT(M) can be regarded as spectral sequence in the category S.

Proof. Let 0 −−→ M −−→ E∗ be the long exact sequence given by Assumption 4.7;

along the proof of Theorem 4.6 we already saw that the E0-page of our spectral sequence

is given by the double complex Roosi

(
T[∗]

(
Ej
))

, which again using Assumption 4.7 can

be regarded as a double complex in S. In this way, since all the pages of our spectral

sequence are given by subquotients of our starting double complex, and S is closed

under subquotients, it follows that can be

regarded as spectral sequence in the category S, as claimed. �

Now, we want to introduce some specific examples where the assumptions of

4.7 are satisfied; in all these examples, unless otherwise is specified, T[∗] is either the

torsion functor �[∗] or the ideal transform functor D[∗].

• F-modules: Let A be a commutative regular ring containing a field of prime

characteristic p; it was shown in [36, (1.2b”)] that, if M is an F-module, and 0 −−→
M −−→ E∗ is its minimal injective resolution in A, then 0 −−→ M −−→ E∗ can also be

regarded as an exact cochain complex in the category of F-modules. On the other hand,

any injective A-module is Tp-acyclic for any p ∈ P̂; moreover, if N is any F-module,

then, for any p ∈ P̂, Tp(N) is so. Summing up, if S is the category of F-modules, then

parts (i) and (ii) of Assumption 4.7 hold; this fact was already pointed out in [4, 1.2(iii)].

Finally, notice that one has to require that K = Fp in order to guarantee that part (iii)

also holds; indeed, this is because, given an F-module M with structural isomorphism

φ, if one wants to put an F-module structure on K ⊗A M compatible with the natural

isomorphism K ⊗A M −−→ M, then one way to do so is to require that the action of φ on

K is trivial, and this is the case when K = Fp.

• Holonomic D-modules: Let K be a field of characteristic 0, let A be a com-

mutative Noetherian regular ring containing K, let D = DA|K be the ring of K-linear
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differential operators on A, let S be the category of holonomic (left) D-modules, and

let M be a (left) holonomic D-module. Since the category of left D-modules has enough

injectives, we can pick a injective resolution 0 −−→ M −−→ E∗ of M in S; moreover,

since D is a free, right A-module it follows either from [44, Corollary 1.1 (2)] or from

[52, Theorem 1 and Example 1] that 0 −−→ M −−→ E∗ can also be regarded as an

injective resolution of A-modules, which implies that for any p ∈ P̂ and for any j ≥ 0,

RkTp(Ej) = 0 for all k ≥ 1. Finally, it is also known that, for any p ∈ P̂ and for any

holonomic D-module N, Tp(N) is also a holonomic D-module; in this way, S satisfies

parts (i) and (ii) of the assumptions required in 4.7. This fact was already pointed out

in [4, 1.2(iii)]. In particular, it recovers and extends [52, 3.3]. Finally, notice that part (iii)

also holds mainly because the action on any K-linear differential operator on K is trivial

(see [14, Chapter 14 and Corollary 3.5]; in the notation there one has to consider the

projection on to a point to obtain the result).

• Quasi-holonomic D-modules: Let K be a field of characteristic 0, let A be

a differentiable admissible K–algebra (see [48, Hypothesis 2.3] and [43, Definition

1.2.3.6]), let T[∗] be the torsion functor �[∗] or the torsion functor with respect to pairs

of ideals �[∗],J , let D = DA|K be the ring of K-linear differential operators on A, let S
be the category of quasi-holonomic (left) D-modules [1, Definition 3.2], and let M be

a (left) quasi-holonomic D-module. First of all, it is known [1, Lemma 3.5] that S is

closed under formation of submodules, quotients, and extensions. Secondly, since the

category of left D-modules has enough injectives, we can pick 0 −−→ M −−→ E∗ an

injective resolution of M in S; moreover, since D is a free, right A-module [1, p. 2240–1]

it follows either from [44, Corollary 1.1 (2)] or from [52, Theorem 1 and Example 1] that

0 −−→ M −−→ E∗ can also be regarded as an injective resolution of A-modules, which

implies that for any p ∈ P̂ and for any j ≥ 0, RkTp(Ej) = 0 for all k ≥ 1. Finally, it is

also known that, for any p ∈ P̂ and for any quasi-holonomic D-module N, Tp(N) is also

a quasi-holonomic D-module [1, Example 3.14]; in this way, we have already checked

that S satisfies part (i) and (ii) of Assumption 4.7. It also satisfies part (iii) because

quasi-holonomic D-modules are exactly the ones that can be expressed as colimit of

holonomic D-modules [1, Corollary 3.7], tensor products commute with colimits, and

that we already saw that, when M is holonomic, K ⊗A M is also holonomic.

• Graded modules: Let A be K[x1, . . . , xd] graded by Zn (for some n ≥ 1), and

let S be the category of Zn-graded A-modules; since S is an abelian category with

enough injectives [8, 13.2.4], we can choose, given any graded A-module M, a resolution

0 −−→ M −−→ E∗ by injective objects of S. Moreover, by [8, 13.2.6] one has that, for any
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injective object of S (namely, E), one has that RkTp(E) = 0 for all p ∈ P̂, and k ≥ 1.

Finally, it is also known that, for any p ∈ P̂ and for any graded A-module N, Tp(N) is

so. Therefore, S satisfies the assumptions required in Assumption 4.7 (notice that part

(iii) also holds mainly because K is concentrated in degree zero). This fact was already

pointed out in [4, Proof of 2.1].

• Modules over the group ring: Let A be any commutative regular ring

containing a field, let G be a group, let A[G] be the group ring, and let M be a (left)

A[G]-module. Since S := A[G]−Mod has enough injectives, we can pick 0 −−→ M −−→ E∗

an injective resolution of M in S; moreover, since A[G] is a free, right A-module it

follows either from [44, Corollary 1.1 (2)] or from [52, Theorem 1 and Example 8] that

0 −−→ M −−→ E∗ can also be regarded as an injective resolution of A-modules, which

implies that for any p ∈ P̂ and for any j ≥ 0, RkTp(Ej) = 0 for all k ≥ 1. Finally, it is

also known that, for any p ∈ P̂ and for any A[G]-module N, Tp(N) is also an A[G]-module.

In this way, S satisfies the assumptions required in Assumption 4.7 (again, notice that

part (iii) also holds mainly because K is concentrated in degree 0). This fact was already

shown in [37, p. 640–1] with a more direct approach.

4.4 Degeneration of homological spectral sequences

The goal of this subsection is to provide sufficient conditions in order to guarantee that

the previously mentioned homological spectral sequences degenerate at the E2-page.

First, we shall collect some preliminary facts that will simplify the proofs of the main

result of this subsection.

Definition 4.9. Let q ∈ P and let M be an object of A. The direct system represented by

M on q (namely, Mq) is defined as follows: for any p ∈ P,

(Mq)p :=
⎧⎨
⎩M, if p = q,

0, otherwise.

Next result computes the colimit of this special construction (cf. [7, 4.5 (ii)] and

[9, 8.7]).

Lemma 4.10. Let q ∈ P and let M be an object of A. For any i ∈ N,

Licolimp∈P(Mq)p
∼= H̃i−1((q, 1P̂); M),
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where the tilde denotes reduced simplicial homology. We agree that the reduced

homology of the empty simplicial complex is M in degree −1 and 0 otherwise.

Proof. Consider the following direct systems:

(
M>q

)
p

:=
⎧⎨
⎩M, if p ∈ (q, 1P̂),

0, otherwise,
and

(
M≥q

)
p

:=
⎧⎨
⎩M, if p ∈ [q, 1P̂),

0, otherwise.

Thus, we have the following short exact sequence in Dir(P,A):

0 −−→ M>q −−→ M≥q −−→ Mq −−→ 0.

This leads to the following short exact sequence of chain complexes:

0 −−→ Roos∗(M>q) −−→ Roos∗(M≥q) −−→ Roos∗(Mq) −−→ 0.

Moreover, this short exact sequence of complexes induces the following long exact one

in homology:

. . . → Hi(Roos∗(M>q)) → Hi(Roos∗(M≥q)) → Hi(Roos∗(Mq)) → Hi−1(Roos∗(M>q)) → . . . .

On the one hand, the chain complex Roos∗(M≥q) (respectively, Roos∗(M>q)) agrees

with the one for computing the reduced simplicial homology of the topological space

[q, 1P̂) (respectively, (q, 1P̂)) with coefficients on M; hence, one has the following natural

isomorphisms:

Hi(Roos∗(M≥q)) ∼= H̃i([q, 1P̂); M), Hi(Roos∗(M>q)) ∼= H̃i((q, 1P̂); M).

In addition, since [q, 1P̂) is contractible (see Lemma 2.9) it follows that H̃i([q, 1P̂); M) = 0

for all i ≥ 0; in this way, combining all the foregoing one has, for any i ≥ 1, that there

is a canonical isomorphism Hi(Roos∗(M≥q)) ∼= H̃i−1((q, 1P̂); M). Finally, combining this

isomorphism with the fact that the homology groups of the Roos chain complex agree

with the left derived functors of the colimit (see Lemma 3.1), one finally obtains that

Li colimp∈P(Mq)p
∼= H̃i−1((q, 1P̂); M), just what we finally wanted to show. �
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Now, we introduce the main result of this subsection; notice that the

assumptions imposed in the following result are a slight generalization of the ones

imposed in [5, 1.2] and [10, 1.1].

Theorem 4.11. Let A be a commutative Noetherian ring containing a field K, let T[∗] be

the functor introduced in Setup 4.3, and let M be an object of A verifying the following

requirements:

(a) For any p ∈ P, RjTp(M) = 0 up to a unique value of j (namely, hp).

(b) For any pair of distinct elements p and q of P, HomA

(
RhpTp(M), RhqTq(M)

) = 0.

Then, there are canonical isomorphisms of A-modules

Li colimp∈P RjT[∗](M) ∼=
⊕
j=hq

(
H̃i−1((q, 1P̂); K) ⊗K RhqTq(M)

) ∼=
⊕
j=hq

RhqTq(M)⊕mi,q

(where mi,q := dimK(H̃i−1((q, 1P̂); K))), and

degenerates at the E2-page.

Proof. Parts (a) and (b) of our assumptions imply that there is a canonical isomorphism

of direct systems of A-modules

RjT[∗](M) ∼=
⊕
j=hq

(
RhqTq(M)

)
q

.

Indeed, the direct system RjT[∗](M) is the one given by
(
RjTp(M)

)
p∈P = (

RhpTp(M)
)
p∈P

(j = hp), where the only nonzero structural maps are identities; in this way, these facts

imply that this direct system splits into the above direct sum.

Now, fix i ∈ N. Applying to the above decomposition the ith left derived functor

of the colimit over P, we get the following canonical isomorphism of A-modules:

Licolimp∈P RjT[∗](M) ∼=
⊕
j=hq

Li colimp∈P

(
RhqTq(M)

)
q

.

Moreover, Lemma 4.10 implies that there is a canonical isomorphism of A-modules:

Li colimp∈P RjT[∗](M) ∼=
⊕
j=hq

H̃i−1

(
(q, 1P̂); RhqTq(M)

)
.
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Next, since the map H̃i−1((q, 1P̂); K) ⊗K RhqTq(M) → H̃i−1

(
(q, 1P̂); RhqTq(M)

)
given by the

assignment cls(z) ⊗ a �−→ cls(z ⊗ a) is a natural isomorphism of A-modules (indeed,

because any H̃i−1((q, 1P̂); K) is flat over the field K) one obtains the below natural

isomorphism of A-modules:

Li colimp∈P RjT[∗](M) ∼=
⊕
j=hq

(
H̃i−1((q, 1P̂); K) ⊗K RhqTq(M)

)
.

Now, set mi,q := dimK(H̃i−1((q, 1P̂); K)), so H̃i−1((q, 1P̂); K) ∼= K⊕mi,q . On the other hand, the

natural map K ⊗K RhqTq(M) −−→ RhqTq(M) given by the assignment r ⊗ x �−→ rx is a

natural isomorphism of A-modules obtained by extending scalars [56, Propositions 2.51

and 2.58], and since tensor product preserves direct sums [56, Theorem 2.65], one

obtains a natural isomorphism H̃i−1((q, 1P̂); K) ⊗K RhqTq(M) ∼= RhqTq(M)⊕mi,q of A-

modules, and therefore we finally have a natural isomorphism

⊕
j=hq

(
H̃i−1((q, 1P̂); K) ⊗K RhqTq(M)

) ∼=
⊕
j=hq

RhqTq(M)⊕mi,q

of A-modules. In this way, combining the previous isomorphism joint with part (b) of

our assumptions one obtains the announced degeneration. �

When a spectral sequence degenerates at the E2-page, it is natural to consider

the corresponding filtration that this degeneration provides. This is the content of the

following direct consequence of Theorem 4.11.

Corollary 4.12. Let A be a commutative Noetherian ring containing a field K, let T[∗] be

the functor introduced in Section 4, and let M be an object of A verifying the following

requirements:

(a) For any p ∈ P, RjTp(M) = 0 up to a unique value of j (namely, hp).

(b) For any pair of distinct elements p and q of P, HomA

(
RhpTp(M), RhqTq(M)

) = 0.

Then, for each 0 ≤ r ≤ cd(T) (see Setup 4.3 for the definition of cd(T)) there is an

increasing, finite filtration
{
Gr

k

}
of RrT(M) by A-modules such that, for any k ≥ 0,

Gr
k/Gr

k−1
∼=

⊕
{q∈P | k+r=hq}

RhqTq(M)⊕mk,q ,

where mk,q := dimK(H̃k−1((q, 1P̂); K)) and we follow the convention that Gr−1 = 0.
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Proof. Under these assumptions, Theorem 4.11 ensures that the spectral sequence

degenerates at the E2-page; moreover, Theorem 4.11 says that

E−i,j
2 =

⊕
{q∈P | j=hq}

RhqTq(M)⊕mi,q .

Now, fix 0 ≤ r ≤ cd(T). From the degeneration at the E2-page obtained in Theorem 4.11

and the very definition of convergence of a spectral sequence [56, pp. 626–7], one gets

an increasing finite filtration
{
Gr

k

}
of RrT(M) by A-modules such that Gr

k/Gr
k−1

∼= E−k,k+r
2 .

Therefore, we get

Gr
k/Gr

k−1
∼=

⊕
{q∈P | k+r=hq}

RhqTq(M)⊕mk,q ,

just what we finally wanted to show. �

We also write down the enriched version (see Assumption 4.7) of Corollary 4.12,

which can be proved using the same kind of arguments involved in the proof of

Theorem 4.8 and Corollary 4.12.

Corollary 4.13. Let A be a commutative Noetherian ring containing a field K, let T[∗] be

the functor introduced in Section 4, let S be a subcategory of A satisfying Assumption

4.7, and let M be an object of S verifying the following requirements:

(a) For any p ∈ P, RjTp(M) = 0 up to a unique value of j (namely, hp).

(b) For any pair of distinct elements p and q of P, HomS
(
RhpTp(M), RhqTq(M)

)=0.

Then, for each 0 ≤ r ≤ cd(T) there is an increasing, finite filtration
{
Gr

k

}
of RrT(M) by

objects of S such that, for any k ≥ 0,

Gr
k/Gr

k−1
∼=

⊕
{q∈P | k+r=hq}

RhqTq(M)⊕mk,q ,

(where mk,q := dimK(H̃k−1((q, 1P̂); K)) and we follow the convention that Gr−1 = 0), and

all these isomorphisms are isomorphisms in the category S.

D
ow

nloaded from
 https://academ

ic.oup.com
/im

rn/article/2020/19/6197/5079029 by U
niversitat de Barcelona user on 23 O

ctober 2020



On Some Local Cohomology Spectral Sequences 6239

4.4.1 Examples of degeneration

The goal of this part is to specialize Theorem 4.11 (and, in particular, Corollary 4.12) to

several specific choices of T[∗] and P.

Keeping this aim in mind, we review for the convenience of the reader the

following:

Definition 4.14. Let A be a commutative Noetherian ring, and let I ⊆ A be an ideal;

it is said that I is cohomologically complete intersection provided Hk
I (A) �= 0 for

any k �= ht(I).

Cohomologically complete intersection ideals were introduced by Hellus and

Schenzel in [25], where the interested reader on this notion can find further details and

results. This situation is achieved, among others, in the following cases:

· A is a regular ring containing a field of prime characteristic, which is either

local or a polynomial ring over that field, and I ⊆ A is an ideal (homogeneous

in the polynomial ring case) such that A/I is Cohen–Macaulay [51, Chapter

IV, Proposition 4.1, and Corollary 4.2].

· A is either a polynomial ring or a formal power series ring over a field

of arbitrary characteristic, A/I is Cohen–Macaulay, and I is a squarefree

monomial ideal [34, Theorem 1 (iii)].

When A/I is Cohen–Macaulay containing a field of characteristic 0, it is no longer true

that I is a cohomologically complete intersection ideal; take, for instance, A as the

polynomial ring in six variables over any field of characteristic 0, and take I as the

ideal generated by the 2 × 2 minors of a generic 2 × 3 matrix [29, Example 21.31].

We plan to use the following property of this kind of ideals.

Lemma 4.15. Let A be a commutative Noetherian Gorenstein ring, and let p and q

be prime ideals of A; assume, in addition, that p �⊆ q, that ht(p) �= ht(q), and that

both p and q are cohomologically complete intersection ideals. Then, one has that

HomA

(
Hht(p)
p (A), Hht(q)

q (A)
)

= 0.

Proof. For the sake of brevity, set hp := ht(p) and hq := ht(q). So, since p �⊆ q and q is

prime, (q : p) = q, and therefore

HomA(A/p, A/q) = (q : p)

q
= 0;

this is the basic fact we are going to use very soon.
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Assume, to get a contradiction, that there is 0 �= ψ ∈ HomA

(
H

hp
p (A), H

hq
q (A)

)
;

since A is Gorenstein, A admits a minimal injective resolution of the form

where n = dim(A) and, for any 0 ≤ k ≤ n,

Ek =
⊕

{p′∈Spec(A): ht(p′)=k}
E(A/p′).

This implies that �p(E
hp−1) = 0 and �q(E

hq−1) = 0; hence,

H
hp
p (A) = ker(�p(d

hp
))

Im(�p(d
hp−1))

⊆ E(A/p),

and

H
hq
q (A) = ker(�q(d

hq
))

Im(�q(d
hq−1))

⊆ E(A/q).

These inclusions, combined with the fact that AssA(E(A/p)) = {p} (respectively,

AssA(E(A/q))={q}), imply that AssA

(
H

hp
p (A)

) = {p} and AssA

(
H

hq
q (A)

) = {q}. Therefore, one

has that, if H
hp
p (A)

ψ−−→H
hq
q (A) is nonzero, then there is a nonzero A-linear map A/p−−→

A/q; but this is impossible because we have already seen that HomA(A/p, A/q) = 0. �

Remark 4.16. Notice that the assumption hp �= hq in Lemma 4.15 cannot be dropped,

in general; indeed, suppose that, for instance, h := hp = hq and that q ⊆ p, so we can

write p = q+J for some ideal J ⊆ A. In this case, the Mayer–Vietoris long exact sequence

produces the following natural map: Hh
p (A) −−→ Hh

q (A)⊕Hh
J (A). If we compose this map

with the projection on to the 1st factor of its target, then one obtains a potentially

nonzero homomorphism Hh
p (A) −−→ Hh

q (A).

As a direct consequence of Corollary 4.12 and Lemma 4.15, we obtain the

following:

Theorem 4.17. Let A be a commutative Noetherian Gorenstein ring containing a field K,

and let I ⊆ A be an ideal such that the poset P is made up by cohomologically complete

intersection ideals; moreover, suppose that, for any p < q, hq < hp. Then, for each

0 ≤ r ≤ dim(A) there is an increasing, finite filtration
{
Gr

k

}
of Hr

I (A) by A-modules such
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that, for any k ≥ 0,

Gr
k/Gr

k−1
∼=

⊕
{q∈P | k+r=hq}

H
ht(Iq)

Iq
(A)⊕mk,q ,

where mk,q := dimK(H̃k−1((q, 1P̂); K)) and we follow the convention that Gr−1 = 0.

Now we specialize the conclusion of Theorem 4.17 to some specific examples.

• Linear arrangements: Let K be a field, and let I ⊆ K[x1, . . . , xd] =: A be the

defining ideal of an arrangement of linear varieties of Kd; it is known that I admits a

minimal primary decomposition of the form I = I1 ∩ . . .∩ In, where any Ij is a prime ideal

of A generated by polynomials of total degree at most 1. It is also clear that any sum of

the Iks gives another prime ideal of the same kind, so the poset P is made up by prime

ideals of this form, in particular all of them are cohomologically complete intersection

ideals; so, the assumptions of Theorem 4.17 are satisfied in this case. This example is

the one already studied in detail in [5].

• Toric face ideals in prime characteristic: Let � ⊆ Rd be a rational pointed

fan, let M� be a monoidal complex supported on �, let K be a field, and let K[M� ] be

the corresponding toric face ring. It is known [46, p. 539] that K[M� ] ∼= K[x1, . . . , xd]/I,

where I is generated by squarefree monomials and pure binomials; we refer to any I

of this type as a toric face ideal. Moreover, it is also known that I admits a minimal

primary decomposition

I = pC1
∩ . . . ∩ pCt

,

where pCi
is the Zd-graded prime ideal of A := K[x1, . . . , xd] corresponding to one of the

maximal cones of � (namely, Ci); in addition, since pCi
+ pCj

= pCi∩Cj
[28, Lemma 2.3 (i)]

one can ensure that the poset P is made up by prime ideals of A.

Now, assume that K is a field of prime characteristic p and M� is a Cohen–

Macaulay monoidal complex; this last condition means that, for any cone C of �, A/pC

is a Cohen–Macaulay ring. Under these assumptions, for any cone C of �, pC is a

cohomologically complete intersection prime ideal.

Summing up, we have seen that, if I ⊆ K[x1, . . . , xd] is the defining ideal of a toric

face ring of the form K[M� ], where K is a field of prime characteristic p and M� is a

Cohen–Macaulay monoidal complex, then the poset P is made up by cohomologically

complete intersection prime ideals, which is what we need to prove.
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Remark 4.18. We want to single out here that, from Theorem 4.17, one can immediately

deduce a Mustaţâ–Terai-type formula for certain toric face rings; we plan to write down

this formula later on in this paper (see Theorem 7.14).

4.5 Additive functions

Our next goal is to exploit the filtration obtained in Corollary 4.13 to extend the formula

of characteristic cycles of local cohomology modules given in [4, 1.3]. Actually, the

most general statement we obtain, which is a direct consequence of Corollary 4.13,

is the following:

Theorem 4.19. Under the assumptions of Corollary 4.13, let S be as in Assumption 4.7,

let G be an abelian group, and let be an additive function. If M ∈ S then, for

any 0 ≤ r ≤ cd(T),

λ
(
RrT(M)

) =
∑
p∈P

mr,p λ
(
RhpTp(M)

)
,

where mr,p = dim KH̃hp−r−1((p, 1P̂); K).

Now, we want to specialize the above formula for several specific choices of λ.

• Characteristic cycles: Let K be a field of characteristic 0, let S be the category

of holonomic D-modules on A (where A is a commutative Noetherian regular ring

containing K), and let T[∗] be �[∗]. Since the characteristic cycle CC is additive, we obtain

the following formula:

CC
(
Hr

I (A)
) =

∑
p∈P

mr,p T∗
Xp

Kd,

where T∗
Xp

Kd denotes the relative conormal subspace of T∗Kd attached to Xp = V(Ip).

As the reader can easily point out, this formula recovers and extends the one given

in [5, 1.3].

• Length of a D-module: Let A be a commutative Noetherian regular ring

containing a field K, let D = DA|K be the ring of K-linear differential operators on

A, let S be the category of left D-modules, and let D be the length function of this

category; since D is additive, Theorem 4.19 ensures that, for any D-module M for which

the assumptions of Corollary 4.12 are satisfied,

D

(
Hr

I (M)
) =

∑
p∈P

mr,p D

(
H

hp
Ip

(M)
)
.
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The reader will easily note that this formula provides an equality of generalized

Lyubeznik numbers when M = A [49, Definition 4.3].

• Length of an F-module: Let A be a commutative Noetherian regular ring

containing a field of prime characteristic p, let S be the category of F-modules, and

let F be the length function of this category; since F is additive, Theorem 4.19 ensures

that, for any F-module M for which the assumptions of Corollary 4.12 are satisfied,

F

(
Hr

I (M)
) =

∑
p∈P

mr,p F

(
H

hp
Ip

(M)
)

.

In the case A = Fp[[x1, . . . , xd]] this equality is equivalent, by the definition of Lyubeznik’s

quasi length [36, Theorem 4.5], to the one below:

ql
(
Hd−r
m (A/I)

) =
∑
p∈P

mr,p ql
(
H

dim(A/Ip)
m (A/Ip)

)
.

On the other hand, if A = Fp[x1, . . . , xn], then the above equality provides a closed

formula for the calculation of F

(
Hr

I (A)
)
; it is worth noting that, in [31, Corollary 3.6],

they provide the following upper bound for the length:

F

(
Hr

I (A)
) ≤

∑
1≤i1≤...≤ij≤t

((
di1 + . . . + dij + 1

)n − 1
)

,

where I is generated by polynomials f1, . . . , ft with deg(fk) = dk.

5 Cohomological Spectral Sequences Associated to Inverse Systems

As in the homological setup, the goal of this section is to build some spectral sequences,

in spite of the fact that we are mostly interested on those involving local cohomology

modules; actually, the spectral sequences we are going to build involve in their 2nd page

the right derived functors of the limit, for this reason we refer to them as cohomological.

Let A be a commutative Noetherian ring A and A the category of A-modules.

In this section we will either consider the poset associated to an ideal I ⊆ A given

in Example 2.1 or the poset associated to a rational pointed fan � ⊆ Rd given in

Example 2.2. The main difference with respect to the construction of spectral sequences

given in Section 4 is that our starting point is going to be an inverse system of A-modules

over a poset instead of just an A-module. Most commonly, given an ideal I ⊆ A and an
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A-module M, we will consider the inverse system M/[∗]M := (M/IpM)p∈P or given a

rational pointed fan � ⊆ Rd we will consider the inverse system (K[M�p
])p∈P.

Before going on we should point out that, in general, it is not true that, neither

M/[∗]M is acyclic with respect to the limit, nor the isomorphism M/IM ∼= limp∈P M/IpM.

In the case that M = A some sufficient conditions to guarantee this isomorphism were

given in [9, Example 3.3].

Proposition 5.1. Assume that P is a subset of a distributive lattice of ideals of A

(with respect to sum and intersection) or, more generally, that A/[∗] is acyclic with

respect to the limit and the natural homomorphism A−−→ limp∈P A/Ip is surjective. Then,

there is a canonical isomorphism A/I ∼= limp∈P A/Ip.

For the case of monomial ideals these conditions are satisfied [10, Example 3.3].

For toric face ideals this is also true [12, Proposition 2.2 and Proof], so we have an

isomorphism K[M� ] ∼= limp∈P K[M�p
].

However, as we already observed, it is in general not true that M/IM is

isomorphic to limp∈ PM/IpM, even in the case where M = A. We specially thank Jack

Jeffries for pointing out to us the following:

Remark 5.2. The sufficient conditions given in Proposition 5.1 are, in general,

not satisfied for ideals defining arrangements of linear varieties; more precisely, in

what follows we give an example where A/I is not isomorphic to limp∈P A/Ip. Indeed, for

instance take the ideal I = (x) ∩ (y) ∩ (x − y) ⊆ K[x, y] = A, where K is any field. In this

case, the poset P is

It is straightforward to check that

((x) + (y)) ∩ (x − y) = (x − y) � (x(x − y), y(x − y)) = ((x) ∩ (x − y)) + ((y) ∩ (x − y)) ,

hence, P cannot be a subset of a distributive lattice of ideals of A with respect to sum

and intersection.
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Our next goal is to show that A/I cannot be isomorphic to limp∈P A/Ip; actually, it

is enough to show that the natural monomorphism A/I ↪→ limp∈P A/Ip is not surjective.

Indeed, limp∈P A/Ip is the kernel of the unique nonzero differential of the Roos cochain

complex; namely, the following:

A/(x) × A/(y) × A/(x − y) × A/(x, y) −→ A/(x, y) × A/(x, y) × A/(x, y)

(a, b, c, d) �−→ (a − d, b − d, c − d).

Consider the constant map A/I −→ A/(x) × A/(y) × A/(x − y) × A/(x, y) mapping a to

(a, a, a, a); it is enough to show that this constant map is not surjective.

Indeed, suppose (to get a contradiction) that, given polynomials a, b, c ∈ A such

that (without loss of generality) a(0, 0) = b(0, 0) = c(0, 0) = 0, there is a polynomial

P = P(x, y) such that P(0, 0) = 0, P(0, y) = a(0, y), P(x, 0) = b(x, 0), and P(x, x) = c(x, x)

(this is equivalent to say that the above constant map is surjective). It is straightforward

to check that, under these assumptions, deg(P) (by deg(P) we mean the total degree of

P) is less than or equal to degy(a) + degx(b). Therefore, to get a contradiction, one only

needs to pick c such that deg(c) ≥ degy(a) + degx(b) + 1. For a concrete example, just

take a = y, b = x, and c = x2.

Summing up, we have seen that our above constant map cannot be surjective;

hence, A/I cannot be isomorphic to limp∈P A/Ip.

Remark 5.3. We also want to point out that, although P may not be a subset of a

distributive lattice of ideals of A, one might still have that the natural map A −→
limp∈P A/Ip is surjective; indeed, consider I = (x, y) ∩ (x, z) ∩ (x − z, y) ⊆ K[x, y, z] = A,

where K is any field. In this case, the poset P is

It is straightforward to check that

((x, y) + (x, z)) ∩ (x − z, y) = (x − z, y) � ((x, y) ∩ (x − z, y)) + ((x, z) ∩ (x − z, y)) ,
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hence, P cannot be a subset of a distributive lattice of ideals of A with respect to sum

and intersection. However, in this case, a similar calculation to the one carried out in

Remark 5.2 shows that A −→ limp∈PA/Ip is surjective, and therefore there is an

isomorphism A/I ∼= limp∈P A/Ip.

5.1 Construction of cohomological spectral sequences

The reader is encouraged to compare the following setup with the ones carried out

in Sections 4.3 and 6.1; indeed, in this case we are going to produce an endofunctor

on inverse systems of A-modules carrying over a given endofunctor of A-modules.

Setup 5.4. Let be a covariant, left exact functor, and let P be any finite poset.

Building upon T, we produce the following endofunctor on Inv(P,A): namely,

M = (Mp)p∈P �−→ T (M) := (T(Mp))p∈P.

In addition, we suppose that T commutes with arbitrary direct sums and that there

are ideals J and K of A such that T verifies one (and only one) of the following two

assumptions:

(a) For any p ∈ Spec(A) and for any maximal ideal m of A, there exists an

A-module X such that

T (E (A/p))m =
⎧⎨
⎩X, if p ∈ W(J, K) and p ⊆ m,

0, otherwise.

Here, X depends on J, K, T, p, and m.

(b) For any p ∈ Spec(A) and for any maximal ideal m of A, there exists an

A-module Y such that

T (E (A/p))m =
⎧⎨
⎩Y, if p /∈ W(J, K) and p ⊆ m,

0, otherwise.

Here, Y depends on J, K, T, p, and m.

In what follows, for a functor T , we denote by RjT its corresponding jth right derived

functor in the abelian category Inv(P,A).
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5.1.1 Main result

As we have previously explained, our goal is to construct a spectral sequence that

involves the right derived functors of the limit. The following lemma turns out to be

the 1st step in this construction.

Lemma 5.5. Let ϒ be an injective inverse system of the form

⊕
j∈J

(EjP)≥qj
,

where J is a (not necessarily finite) index set, qj ∈ P, Ej is an indecomposable injective

A-module, and

[
(EjP)≥qj

]
p

:=
⎧⎨
⎩Ej, if p ∈ [qj, 1P̂),

0, otherwise.

Then, the coaugmented cochain complex

is exact.

Proof. As T and Roos∗ commute with direct sums we may assume, without loss of

generality, that ϒ = (E(A/p)P)≥q for some (p, q) ∈ Spec(A) × P.

Now, we carry out a similar strategy as the one employed in the proof of

Lemma 4.4; indeed, fix a maximal ideal m of A. By the usual generalities, it is enough to

show that the cochain complex

is exact. If p �⊆ m then the previous coaugmented cochain complex is zero and we are

done; therefore, from now on we suppose that p ⊆ m.

First of all, suppose that T verifies requirement (a) of Setup 5.4; on the one hand,

if p /∈ W(J, K), then our coaugmented cochain complex is identically zero, whence we

are done. On the other hand, if p ∈ W(J, K), then this coaugmented cochain complex

turns out to be equal to the one for computing the simplicial cohomology of the

topological space [q, 1P̂) with coefficients in X (see Lemma 3.15). But this topological
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space is contractible by Lemma 2.9; this fact concludes the proof just in case T verifies

assumption (a) of Setup 5.4.

Now, suppose that T verifies hypothesis (b) of Setup 5.4 (and also that p ⊆ m).

On one hand, if p ∈ W(J, K), then our coaugmented cochain complex is identically zero,

whence we are done. On the other hand, if p /∈ W(J, K), then such coaugmented cochain

complex turns out to be equal to the one for computing the simplicial cohomology of

the topological space [q, 1P̂) with coefficients in Y (see Lemma 3.15). But this topological

space is contractible by Lemma 2.9; therefore, the proof is completed. �

The proof of the existence of the following spectral sequence is quite similar to

the ones of Theorems 4.6 and 6.3 and it will be omitted.

Theorem 5.6. Given an inverse system V ∈ Inv(̂P,A), where P is any finite poset, there

is a 1st quadrant spectral sequence

If, in addition, there is a natural equivalence of functors

lim
p∈P

◦T ∼= T ◦ lim
p∈P

,

and V is acyclic with respect to the limit functor, then the previous spectral sequence

can be arranged in the following manner:

Remark 5.7. It is worth mentioning here that Theorem 5.6 can be regarded as an

extension of the argument pointed out in [9, Remark 8.8].

5.2 Examples

The goal of this part is to specialize Theorem 5.6 to several functors that fulfill the

assumptions of Setup 5.4 and also satisfy the natural equivalence of functors requested

in Theorem 5.6. In what follows, J and K will denote arbitrary ideals of A, N will stand

for a finitely generated A-module, and V ∈ Inv(̂P,A) being acyclic with respect to the
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limit. Moreover, we shall use the fact that filtered colimits commute with finite limits.

Before going on, we have to review the following notion [6].

Definition 5.8. Let � be a nonempty set of ideals of A. It is said that � is a system

of ideals of A if, whenever a, b ∈ �, there is an ideal c in � such that c ⊆ ab. The

reader should notice that, regarding a system of ideals � as a poset ordered by reverse

inclusion, � turns out to be a filtered poset. Keeping this in mind, one can define the

bifunctor Hi
�(−, −) by

Hi
�(N, M) := colima∈� Exti

A(N/aN, M).

• Covariant Hom: The functor HomA(N, −) verifies the assumptions of Setup 5.4.

Indeed, it is enough to point out that

HomA

(
N, lim

p∈P
Vp

)
∼= lim

p∈P
HomA (|N|, V) .

Moreover, given p ∈ Spec(A) and m ∈ Max(A) it follows, once again as a direct

consequence of [8, 4.1.7], that

HomA(N, E(A/p))m =
⎧⎨
⎩HomAm

(
Nm, E(A/p)m

)
, if p ⊆ m,

0, otherwise.

Therefore, we obtain the following spectral sequence:

where, as usual, |N| denotes the constant inverse system given by N with identities on

N as structural morphisms.

Remark 5.9. When I = I1 ∩ I2 and V = M/[∗]M for some A-module M, this spectral

sequence degenerates without assumptions to the long exact sequence

D
ow

nloaded from
 https://academ

ic.oup.com
/im

rn/article/2020/19/6197/5079029 by U
niversitat de Barcelona user on 23 O

ctober 2020



6250 J. Àlvarez Montaner et al.

obtained after applying the functor HomA(N, −) to the natural short exact sequence

• Generalized local cohomology: The generalized torsion functor �J(N, −) veri-

fies these requirements too. It may be verified in the following way:

�J

(
N, lim

p∈P
Vp

)
∼= HomA

(
N, �J

(
lim
p∈P

Vp

))
∼= HomA

(
N, lim

p∈P
H0

J (V)

)

∼= lim
p∈P

HomA

(
|N|,H0

J (V)
) ∼= lim

p∈P
H0

J (N, V) .

In addition, we also have to point out that, for any p ∈ Spec(A) and m ∈ Max(A),

�J (N, E(A/p))m =
⎧⎨
⎩HomAm

(
Nm, E(A/p)m

)
, if p ∈ V(J)and p ⊆ m,

0, otherwise.

Remark 5.10. The ordinary torsion functor �J(−) also verifies the assumptions. This

fact follows from the next chain of isomorphisms:

�J

(
lim
p∈P

Vp

)
∼= colimt∈NHomA

(
A/Jt, lim

p∈P
Vp

)
∼= colimt∈N lim

p∈P
HomA

(|A/Jt|, V
)

∼= lim
p∈P

colimt∈NHomA

(|A/Jt|, V
) ∼= lim

p∈P
H0

J (V) .

Furthermore, the reader should also remember, given p ∈ Spec(A) and m ∈ Max(A), that

�J (E(A/p))m =
⎧⎨
⎩E(A/p)m, if p ∈ V(J) and p ⊆ m,

0, otherwise.

Therefore, we obtain the following spectral sequence:
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Remark 5.11. When I = I1 ∩ I2 and V = M/[∗]M for some A-module M, this spectral

sequence boils down to the long exact sequence

obtained after applying the functor �J(N, −) to the natural short exact sequence

• Generalized ideal transforms: The generalized Nagata’s ideal transform

functor DJ(N, −) also verifies the previous assumptions. Indeed, we only have to notice

that

DJ

(
N, lim

p∈P
Vp

)
∼= colimt∈N HomA

(
JtN, lim

p∈P
Vp

)

∼= colimt∈N lim
p∈P

HomA

(|JtN|, V
) ∼= lim

p∈P
DJ(N, V).

In addition, we also have to point out that, for any p ∈ Spec(A) and m ∈ Max(A),

DJ (N, E(A/p))m =
⎧⎨
⎩HomAm

(
Nm, E(A/p)m

)
, if p /∈ V(J) and p ⊆ m,

0, otherwise.

Therefore, we obtain the following spectral sequence:

Remark 5.12. When I = I1 ∩ I2 and V = M/[∗]M for some A-module M, the previous

spectral sequence becomes the long exact sequence

obtained after applying the functor DJ(N, −) to the natural short exact sequence
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• Local cohomology with respect to pairs of ideals: The torsion functor �J,K

with respect to (J, K) verifies the previous requirements. Indeed, set W̃(J, K) as the set

of ideals a of A such that Jt ⊆ a + K for some t ∈ N. We regard W̃(J, K) as a poset with

order given by reverse inclusion of ideals. In this way, applying [61, 3.2], we obtain

�J,K

(
lim
p∈P

Vp

)
∼= colima∈W̃(J,K)�a

(
lim
p∈P

Vp

)
.

Combining this isomorphism with the fact that W̃(J, K) is filtered we get

�J,K

(
lim
p∈P

Vp

)
∼= colima∈W̃(J,K)�a

(
lim
p∈P

Vp

)

∼= colima∈W̃(J,K) lim
p∈P

H0
a (V) ∼= lim

p∈P
H0

J,K (V) .

Moreover, we also notice that, for any p ∈ Spec(A) and m ∈ Max(A),

�J,K (E(A/p))m =
⎧⎨
⎩E(A/p)m, if p ∈ W(J, K) and p ⊆ m,

0, otherwise.

Therefore, we obtain the following spectral sequence:

Remark 5.13. When I = I1 ∩ I2 and V = M/[∗]M for some A-module M, this spectral

sequence boils down to the long exact sequence

obtained after applying the functor �J,K to the natural short exact sequence

0 −−→ M/IM −−→ M/I1M ⊕ M/I2M −−→ M/
(
I1 + I2

)
M −−→ 0.

• Local cohomology with respect to inverse systems of ideals: Let � be a sys-

tem of ideals. We claim that ��(N, −) also verifies these requirements; indeed, it is
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enough to point out that

��

(
N, lim

p∈P
Vp

)
∼= colima∈� HomA

(
N/aN, lim

p∈P
Vp

)
∼= colima∈� lim

p∈P
HomA (|N/aN|, V)

∼= lim
p∈P

colima∈�HomA (|N/aN|, V) ∼= lim
p∈P

H0
� (N, V) .

Furthermore, we have to point out that, for any p ∈ Spec(A) and m ∈ Max(A),

�� (N, E(A/p))m =
⎧⎨
⎩colima∈� HomAm

(
Nm/amNm, E(A/p)m

)
, if p ⊆ m,

0, otherwise.

Therefore, we obtain the following spectral sequence:

Remark 5.14. When I = I1 ∩ I2 and V = M/[∗]M for some A-module M, this spectral

sequence boils down to the long exact sequence

obtained after applying the functor ��(N, −) to the natural short exact sequence

So far, in all the aforementioned examples we only picked different choices of T;

in the following example, we also make a different choice of poset P.

• Local cohomology of toric face rings: Let � ⊆ Rd be a rational pointed fan

with � = �1 ∪ . . . ∪ �n for certain subfans �j ⊆ �, let M� be a monoidal complex

supported on �, and let P be the poset given by all the possible intersections of the fans

�j ordered by inclusion. Moreover, let K be a field, and let K[M� ] be the corresponding

toric face ring, with m as graded maximal ideal. In this case, if T = �m and A = K[M� ],

then for any p ∈ P we can regard K[M�p
] as a K[M� ]-module and therefore we obtain
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the next spectral sequence:

Notice that, in this specific setting, the inverse system
(
K[M�p

]
)

p∈P
is acyclic with

respect to the limit functor.

Remark 5.15. When � = �1 ∪ �2, then the above spectral sequence boils down to the

Mayer–Vietoris long exact sequence obtained in [28, 4.3].

5.3 Enhanced structure

This part is completely analogous with the one carried out in the homological case;

indeed, our goal is to show that the spectral sequence established in Theorem 5.6

acquires a certain additional structure provided that the source inverse system has it

as well. The following assumption should be compared with Assumption 4.7.

Assumption 5.16. Let S ⊆ A be an abelian subcategory closed under subobjects,

subquotients, and extensions such that, for any object G ∈ Inv(P,S), T (G) ∈ Inv(P,S);

moreover, if M ∈ Inv(P,S) then we suppose that there is a long exact sequence

0 −−→ M −−→ E∗ in Inv(P,A) such that

(i) For any j ≥ 0, RkT (Ej) = 0 for all k ≥ 1.

(ii) The long exact sequence 0 −−→ M −−→ E∗ may be regarded as an exact

cochain complex in Inv(P,S).

(iii) If A contains a field K, then we also assume that, for any N ∈ S, HomA(K, N) is

also an object of S such that the evaluation at 1 map HomA(K, N) −−→ N is a

natural isomorphism in S.

In this way, the main result of this part is the following:

Theorem 5.17. Suppose that S ⊆ A satisfies part (i) and (ii) of Assumption 5.16, let

P be any finite poset, and let V ∈ Inv(̂P,S); moreover, suppose that there is a natural

equivalences

lim
p∈P

◦T ∼= T ◦ lim
p∈P
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and that V is acyclic with respect to the limit functor. Then, the spectral sequence

obtained in Theorem 5.6

can be naturally regarded as spectral sequence in the category S.

Now, we want to introduce the two examples we are mostly interested on.

• Graded modules: Let A be a Zn-graded commutative Noetherian ring, let T be

either the torsion functor �J or the ideal transform DJ with respect to some homoge-

neous ideal J; firstly, it is known that, given a Zn-graded A-module M, both �J(M) and

DJ(M) are Zn-graded A-modules as well [8, Chapter 13]. Secondly, Theorem 2.16 ensures

that any M ∈ Inv(P, ∗A) can be embedded into a long exact sequence 0 −−→ M −−→ E∗,

where Ek ∈ Inv(P, ∗A) are made up by ∗injectives objects, which are clearly acyclic with

respect to the functor T. Finally, part (iii) also holds mainly because K is concentrated

in degree 0.

• Modules with Frobenius action: Let A be a commutative Noetherian regular

domain containing an F-finite field K of prime characteristic p, that is, K is a finite-

dimensional Kp-vector space. Let T be either the torsion functor �J or the ideal

transform DJ with respect to any ideal J of A, and let A[�; F] be the Frobenius-skew

polynomial ring. First of all, given a left A[�; F]-module M, both �J(M) and DJ(M) also

become in A[�; F]-modules with the induced action of the Frobenius on M [8, Chapter 5].

Second, since A is regular and contains an F-finite field, Kunz’s Theorem ensures that

A[�; F] is not only a free left A-module but also a free right A-module; indeed, under

our assumptions there is an isomorphism A�i ∼= �iA1/pi
(for any i ≥ 0), and A1/pi

is a

flat (actually, free) A-module. This implies, by [44, Corollary 1.1 (2)], that any injective

A[�; F]-module is, in particular, an injective A-module; notice that here we are also using

that A is Noetherian, which is equivalent to say that any arbitrary direct sum of injective

A-modules is also injective.

However, notice that, as in the case of F-modules, part (iii) of Assumption 5.16

works when K = Fp and we restrict our attention to the category of Fp[�; F]-modules.

5.4 Degeneration of cohomological spectral sequences

Now we are in a position to provide sufficient conditions to ensure the degeneration at

the E2-sheet of the spectral sequence obtained in Theorem 5.6; namely the folllowing:
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Theorem 5.18. Let K be any field, let A be a commutative Noetherian ring containing K,

and let P be any finite poset. We further assume that the inverse system V is acyclic with

respect to the limit on P, that there is a natural equivalence of functors limp∈P ◦ T ∼= T ◦
limp∈P, that for any p ∈ P, RjT

(
Vp

)
= 0 up to a single value of j (namely, dp), and that for

any p �= q, HomA

(
RdpT

(
Vp

)
, RdqT

(
Vq

))
= 0. Then, there are canonical isomorphisms

of A-modules

Ri lim
p∈P

(RjT (V)) ∼=
⊕
j=dq

HomK

(
H̃i−1((q, 1P̂); K), RdqT(Vq)

) ∼=
⊕
j=dq

RdqT(Vq)⊕Mi,q ,

where Mi,q := dimK(H̃i−1((q, 1P̂); K)); moreover, there exists a 1st quadrant spectral

sequence of the form

which degenerates at the E2-sheet.

Proof. Since RjT(Vp) = 0 up to a single value of j and HomA

(
RdpT

(
Vp

)
, RdqT

(
Vq

))
=

0, it follows that there is a canonical isomorphism of inverse systems of A-modules

RjT (V) ∼=
⊕
j=dq

(
RdqT(Vq)

)
q.

Indeed, the inverse system RjT (V) is the one given, by the very definition of the

functor T , by
(
RjT(Vp)

)
p∈P = (

RdpT(Vp)
)
p∈P (j = dp), where the only nonzero structural

morphisms are identities; these facts imply the decomposition of RjT (V) into the direct

sum above.

Now, fix i ∈ N. Applying the ith right derived functor of the inverse limit over P

to the above decomposition, we get the following canonical isomorphism of A-modules:

Ri lim←−
p∈P

RjT (V) ∼=
⊕
j=dq

Ri lim←−
p∈P

(
RdqT(Vq)

)
q

.
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Moreover, the cohomological analog of Lemma 4.10 implies that there is a canonical

isomorphism of A-modules:

Ri lim←−
p∈P

RjT (V) ∼=
⊕
j=dq

H̃i−1((q, 1P̂); RdqT(Vq)
)
.

Now, since the map H̃i−1
(
(q, 1P̂); RdqT(Vq)

) → HomK

(
H̃i−1((q, 1P̂); K), RdqT(Vq)

)
is a

natural isomorphism of A-modules, one obtains the following natural isomorphism of

A-modules:

Ri lim←−
p∈P

RjT (V) ∼=
⊕
j=dq

HomK

(
H̃i−1((q, 1P̂); K), RdqT(Vq)

)
.

Now, set Mi,q := dimK(H̃i−1((q, 1P̂); K)), so H̃i−1((q, 1P̂); K) ∼= K⊕Mi,q . As the evaluation map

is a canonical isomorphism of A-modules one obtains a natural isomorphism

HomK

(
H̃i−1((q, 1P̂); K), RdqT(Vq)

) ∼= RdqT(Vq)⊕Mi,q

of A-modules and therefore we finally have a natural A-module isomorphism

Ri lim←−
p∈P

RjT (V) ∼=
⊕
j=dq

RdqT(Vq)⊕Mi,q ,

as claimed. �

Moreover, we also want to state the cohomological analog of Corollary 4.12; in

this case, the details are left to the interested reader.

Corollary 5.19. Under the assumptions of Theorem 5.18, for each 0 ≤ r ≤ cd(T) there

is an increasing, finite filtration
{
Hr

k

}
of RrT(limp∈PVp) by A-modules such that, for any

k ≥ 0,

Hr
k/Hr

k−1
∼=

⊕
{q∈P | r−k=dq}

RdqT
(
Vq

)⊕Mk,q
,

where Mk,q = dimK H̃k−dq−1((q, 1P̂); K), and we follow the convention that Hr−1 = 0.

We conclude this part writing down the enriched version (see Assumption 5.16)

of Corollary 5.19; namely the following:
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Theorem 5.20. Let K be any field, let A be a commutative Noetherian ring containing K,

let S be a subcategory of the category of A-modules satisfying Assumption 5.16, and let

P be any finite poset. We further assume that the inverse system V ∈ Inv(P,S) is acyclic

with respect to the limit on P, that there is a natural equivalence of functors limp∈P ◦T ∼=
T ◦ limp∈P, that for any p ∈ P, RjT

(
Vp

)
= 0 up to a single value of j (namely, dp), and that

for any p �= q, HomS
(
RdpT

(
Vp

)
, RdqT

(
Vq

))
= 0. Then, for each 0 ≤ r ≤ cd(T) there is an

increasing, finite filtration
{
Hr

k

}
of RrT(limp∈PVp) by objects of S such that, for any k ≥ 0,

Hr
k/Hr

k−1
∼=

⊕
{q∈P | r−k=dq}

RdqT
(
Vq

)⊕Mk,q
,

where we follow the convention that Hr−1 = 0, and all these isomorphisms are

isomorphisms in the category S.

5.4.1 A spectral sequence of local cohomology modules supported at the maximal ideal

The aim of this part is to single out the spectral sequence produced in Theorem 5.18 in

the particular case where T = �m and P is the poset associated to a decomposition of

an ideal I ⊆ A (see Theorem 5.22); moreover, we also provide specific examples where

the assumptions required in the statement of this result are fulfilled. We also want

to point out that, later in this paper (see Sections 7 and 8), we focus on this spectral

sequence in order to, on the one hand, obtain some Hochster-type decompositions

of local cohomology modules and, on the other hand, study the extension problems

attached to the filtration produced by its degeneration.

We start with the following auxiliary result.

Lemma 5.21. Let A be any commutative Noetherian ring, and let Ip, Iq be two ideals of

A contained in a fixed maximal one (say, m) such that Iq �⊆ p for any prime ideal p ⊇ Ip
such that dim(A/p) = dp. Then, HomA

(
H

dp
m

(
A/Ip

)
, H

dq
m

(
A/Iq

))
= 0.

Proof. First of all, in order to simplify notation, set Hp := H
dp
m

(
A/Ip

)
and Hq :=

H
dq
m

(
A/Iq

)
; we assume, to get a contradiction, that there is a 0 �= ψ ∈ HomA

(
Hp, Hq

)
.

Write AttA

(
Hp

)
= {p1, . . . , ps}, where Att denotes the set of attached primes as defined,

for instance, in [8, 7.2]; in this way, we get the following commutative square:
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Here, Q := Hp/ ker(ψ) and the bottom isomorphism is the one provided by the First

Isomorphism Theorem. Moreover, AttA(Q) ⊆ AttA(Hp) (indeed, this fact follows from

[8, 7.2.6]) and AttA

(
Hp

)
= {p1, . . . , ps}; since Q �= 0 because we are assuming that ψ �= 0,

we can assume, without loss of generality, that there is 1 ≤ r ≤ s such that AttA(Q) =
{p1, . . . , pr}. Moreover, as Q ∼= Im(ψ), it implies that AttA(Im(ψ)) = {p1, . . . , pr}. On the

other hand, since Im(ψ) ⊆ Hq, it is clear that

√(
0 :A Hq

)
⊆
√(

0 :A Im(ψ)
)
;

regardless, combining [8, 7.2.11] and the foregoing facts it follows that

√
Iq =

√(
0 :A Hq

)
⊆
√(

0 :A Im(ψ)
) = p1 ∩ . . . ∩ pr.

But this contradicts our assumption that Iq �⊆ p for any prime ideal p ⊇ Ip such that

dim(A/p) = dp, whence ψ must be zero; the proof is therefore completed. �

Now, we are ready to establish the main result of this part; the reader will easily

note that, in the statement, we do not need to require any vanishing of Hom’s because

of Lemma 5.21.

Theorem 5.22. Let K be any field, let A be any commutative Noetherian ring containing

K, and let P be the poset given in Example 2.1; suppose that all of them are contained in

a certain maximal ideal of A (namely, m). We further assume that, for any p ∈ P, A/Ip is a

Cohen–Macaulay ring and that, for any p �= q, Iq is not contained in any minimal prime

of Ip (this holds, for instance, if one supposes that all the A/Ips are Cohen–Macaulay

domains), and that the inverse system A/[∗] is acyclic with respect to the limit. Then,

there exists a 1st quadrant spectral sequence of the form

where Mi,q = dimK H̃i−dq−1((q, 1P̂); K). Moreover, this spectral sequence degenerates at

the E2-sheet and for each 0 ≤ r ≤ dim(A) there is an increasing, finite filtration
{
Hr

k

}
of

Hr
m(limp∈PA/Ip) by A-modules such that, for any k ≥ 0,

Hr
k/Hr

k−1
∼=

⊕
{q∈P | r−k=dq}

H
dq
m

(
A/Iq

)⊕Mk,q
,
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where we follow the convention that Hr−1 = 0.

Some specific situations where the assumptions of Theorem 5.22 are fulfilled are

the following:

• Squarefree monomial ideals: When I is a squarefree monomial ideal it admits

a minimal primary decomposition in terms of prime ideals generated by variables,

which is a family of prime ideals closed under sum. Therefore, under these assumptions

P is made up by prime ideals generated by linear forms, which also verify all the

assumptions of Theorem 5.22.

• Central arrangements of linear varieties: More generally, let I be the defining

ideal of a central arrangement of linear varieties over any field K; in this case, we also

have that I admits a minimal primary decomposition in terms of prime ideals generated

by linear forms, which is a family of prime ideals closed under sum. Therefore, under

these assumptions P is made up by prime ideals generated by linear forms, which also

verify all the assumptions of Theorem 5.22 up to the fact that, in general, we cannot

guarantee that A/[∗] is acyclic with respect to the limit functor.

• Monomial ideals in regular sequences: Let A be a commutative Noetherian

ring containing a field K, and let y1, . . . , yn be an A-regular sequence contained in the

Jacobson radical of A. Moreover, let I := JK[Y1, . . . , Yn], where is the

map of K-algebras that sends each indeterminate Yi to yi, and J is a monomial ideal in

the usual sense. Thus, since ψ is flat [57, 2.1], it follows that Theorem 5.22 can also be

applied in this setting; indeed, it is known that I admits a unique primary decomposition

in terms of monomial (not necessarily prime) ideals in A, and that this decomposition is

determined by the corresponding decomposition of J inside K[Y1, . . . , Yn] [24, Theorem

4.9 and Corollary 4.12]. Moreover, flatness of ψ implies, because local cohomology

commutes with flat base change, that if one denotes by Ip one of the sums of the primary

components of I, then one has that A/Ip is Cohen–Macaulay. Finally, the condition that,

for any p �= q, Iq is not contained in any minimal prime of Ip is immediate from the

fact that the decomposition of I is determined by the corresponding decomposition of J

inside K[Y1, . . . , Yn].

• Monomial ideals in semigroup rings: Let Q be an affine semigroup [41, 7.4],

let K be any field, and suppose that the semigroup ring A = K[Q] is either normal

or simplicial and Cohen–Macaulay. Moreover, let I ⊆ K[Q] be a squarefree monomial

ideal [41, 7.9]. We claim that Theorem 5.22 can also be applied in this case; indeed, I

admits a minimal primary decomposition in terms of monomial prime ideals [41, 7.13].
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In addition, for any monomial prime ideal p it is known (see [11, 6.3.5], [65, Paragraph

below Remark 3.4] in the normal case, and [66, 2.4] in the remainder case) that A/p is a

Cohen–Macaulay ring. Therefore, the poset P is made up by Cohen–Macaulay monomial

prime ideals, which is just what we need to check.

• Toric face rings: Let � ⊆ Rd be a rational pointed fan, let M� be a Cohen–

Macaulay monoidal complex supported on �, let K be a field, and let A = K[M� ] be the

corresponding toric face ring (see [28, p. 251] for unexplained terminology). We claim

that Theorem 5.22 can also be applied in this case; indeed, since the sum of Zd-graded

prime ideals of A is again a Zd-graded prime ideal [28, Lemma 2.3 (i)] and that there

is a bijection between the set of nonempty cones of � and the set of Zd-graded prime

ideals of A [28, Lemma 2.1] it follows, since every K[MC] is Cohen–Macaulay for any cone

C ∈ �, that the poset P, made up by all the possible Zd-graded prime ideals of A, is

closed under sum and satisties that, for any p ∈ P, A/Ip ∼= K[MC] is a Cohen–Macaulay

domain, which is just what we need to check.

6 Homological Spectral Sequences Associated to Inverse Systems

The formalism given in Section 4 can be used to provide several examples of homological

spectral sequences of local cohomology modules. However, it cannot be applied in the

case that T[∗] = HomA(A/[∗], −) so we cannot construct a spectral sequence of the form

as it was wrongly stated in [4, 1.4(iii)]. In this section, following a similar approach

to the one given in Section 5, we will provide the right formalism to obtain a spectral

sequence for Ext modules.

First of all we will show that the key Lemma 4.4 is no longer true for the

functor T[∗] = HomA(A/[∗], −) just because it does not satisfy the conditions of Setup 4.3.

Counterargument 1. Let K be any field, set A := K[[x, y, z]] and

I := 〈xy, xz, yz〉 = 〈x, y〉 ∩ 〈x, z〉 ∩ 〈y, z〉 = I1 ∩ I2 ∩ I3.

Moreover, set E := EA(K) as a choice of injective hull of K over A; our goal in this example

is to compute explicitly the following augmented chain complex:

(6)
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In addition, since it is noteworthy that, for any ideal J of A, there is a canonical

isomorphism of A-modules HomA(A/J, E) ∼= (0 :E J); it turns out that (6) is canonically

isomorphic to the next augmented chain complex Roos∗((0 :E [∗])) −−→ (0 :E I) −−→ 0,

which, in this case, is nothing but

(7)

So, our aim is to calculate explicitly (7 ). Firstly, we determine its spots: on the one hand,

its 0th spot is Roos0((0 :E [∗])) = (0 :E m) ⊕ (0 :E I3) ⊕ (0 :E I2) ⊕ (0 :E I1). On the other

hand, its 1th spot is

Roos1((0 :E [∗])) = (0 :E m) ⊕ (0 :E m) ⊕ (0 :E m).

Now, we have to compute its differentials; namely, d0 and d1.

(i) The 0th differential turns out to be

(ii) The 1st differential d1 is given by

.

Summing up, the augmented chain complex (7) is the one induced by the augmented

chain complex

where A0 := (−1 1 − 1 1) and

A1 :=

⎛
⎜⎜⎜⎜⎝

0 0 0

−1 1 0

−1 0 1

0 −1 1

⎞
⎟⎟⎟⎟⎠ .

Applying Matlis duality (−)∨, one obtains the following coaugmented cochain complex:
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As the reader can easily note, this coaugmented cochain complex is the induced

one given by the next complex . Regardless, neither

the previous lifted complex nor the induced one is exact. Indeed, we have checked

that the lifted complex is not exact using Macaulay2 [23]. Of course, the reader

might think that perhaps the lifted complex is not exact, but the induced complex

after taking equivalence classes is so. Unfortunately, this is not the case, because

(cls(1), cls(x), cls(y), cls(z)) is a member of the kernel of the map given by At
1 that does

not belong to the image of the map given by At
0.

6.1 Construction of homological spectral sequences

The setup we need for the appropriate spectral sequence is the following:

Setup 6.1. Let A
T−−→A be a contravariant, left exact functor, and let P be any finite

poset. Carrying over T, we produce a new functor (namely, T ) in the following manner:

Inv(P,A)
T−−→ Dir(P,A)

G = (Gp)p∈P �−→ (T(Gp))p∈P .

Moreover, we also assume that T commutes with finite direct sums and that T(A) = Z for

some A-module Z; in particular, one has that colimp∈PT
(
A≤q

)
= Z, where q ∈ P (notice

that Z only depends on T but not on q).

The following lemma will provide the abutment of the spectral sequence we

want to construct.

Lemma 6.2. Let G be a projective object of Inv(P,A) of the form

G =
⊕
j∈J

A≤qj
,

where J is a finite index set and qj ∈ P (see Theorem 2.17). Then, the augmented chain

complex

Roos∗ (T (G)) −→
(
colimp∈P ◦ T

)
(G) −→ 0

is exact.
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Proof. Since Roos∗, T and the colimit functor commutes with finite direct sums we

may suppose, without loss of generality, that G = A≤q for some fixed q ∈ P; regardless, in

this case, our augmented chain complex is exactly the one for computing the simplicial

homology of the interval [q, 1P̂) (indeed, notice that we have to take this interval because

T is contravariant) with coefficients in Z. But [q, 1P̂) is contractible by Lemma 2.9; the

proof is therefore completed. �

The following result provides the announced spectral sequence; since its proof

is almost verbatim to the one given in Theorem 4.6, it will be skipped.

Theorem 6.3. Given an inverse system V ∈ Inv(̂P,A) that is acyclic with respect to the

limit functor, there is a 1st quadrant spectral sequence

where the abutment denotes the cohomology of the cochain complex

0 −→ colimp∈PT (V) −→ colimp∈PT
(
F0

) −→ colimp∈PT
(
F1

) −→ . . .

and denotes a projective resolution of V in Inv(P,A),

where any Fi is made up by direct summands of the form A≤p (p ∈ P).

6.2 Examples

Of course, the example we are mainly interested on is the following one:

• Contravariant Hom: Let N be an arbitrary A-module. Then, the functor

HomA (−, N) is clearly left exact, contravariant, and commutes with finite direct sums;

whence HomA (−, N) can be regarded as a particular case of Setup 6.1. Furthermore,

given an inverse system V ∈ Inv(̂P,A) that is acyclic with respect to the limit functor we

have a canonical isomorphism

HomA

(
lim
p∈P

Vp, N
)

∼= colimp∈PHomA (V, |N|) ,
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where |N| is the constant inverse system given by N with identities as structural maps.

Therefore, we obtain the spectral sequence:

Remark 6.4. When I = I1 ∩ I2 and V = M/[∗]M for some A-module M, this spectral

sequence boils down to the long exact sequence

obtained after applying the functor HomA (−, N) to the natural short exact sequence:

6.3 Degeneration of homological spectral sequences

Carrying out the same strategy used to produce Theorem 5.18 and Corollary 5.19, we

obtain the following pair of results, which involve the spectral sequence constructed in

Theorem 6.3; the details are left to the interested reader.

Theorem 6.5. Let K be any field, let A be a commutative Noetherian ring containing

K, let P be any finite poset, and let T and T be as in Setup 6.1. We further assume that

the inverse system V is acyclic with respect to the limit on P, that there is a natural

equivalence of functors
colimp∈P ◦ T ∼= T ◦ lim

p∈P
,

that for any p ∈ P, RjT
(
Vp

)
= 0 up to a single value of j (namely, hp), and that for any

p �= q, HomA

(
RhpT

(
Vp

)
, RhqT

(
Vq

))
= 0. Then, there exists a 3rd quadrant spectral

sequence of the form:

where mi,q := dimK

(
H̃i−hq−1

((
q, 1P̂

)
; K
))

. Moreover, this spectral sequence degenerates

at the E2-sheet.
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Corollary 6.6. Under the assumptions of Theorem 6.5, for each 0 ≤ r ≤ cd(T) there is

an increasing, finite filtration
{
Hr

k

}
of RrT(limp∈P Vp) by A-modules such that, for any

k ≥ 0,

Hr
k/Hr

k−1
∼=

⊕
{q∈P | r−k=hq}

RhqT
(
Vq

)⊕mk,q
,

where we follow the convention that Hr−1 = 0.

We want to single out here that we plan to use Corollary 6.6 to provide a certain

decomposition of the so-called deficiency modules (see Example 7.4).

7 Some Hochster-Type Decompositions

A celebrated result of Hochster provides a decomposition of the local cohomology

modules Hr
m(A/I) in terms of Hr

m(A/Ip) in the case that I is a squarefree monomial ideal

in the polynomial ring A = K[x1, · · · , xd] over a field K. This formula was generalized, on

the one hand, to arbitrary monomial ideals by Takayama in [62, Theorem 1] (see also [9,

Corollary 2.3]) and, on the other hand, to toric face rings by Brun et al. in [10].

Moreover, Mustaţă [42, Theorem 2.1 and Corollary 2.2] and Terai [63] (see also

[41, Corollary 13.16]) provide a decomposition of the local cohomology modules Hr
I (A) in

terms of Hr
Ip

(A) in the case that I is a squarefree monomial ideal in the polynomial ring

A = K[x1, · · · , xd] over a field K.

The goal of this section is, on the one hand, to establish a decomposition of

local cohomology modules such that, in the case that I = I� is a Stanley–Reisner ideal,

is just the classical Hochster’s decomposition of the local cohomology of a Stanley–

Reisner ring [41,13.13]; on the other hand, we also produce a decomposition of local

cohomology modules such that, in the case that I = I� is a Stanley–Reisner ideal is just

Mustaţă–Terai’s formula. In particular, we obtain a decomposition of Hr
I�

(A), where I�
is the defining ideal of certain toric face rings in the polynomial ring A = K[x1, · · · , xd]

over a field K of prime characteristic (see the Examples after Theorem 4.17 to realize

why we have to restrict ourselves to this situation); to the best of our knowledge, this

is the 1st time this formula appears in the literature.

First of all, we want to start with our Hochster-type decompositions; indeed, the

1st main result of this section is the following:

Consider the cohomological spectral sequences constructed in Section 5. In

Theorem 5.18 we produced sufficient conditions for the spectral sequence to degenerate
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at the E2-page. In this case we obtained the following:

where Mi,q = dimKH̃i−dq−1((q, 1P̂); K). Moreover, according to Corollary 5.19 we have a

collection of short exact sequences (for some b ∈ N)

such that, for each r the quotients Hr
k/Hr

k−1 can be decomposed in the following manner:

Hr
k/Hr

k−1
∼=

⊕
{q∈P | r−k=dq}

(
RdqT

(
Vq

)
⊗K H̃k−1

((
q, 1P̂

)
; K
))

.

These short exact sequences split as K-vector spaces so we obtain the following

result.

Theorem 7.1. Let K be a field, let A be a commutative Noetherian ring containing K,

let T and T be as in Setup 5.4, and let P be any finite poset. Moreover, assume that

V ∈ Inv(̂P,A) is acyclic with respect to the limit, that there is a natural equivalence of

functors limp∈P ◦ T ∼= T ◦ limp∈P, that for any p ∈ P, RjT(Vp) = 0 up to a single value of

j (namely, dp), and that, for any p �= q, HomA

(
RdpT(Vp), RdqT(Vq)

)
= 0. Then, there is a

K-vector space isomorphism

RjT
(

lim
p∈P

Vp

)
∼=
⊕
q∈P

RdqT(Vq)⊕Mj,q ,

where Mj,q = dimKH̃j−dq−1((q, 1P̂); K).

Hochster’s formula boils down to the case where A = K[x1, · · · , xn] is a

polynomial ring, T = �m, m is the graded maximal ideal of A, and V = A/[∗] is the

inverse system associated to a Stanley–Reisner ring A/I. Of course, the result still holds

true for central arrangements of linear varieties satisfying that A/[∗] is acyclic with

respect to the limit. Brun et al. gave a generalization of Hochster’s formula in [10, 4.1].
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Their result is the specialization of Theorem 7.1 to the case where T = �J for some ideal

J ⊆ A. Namely, the decomposition can be written down in the following way:

Hj
J

(
lim
p∈P

Vp

)
∼=
⊕
q∈P

H
dq
J (Vq)⊕Mj,q .

The same game can be played for the homological spectral sequences con-

structed in Section 6. In Theorem 6.5 we produced sufficient conditions for their

degeneration so we may obtain the following decomposition result; the details of the

proof are left to the interested reader.

Theorem 7.2. Under the assumptions of Theorem 6.5, there is a K-vector space

isomorphism

RjT
(

lim
p∈P

Vp

)
∼=
⊕
q∈P

RhqT(Vq)⊕mj,q ,

where mj,q = dimK H̃j−hq−1((q, 1P̂); K).

Before applying this result to obtain a certain decomposition of deficiency

modules, we want to state the following technical result, which is a direct consequence

of Lemma 5.21 using local duality.

Lemma 7.3. Let (A,m) be a commutative Noetherian local ring where there exists

a canonical module ωA, (so, A is a Cohen–Macaulay ring that can be expressed as

homomorphic image of a Gorenstein local ring B of dimension d) let Ip and Iq be two

ideals of A of finite projective dimension such that Iq �⊆ p for any prime ideal p ⊇ Ip such

that dim(A/p) = dp. Then, HomA

(
Ext

d−dq
A (A/Iq, ωA), Ext

d−dp
A (A/Ip, ωA)

) = 0.

Now, we want to single out the following interesting particular case:

Example 7.4. Suppose that A is a commutative Noetherian local ring containing a field

K where there exists a canonical module ωA (remember that this assumption implies

that A is a Cohen–Macaulay ring that can be expressed as homomorphic image of a

local Gorenstein ring B of dimension d); given any finitely generated A-module N, its

jth deficiency module can be defined as

Kj(N) := Extd−j
A (N, ωA).
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Now, assume that P is the poset given by a decomposition of an ideal I ⊆ A as usual such

that A/[∗] is acyclic with respect to the limit and that limp∈PA/Ip is a finitely generated

A-module, such that, for any p ∈ P, A/Ip is a Cohen–Macaulay ring with finite projective

dimension, and such that, for any p �= q, Iq �⊆ p for any prime ideal p ⊇ Ip such that

dim(A/p) = dp. Then, the decomposition obtained in Theorem 7.2 boils down to the

following isomorphism of K-vector spaces:

Kj
(

lim
p∈P

A/Ip

)
∼=
⊕
q∈P

Kdim(A/Iq)(A/Iq)⊕mj,q .

Indeed, this is a consequence of Lemma 7.3 jointly with the fact that, since, for any

p ∈ P, A/Ip is Cohen–Macaulay, one has that Kj(A/Ip) = 0 up to a single value of j.

Finally, we can also obtain a similar result for our starting homological spectral

sequences; namely the following:

Theorem 7.5. Let A be a commutative Noetherian ring containing a field K, let I ⊆ A

be an ideal, let I = I1 ∩ . . . ∩ In be its primary decomposition, let P be the poset given by

all the possible different sums of the ideals Iks ordered by reverse inclusion, let T[∗] be

the functor of Setup 4.3, and let M be an A-module such that, for any p ∈ P, RjTp(M) = 0

up to a unique value of j (namely, hp) and such that, for any pair of elements p < q,

HomA

(
RhpTp(M), RhqTp(M)

)
= 0. Then, there is a K-vector space isomorphism

RjT(M) ∼=
⊕
q∈P

RhqTq(M)⊕mj,q ,

where mj,q = dimK H̃hq−j−1

(
(q, 1P̂); K

)
.

Mustaţă–Terai’s formula boils down to the case where A = K[x1, · · · , xn] is a

polynomial ring, T = �I , and I is a Stanley–Reisner ideal.

7.1 Some additional structures to Hochster-type decompositions

For the case of Stanley–Reisner rings, Enescu and Hochster [19, 5.1] gave an additional

Frobenius structure to Hochster’s formula. Moreover, Brun et al. [10] gave a Zd-graded

structure to their main decomposition result. Finally, Terai also gave a Zd-graded

structure to his formula.

The aim of this section is to extend the decompositions, as K-vector spaces,

obtained in Theorems 7.1 and 7.5 to accommodate these extra structures.
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7.1.1 Additional graded structure

In order to recover and extend the Zd-graded main result of [10], we need to review first

a technical fact; indeed, given a field K and a group G, denote by ∗ vecK the category

of G-graded K-vector spaces such that, for any V ∈ ∗ vecK, and for any g ∈ G, Vg is a

finite-dimensional K-vector space. The below result was proved by Raicu when K = C

and G = GLm(C) × GLn(C); however, since his proof works verbatim also in this setting,

we refer to [54, Lemma 2.8] for details.

Lemma 7.6. ∗ vecK is semisimple.

Now, we are ready to establish the main result of this part, whose proof boils

down to the fact that any short exact sequence splits in a semisimple category.

Theorem 7.7. Let K be a field, let A be a commutative Noetherian ring containing K,

let T and T be as in Setup 5.4, and let P be any finite poset. Moreover, assume that

V ∈ Inv(̂P,A) is acyclic with respect to the limit, that there is a natural equivalence of

functors limp∈P ◦ T ∼= T ◦ limp∈P, that for any p ∈ P, RjT(Vp) = 0 up to a single value

of j (namely, dp), and that, for any p �= q, HomA

(
RdpT(Vp), RdqT(Vq)

)
= 0. Then, if B is

an abelian, semisimple category containing A such that T(B) ⊆ B, and if V ∈ Inv(̂P,B),

then there is an isomorphism

RjT
(

lim
p∈P

Vp

)
∼=
⊕
q∈P

RdqT(Vq)⊕Mj,q

in the category B, where Mj,q = dimK H̃j−dq−1((q, 1P̂); K).

We can also write down the corresponding statement for our Mustaţă–Terai-type

formulas; namely the following:

Theorem 7.8. Let A be a commutative Noetherian ring containing a field K, let I ⊆ A

be an ideal, let I = I1 ∩ . . . ∩ In be its primary decomposition, let P be the poset given

by all the possible different sums of the ideals Ik’s ordered by reverse inclusion, let

T[∗] be the functor of Setup 4.3, and let M be an A-module such that, for any p ∈ P,

RjTp(M) = 0 up to a unique value of j (namely, hp) and such that, for any pair of elements

p < q, HomA

(
RhpTp(M), RhqTp(M)

)
= 0. Then, if B is an abelian, semisimple category

containing A such that Tp(B) ⊆ B for any p ∈ P, and if M is an object of B, then there is
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an isomorphism

RjT(M) ∼=
⊕
q∈P

RhqTq(M)⊕mj,q

in the category B, where mj,q = dimK H̃hq−j−1

(
(q, 1P̂); K

)
.

As an immediate consequence of Lemma 7.6, Theorem 7.7, and the fact (that we

already proved) that the inverse system defining a toric face ring is acyclic with respect

to the limit functor, we obtain the following:

Theorem 7.9 (Hochster decomposition for toric face rings). Let � ⊆ Rd be a rational

pointed fan, let M� be a Cohen–Macaulay monoidal complex supported on �, let K be

a field, and let K[M� ] be the corresponding toric face ring with m as a unique graded

maximal ideal. Then, there is an isomorphism of Zd-graded K-vector spaces

Hi
m

(
K[M� ]

) ∼=
⊕
C∈�

HdC
m

(
K[MC]

)⊕Mi,C ,

where dC := dim(K[MC]) and Mi,C = dimK H̃i−dC−1((pC, 1P̂); K).

Remark 7.10. The reader will easily note that Theorem 7.9 recovers and extends [10,

1.3]; it is worth to point out that this formula is still valid under the assumption that

K[M� ] is seminormal [46, 4.5]. However, notice that the seminormal case is not covered

by our formalism.

Also as a consequence of Lemma 7.6 and Theorem 7.7, we recover the Takayama’s

type decomposition for the local cohomology of monomial ideals obtained by Brun and

Römer in [9, Corollary 2.3]; namely the following:

Theorem 7.11 (Takayama decomposition for monomial ideals). Let � be a simplicial

complex of d vertices, let K be any field, and let I ⊆ K[x1, . . . , xd] be a monomial ideal such

that
√

I is given by � through the Stanley correspondence. Then, there is an isomorphism

of Zd-graded K-vector spaces

Hi
m

(
K[x1, . . . , xd]/I

) ∼=
⊕
F∈�

HdF
m

(
K[x1, . . . , xd]/Ip

)⊕Mi,F
,

where F ⊂ � is the face determined by
√

Ip, dF := dim(K[x1, . . . , xd]/Ip), and finally,

Mi,F = dimK H̃i−dF−1((pF , 1P̂); K).
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Proof. It is known [26, Theorem 1.3.1 and Corollary 1.3.2] that any monomial ideal

admits a minimal primary decomposition made up by ideals generated by pure powers

of the variables; so, let I = I1 ∩ . . . ∩ In be such a minimal primary decomposition, and

consider P as the poset attached to it. Then it is clear that, for each p ∈ P, A/Ip is a

Cohen–Macaulay ring and that, for each p �= q, Iq is not contained in any minimal prime

of Ip. Therefore, our claimed decomposition follows immediately combining Theorem

5.22 jointly with Lemma 7.6 and Theorem 7.7. �

We can also obtain a Hochster-type decomposition for the local cohomology

modules attached to some affine, central subspace arrangements of linear varieties over

a field K; namely the following:

Theorem 7.12 (Hochster decompostion for some central arrangements). Let K be

a field, and let I ⊆ K[x1, . . . , xd] be the vanishing ideal of a central arrangement of

linear varieties in Kd. Moreover, let P be the poset given by all the possible nonempty

intersections of subarrangements ordered by inclusion; for each p ∈ P, denote by Ip the

corresponding vanishing ideal, and suppose that the inverse system (K[x1, . . . , xd]/Ip)p∈P

is acyclic with respect to the limit. Then, there is an isomorphism of Z-graded K-vector

spaces

Hi
m

(
lim
p∈P

K[x1, . . . , xd]/Ip

)
∼=
⊕
p∈P

H
dp
m

(
K[x1, . . . , xd]/Ip

)⊕Mi,p
,

where dp = dim
(
K[x1, . . . , xd]/Ip

)
and Mi,p = dimK H̃i−dp−1((p, 1P̂); K). If, in addition,

there is an isomorphism

lim
p∈P

K[x1, . . . , xd]/Ip ∼= K[x1, . . . , xd]/I

(see Remarks 5.2 and 5.3), then

Hi
m

(
K[x1, . . . , xd]/I

) ∼=
⊕
p∈P

H
dp
m

(
K[x1, . . . , xd]/Ip

)⊕Mi,p
.

In case of central arrangements, we can deduce immediately from Theorem 7.12

the corresponding Z-graded Hilbert series; namely the following:
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Theorem 7.13 (Hilbert series of local cohomology for some central arrangements).

Preserving the assumptions and notations of Theorem 7.12, one has that

H
(

Hi
m

(
lim
p∈P

K[x1, . . . , xd]/Ip

)
; t
)

=
∑
p∈P

dimK H̃i−dp−1((p, 1P̂); K)

(t − 1)dp
,

where H(−; t) denotes the Z-graded Hilbert series. If, in addition, there is an

isomorphism

lim
p∈P

K[x1, . . . , xd]/Ip ∼= K[x1, . . . , xd]/I

(see Remarks 5.2 and 5.3), then

H
(
Hi
m

(
K[x1, . . . , xd]/I

)
; t
)

=
∑
p∈P

dimK H̃i−dp−1((p, 1P̂); K)

(t − 1)dp
.

Proof. The additivity of Hilbert series on short exact sequences, combined with

Theorem 7.12, implies that

H
(

Hi
m

(
lim
p∈P

K[x1, . . . , xd]/Ip

)
; t
)

=
∑
p∈P

dimK H̃i−dp−1((p, 1P̂); K)H
(
H

dp
m

(
K[x1, . . . , xd]/Ip

))
,

so it is enough to calculate H
(
H

dp
m

(
K[x1, . . . , xd]/Ip

))
; indeed, fix p ∈ P. Since Ip is a

prime ideal generated by K-linearly independent linear forms, it is straightforward to

check that

H
(
H

dp
m

(
K[x1, . . . , xd]/Ip

))
=
(

1/t

1 − 1/t

)dp

= 1

(t − 1)dp
,

just what we finally wanted to prove. �

Finally, we can also write down our Mustaţă–Terai-type formula for certain toric

face rings; the statement is as follows:

Theorem 7.14 (Mustaţă–Terai decomposition for toric face rings). Let � ⊆ Rd be a

rational pointed fan, let M� be a Cohen–Macaulay monoidal complex supported on �,

let K be a field of prime characteristic, and let K[M� ] be the corresponding toric face

ring with I = I� as its defining ideal inside the polynomial ring A = K[x1, . . . , xd]. Then,

there is an isomorphism of Zd-graded K-vector spaces

Hi
I (A) ∼=

⊕
C∈�

HhC
IC

(A)⊕mi,C ,
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where hC = d − dC, dC := dim(K[MC]), and mi,C = dimK H̃hC−i−1((pC, 1P̂); K).

7.1.2 Application to the regularity of some central arrangements

The goal of this part is to use the decomposition obtained in Theorem 7.12 to cal-

culate the (Castelnuovo–Mumford) regularity of certain arrangement of linear vari-

eties (see Theorem 7.18); this leads to an alternative proof, specific for this kind of

arrangements, of the so-called Subspace Arrangements Theorem (see Theorem 7.19),

originally obtained by Derksen and Sidman in [15, Theorem 2.1].

Before doing so, we need to prove some auxiliary results; next lemma is an

immediate consequence of Remark 3.6 and its proof is left to the interested reader.

Lemma 7.15. Preserving the assumptions and notations of Theorem 7.12, let n be the

number of irreducible components of the arrangement. Then, the following assertions

hold.

(i) For any p ∈ P, rank((p, 1P̂)) ≤ n − 1.

(ii) Given p ∈ P and i ≥ 0 such that i − dp − 1 ≥ n, H̃i−dp−1((p, 1P̂); K) = 0.

We also need to review the following notion of Z-graded vector spaces.

Definition 7.16. Let k be any field, and let E be a Z-graded k-vector space; set

end(E) := max{j ∈ Z : Ej �= 0}.
The last preliminary result we need is the behavior of the end of a Z-graded

vector space with respect to finite direct sums; the proof is left to the interested reader.

Lemma 7.17. Let I be a finite index set, let k be any field, let {Ei}i∈I be a family of

Z-graded k-vector spaces, and set

E :=
⊕
i∈I

Ei.

Then, end(E) = supi∈I{end(Ei)}.

Now, we are in a position to state our main result about the regularity of

arrangements of linear varieties, which is the below:

Theorem 7.18 (Regularity of an arrangement of linear varieties). Let K be a field,

and let I ⊆ K[x1, . . . , xd] be the vanishing ideal of a central arrangement of linear

varieties in Kd. Moreover, let P be the poset given by all the possible nonempty

intersections of subarrangements ordered by inclusion; for each p ∈ P, denote by Ip the

corresponding vanishing ideal, and suppose that the inverse system (K[x1, . . . , xd]/Ip)p∈P
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is acyclic with respect to the limit. Then,

reg
(

lim
p∈P

K[x1, . . . , xd]/Ip

)
= max

i≥0, p∈P
{i − dp : Mi,p �= 0},

where dp = dim
(
K[x1, . . . , xd]/Ip

)
and Mi,p = dimK H̃i−dp−1((p, 1P̂); K).

Proof. It is known [17, pages 58–59] that

reg
(

lim
p∈P

K[x1, . . . , xd]/Ip

)
= max

i≥0

{
end

(
Hi
m

(
lim
p∈P

K[x1, . . . , xd]/Ip

))
+ i

}
.

In this way, combining Theorem 7.12 jointly with Lemma 7.17 it follows that

reg
(

lim
p∈P

K[x1, . . . , xd]/Ip

)
= max

i≥0, p∈P
{end

(
H

dp
m

(
K[x1, . . . , xd]/Ip

))
+ i : Mi,p �= 0}.

On the other hand, given any p ∈ P, [21, Remark 3.1.6] implies that

end
(
H

dp
m

(
K[x1, . . . , xd]/Ip

))
= −dp.

Summing up, combining all the foregoing equalities one finally obtains that

reg
(

lim
p∈P

K[x1, . . . , xd]/Ip

)
= max

i≥0, p∈P
{i − dp : Mi,p �= 0},

and the proof is therefore completed. �

Remark 7.19. As an immediate consequence of Theorem 7.18 and Lemma 7.15, we

obtain a new proof, specific for arrangements satisfying A/I ∼= limp∈P A/Ip and that

A/[∗] is acyclic with respect to the limit, of the so-called Subspace Arrangements

Theorem, originally proved by Derksen and Sidman in [15, Theorem 2.1] (see also [17,

Theorem 4.19]) for any central arrangement. This reflects the fact that, in general, the

regularity of an algebraic variety is not determined by its intersection lattice.

7.1.3 Additional Frobenius structure

Finally, we are ready to provide the announced generalization of [19, 5.1]; namely the

following:
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Theorem 7.20. Under the assumptions of Theorem 7.9, if K is a field of prime

characteristic p, there is a K [�; F]-isomorphism

Hi
m

(
K[M� ]

) ∼=
⊕
C∈�

HdC
m

(
K[MC]

)⊕Mi,C .

Moreover, if M� is F-rational, then every Hi
m

(
K[M� ]

)
is a finite direct sum of simple

A[�; F]-modules (where A = K[M� ]) on which F acts injectively. In particular (cf. [19,

Theorem 5.1]), if (A1,m1) is either K[M� ]m or its completion, then Hi
m

(
K[M� ]

)
can be

identified with Hi
m1

(A1), and Hi
m1

(A1) is a finite direct sum of simple A1[�; F]-modules

on which F acts injectively, and therefore it has only a finite number of F-compatible

submodules because of [19, Theorem 4.12].

Proof. By Example 5.3, the spectral sequence (respectively, the corresponding filtra-

tion produced by its degeneration) can be regarded as spectral sequence (respectively,

filtration) in the category of left Fp [�; F]-modules; moreover, it is also clear (by means of

Theorem 7.1) that the claimed decomposition holds in the category of K-vector spaces. In

this way, it only remains to check that the Frobenius map preserves the decomposition;

in other words, that at both sides of such decomposition the Frobenius acts in exactly

the same way. The reader will easily note that, hereafter, we follow so closely the

argument pointed out during the proof of [19, 5.1].

The 1st thing one has to ensure is that the action of F is K-linear (otherwise,

compatibility with the K-vector space structure would be impossible); with this purpose

in mind, we have to restrict our ground field of coefficients to Fp (here, we are using

Fermat’s Little Theorem). Notice that we can do so without loss of generality; indeed,

firstly, the multiplicities mi,C’s appearing in the decomposition are not affected by this

restriction of coefficients. Secondly, the action of F on Hi
m

(
K[M� ]

)
can be canonically

identified with the one induced on the cohomology of the complex L•(M� ; K) (labeled

L•(M�) in [28, p. 256], see also [28, Theorem 3.2]), and this action on L•(M� ; K) is

obtained from the action on L•(M� ; Fp) by applying K ⊗Fp
(−). Finally, for each cone

C ∈ �, the action of F on Hi
m

(
K[MC]

)
can be canonically identified with the one induced

on the cohomology of the complex L•(K) (labeled L• in [11, p. 267], see also [11, Theorem

6.2.5]), and this action on L•(K) is obtained from the action on L•(Fp) by applying

K ⊗Fp
(−).

Summing up, we can suppose that K = Fp; under this assumption, the value

of the action of F on both sides of our decomposition is the one that acts on a coset

of the form aη (a ∈ K) by F(aη) = aηp, which is what we want to check.
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Finally, if M� is F-rational, then for each cone C ∈ �, Hdim(C)
m

(
K[MC]

)
is a simple

A[�; F]-module [58, 2.6]; the proof is therefore completed. �

Remark 7.21. Notice that the assumption of F-rationality on M� required in Theorem

7.20 holds when, for instance, M� is a normal monoidal complex; indeed, under

this assumption, since for each cone C ∈ �, K[MC] is a normal affine monoid ring,

one has that K[MC] is a direct summand of a Laurent polynomial ring [11, Exercise

6.1.10] and therefore it is F-regular by [27, Proposition 4.12]. This shows, in particular,

that Theorem 7.20 extends [19, 5.1] to Stanley toric face rings.

8 Extension Problems for Cohomological Spectral Sequences: A Gräbe’s Type Formula

In the spirit of [5, Section 3], the aim of this section is to focus on the study of

the extension problems attached to the corresponding filtrations produced by the

degeneration of our previously introduced homological spectral sequences.

8.1 Extension problems for homological spectral sequences associated to modules

Consider the homological spectral sequence

constructed in Section 4. In Theorem 4.11 we provided necessary conditions for the

spectral sequence to degenerate at the E2-page. Therefore, by Corollary 4.12, we obtain

the following collection of short exact sequences (where b ∈ N):

where

Gr
k/Gr

k−1
∼=

⊕
{q∈P | k+r=hq}

RhqTq(M)⊕mk,q ,
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where mk,q := dimK(H̃k−1((q, 1P̂); K)). Hereafter, we omit the superscript r; moreover, we

have to point out that, for any k,

may be regarded as an element of Ext1
A(Gk/Gk−1, Gk−1). In order to study the corre-

sponding extension problems we may use the following mild generalization of [5, Lemma

of p.47].

Lemma 8.1. We assume, in addition, that Ext1
A
(
RhpTp(M), RhqTq(M)

) = 0 provided hp ≥
hq + 2. Then, the natural maps are

injective for all k ≥ 2.

Proof. Consider the short exact sequence

In this way, applying the functor HomA(Gk/Gk−1, −) to (sk−1), one obtains the following

exact sequence: Ext1
A(Gk/Gk−1, Gk−2)−−→Ext1

A(Gk/Gk−1, Gk−1)−−→Ext1
A(Gk/Gk−1, Gk−1/

Gk−2). So, applying once again HomA(Gk/Gk−1, −) to the short exact sequence (sl) for

l ≤ k − 2 and descending induction, it turns out that we only need to check that

Ext1
A(Gk/Gk−1, Gl/Gl−1) = 0 for any l ≤ k − 2. However, applying Corollary 4.12 it is

enough to show that the group Ext1
A
(
RhpTp(M), RhqTq(M)

)
vanishes, where hq ≤ j−2 and

hp = j. But this vanishing holds by assumption. �

8.1.1 Mayer–Vietoris spectral sequence of local cohomology modules

These extension problems were studied in [5] for the spectral sequence

where A = K[x1, · · · , xd] is the polynomial ring over a field K and I is a squarefree

monomial ideal. Namely, in the subcategory of Zd-graded modules introduced by

Yanagawa [64] under the notion of straight modules, these extension problems are

nontrivial and are described by the multiplication by the variables xi. In particular this

result recovers the description given by Mustaţă in [42].

We point out that, whenever our field K is of characteristic 0, the category

of straight modules is equivalent to the category of regular holonomic D-modules
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with variation 0 [5, Section 4], so these extension problems are also nontrivial in this

subcategory of D-modules. In this way, it is natural to ask whether these extension

problems are trivial in the category of D-modules; however, this is not the case, as shown

using Lyubeznik numbers introduced in [35].

Example 8.2. Let I := (x, yz) ⊂ A := K[x, y, z], where K is any field. In this case, if

was split, then one would obtain the following equality of Lyubeznik numbers:

λ1,1(A/I) = 1 �= 2 = λ1,1

(
K[x, y, z]

(x, y)

)
+ λ1,1

(
K[x, y, z]

(x, z)

)
+ λ1,0

(
K[x, y, z]

(x, y, z)

)
,

which is clearly false [4].

Remark 8.3. The above example also shows that, when K is a field of prime character-

istic, these extension problems are also nontrivial in the category of F-modules, because

any F-module is, in particular, a D-module (see [36, Section 5] for details).

8.2 Extension problems for cohomological spectral sequences associated to inverse systems

Our next goal is to carry out a similar business with the filtration produced in

Theorem 5.18; indeed, under its assumptions Theorem 5.18 provides a spectral sequence

where Mi,q = dimK H̃i−dq−1((q, 1P̂); K). Moreover, we have a collection of short exact

sequences (for some b ∈ N)
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where the quotients Hr
k/Hr

k−1 can be decomposed in the following manner:

Hr
k/Hr

k−1
∼=

⊕
{q∈P | r−k=dq}

RdqT(Vq)⊕Mk,q ,

where Mk,q := dimK
(
H̃k−dq−1

((
q, 1P̂

)
; K
))

. From now on, we omit the superscript r; in

addition, the reader should point out that, for each k,

can be considered as a member of Ext1
A
(
Hk/Hk−1, Hk−1

)
. The next result is just a

reformulation of Lemma 8.1 in this setup; since its proof is exactly the same as the

one of Lemma 8.1, we omit the details.

Lemma 8.4. We assume, in addition, that Ext1
A

(
RdpT

(
Vp

)
, RdqT

(
Vq

))
= 0 provided

dp ≥ dq+2. Then, the natural maps

are injective for all k ≥ 2.

8.2.1 Another spectral sequence of local cohomology modules

From now on we will consider the spectral sequence

considered in Theorem 5.22, degenerating at its E2-sheet. In this situation, the Ext group

considered in Lemma 8.4 can be decomposed into the following way:

Ext1
A(Hk/Hk−1, Hk−1/Hk−2) ∼=

⊕
r−k=dim(A/Ip)

r−k−1=dim(A/Iq)

Ext1
A
(
H

dim(A/Ip)
m

(
A/Ip

)
, H

dim(A/Iq)
m

(
A/Iq

))
.

Keeping in mind this decomposition, it seems to us that it can be of some interest

to calculate Ext groups of the form Ext1
A

(
Hd−t
m (A/It), Hd−t−1

m (A/It+1)
)
, where the ideal It

(1 ≤ t ≤ d − 1) is generated by an A-regular sequence; this will be our next goal. Indeed,

we shall consider two different cases: when A = K[[x1, . . . , xd]] (we refer to this situation

as the local case) and the case where A = K[x1, . . . , xd] graded in a certain way, which we

specify more precisely later on (we refer to this situation as the graded case).
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Before doing so, we show that, in general, the extension problems associated to

the filtration produced by Theorem 5.22 are nontrivial in the category of A-modules; we

do so by means of the below:

Example 8.5. Let K be any field, and let I := (x, yz) ⊂ K[x, y, z](x,y,z) =: A; in this case, the

filtration produced by Theorem 5.22 boils down to the following short exact sequence,

where m denotes the maximal ideal of A:

So, if the short exact sequence was split, then Att
(
H0
m(A/m)

) ⊆ Att(H1
m(A/I)) by [8, 7.2.6];

however, this inclusion is false, because [8, 7.3.2] implies that Att
(
H0
m(A/m)

) = {m} and

Att
(
H1
m(A/I)

) = {(x, y), (x, z)}.

8.2.2 The local case

The main result of this part is the following:

Proposition 8.6. Let K be any field, set A := K[[x1, . . . , xd]] and let y1, . . . , yn be an A-

regular sequence; moreover, for each 1 ≤ t ≤ n, set It := 〈y1, . . . , yt〉 and Qt := Hd−t
m (A/It).

Finally, (−)∨ denotes the Matlis duality functor HomA(−, E), where E denotes a choice

of injective hull of K over A. Then, the following statements hold:

(i) HomA(A/It+1, A/It) = 0.

(ii) HomA(A/It, A/It) = A/It.

(iii) Ext1
A(A/It+1, A/It) = A/It+1; more precisely, Ext1

A(A/It+1, A/It) is a free

(A/It+1)-module of rank 1 that admits as generator the class of the short

exact sequence

(iv) Ext1
A

((
0 :E It

)
,
(
0 :E It+1

)) = A/It+1.

(v) Ext1
A(Qt, Qt+1) = A/It+1.

Proof. Since y1, . . . , yn form an A-regular sequence, for each 1 ≤ t ≤ n, one has (It :A
It+1) = It, whence

HomA(A/It+1, A/It) ∼= (It :A It+1)

It
= 0,

just what we firstly wanted to check.
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On the other hand, consider the short exact sequence

In this way, applying to this short exact sequence the functor HomA(−, A/It) one obtains

the following exact one:

Thus, since

HomA(A/It, A/It) ∼= (It :A It)

It
= A/It

and HomA(A/It+1, A/It) = 0 one can rewrite the previous exact sequence in the following

way:

Therefore, since the cokernel of one obtains the following:

0 −→ A/It+1 −→ Ext1
A(A/It+1, A/It) −→ Ext1

A(A/It, A/It)
·yt+1−→ Ext1

A(A/It, A/It). (8)

Now, we claim that Ext1
A(A/It, A/It) = (A/It)

⊕t; indeed, Ext1
A(A/It, A/It) can be computed

as H1(HomA(K•(y1, . . . , yt), A/It)), that is, the 1st cohomology group of the cochain

complex obtained by applying the functor HomA(−, A/It) to the Koszul resolution

K•(y1, . . . , yt) of A/It. Regardless, taking into account the very definition of the Koszul

complex, we know that all the matrices that represent the differentials in K•(y1, . . . , yt)

have all their entries in It; thus, this single fact implies that all the differentials of the

cochain complex HomA(K•(y1, . . . , yt), A/It) vanish and therefore one obtains that

Ext1
A(A/It, A/It) = H1(HomA(K•(y1, . . . , yt), A/It)) = (

A/It
)⊕t .

In this way, bearing in mind this fact we can arrange the exact sequence (8) in the

following way:

D
ow

nloaded from
 https://academ

ic.oup.com
/im

rn/article/2020/19/6197/5079029 by U
niversitat de Barcelona user on 23 O

ctober 2020



On Some Local Cohomology Spectral Sequences 6283

But the endomorphism on
(
A/It

)⊕t given by multiplication by yt+1 is injective; whence

one finally obtains that

A/It+1
∼= Ext1

A(A/It+1, A/It).

In particular, part (iii) holds.

In addition, we have to point out that part (iv) follows combining part (iii)

together with [60, 3.4.14] and Matlis duality in the following way: indeed, we have to

notice that

(A/It+1)∨ = Ext1
A(A/It+1, A/It)

∨ ∼= Tor A
1

(
A/It+1,

(
A/It

)∨) ∼= Tor A
1

((
A/It

)∨ , A/It+1

)

and therefore A/It+1
∼= (

A/It+1

)∨∨ ∼= Tor A
1

((
A/It

)∨ , A/It+1

)∨ ∼= Ext1
A

((
0 :E It

)
,
(
0 :E It+1

))
,

whence part (iv) also holds.

Finally, since A/It is a complete intersection ring for any t, it is, in particular,

quasi Gorenstein. In this way, combining this fact joint with part (iv) one has that

Ext1
A(Qt, Qt+1) ∼= Ext1

A

((
0 :E It

)
,
(
0 :E It+1

)) = A/It+1,

just what we finally wanted to show. �

8.2.3 The graded case

Firstly, we want to review the following notions [32, Definitions 4.1.6 and 4.1.17].

Definition 8.7. Let K be a field, let A be the polynomial ring K[x1, . . . , xd], and let m ≥ 1

be an integer.

(i) Given a matrix W ∈ Mm×d(Z), we can consider the Zm-grading on S for

which K ⊆ A0 and the indeterminates are homogeneous elements whose

degrees are given by the columns of W. In this case, it is said that A is

graded by W. Moreover, we refer to the rows of W as the weight vectors

of the indeterminates x1, . . . , xd.

(ii) Now, suppose that A is graded by a matrix W ∈ Mm×d(Z) of rank m and let

w1, . . . , wm be the weight vectors. It is said that the grading on A given by

W is of positive type provided there exist a1, . . . , am ∈ Z such that all the

entries of a1w1 + . . . + amwm are positive. In this case, it is also said that W

is a matrix of positive type.
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Example 8.8. We exhibit some examples of positive-type matrices.

(a) The standard grading on Z (i.e., deg(xi) = 1 for all i) is given by matrix(
1 . . . 1

)
, which is clearly of positive type.

(b) The standard Zd-grading on S (i.e., deg(xi) = ei, where ei denotes the element

of Zd that has all its components 0 up to 1 in the ith position) is given by W =
the identity matrix of size d. It is also clear in this case that W is of positive

type; indeed, just take ai = 1 for all i in the definition.

The reason for which we consider matrices of positive type is the following

result, which says that polynomial rings with gradings of positive type and finitely gen-

erated graded modules over them have finite-dimensional homogeneous components.

We omit its proof and refer to [32, Proposition 4.1.19] for details.

Proposition 8.9. Let K be a field, let A be the polynomial ring K[x1, . . . , xd] graded by

a matrix W ∈ Mm×d(Z) of positive type, and let M be a finitely generated W-graded

A-module. Then, the following statements hold:

(a) We have A0 = K.

(b) For all a ∈ Zm, we have dimK(Ma) < +∞.

Remark 8.10. It is worth mentioning that the conclusion of the previous proposition

also works in greater generality; the interested reader may like to consult [41, Theorem

8.6] for additional details.

In this way, hereafter K will denote a field and A will stand for the polynomial

ring K[x1, . . . , xd] graded by a positive-type matrix W ∈ Mm×d(Z). Moreover, let y1, . . . , yn

be homogeneous elements of A (with deg(yj) = Dj ∈ Zm) that form an A-regular sequence

and, for any 1 ≤ t ≤ n, set It := 〈y1, . . . , yt〉. On the other hand, borrowing notation from

[11, 1.5] (see also [8, 13.1.8]) ∗HomA(−, −) will stand for the internal Hom in the category

of W-graded A-modules, and set (−)∨ :=∗HomK(−, K).

The next result gives the W-graded analog of [60, 3.4.14], which was already

used along the proof of Proposition 8.6; albeit its proof is the adaptation in this graded

context of [60, Proof of 3.4.14], we provide it for the convenience of the reader.

Proposition 8.11. Let j ∈ Z and let X0 and X1 be W-graded A-modules. Then, the

following statements hold:

(a) Tor A
j (X0, X1)∨∼= ∗Ext j

A

(
X0, X∨

1

)
.
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(b) If, in addition, X0 is finitely generated, then one has that

Tor A
j

(
X0, X∨

1

)∼= ∗Ext j
A(X0, X1)∨.

In any case, both isomorphisms are canonical.

Proof. Firstly, we prove part (a). Indeed, set Tj and Uj to be the functors Tor A
j (−, X1)∨

and ∗Ext j
A

(−, X∨
1

)
. Since (−)∨ is exact and contravariant, it follows that both (Tj)j∈N

and (Uj)j∈N form a positive strongly connected sequences of contravariant functors.

Moreover, it is well known that

∗HomK(X0 ⊗A X1, K) ∼= ∗HomA(X0, ∗HomK(X1, K))

for any W-graded A-module X0; on the other hand, it is also clear that TjP = 0 = UjP

for j ≥ 1 and any ∗projective module P. Therefore, applying the appropriate dual of

[8, 13.3.5] one has that there exist uniquely determined natural equivalences of functors

; whence part (a) follows directly from this fact.

Finally, we prove part (b). In this case, we set Tj and Uj as the functors

Tor A
j

(−, X∨
1

)
and ∗ExtA(−, X1)∨. In this case, (Tj)j∈N and (Uj)j∈N both form a positive

strongly connected sequence of covariant functors. In addition, for a finitely generated

W-graded A-module X0 one has a canonical isomorphism

X0⊗A
∗HomK(X1, K)∼= ∗HomK(∗HomA(X0, X1), K).

Again, TjP = 0 = UjP for j ≥ 1 and any ∗projective module P. Therefore, applying

the appropriate dual of [8, 13.3.5] one has that there exist uniquely determined natural

equivalences of functors ; whence one has that part (b) also holds. �

The following statement can be regarded as the W-graded analog of

Proposition 8.6.

Proposition 8.12. Preserving the foregoing assumptions and notations, the following

statements hold:

(i) ∗HomA(A/It+1, A/It) = 0.

(ii) ∗HomA(A, A) ∼= A.

(iii) ∗HomA(A/It, A/It) ∼= A/It.

(iv) ∗HomA

(
A/It, (A/It)(−Dt+1)

) ∼= (A/It)(−Dt+1).
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(v) ∗Ext1
A(A/It+1, (A/It)(−Dt+1)) ∼= A/It+1; more precisely, ∗Ext1

A(A/It+1, (A/It)

(−Dt+1)) is a graded free (A/It+1)-module of rank 1 that admits as generator

the class of the short exact sequence

(vi) ∗Ext1
A(
(
A/It+1

)∨ ,
(
A/It

)∨
) ∼= (A/It+1)(Dt+1).

(vii) ∗Ext1
A(Qt, Qt+1) ∼= (A/It+1)(Dt+1), where Qt (respectively, Qt+1) stands for the

local cohomology module Hd−t
m (A/It) (respectively, Hd−t−1

m (A/It+1)).

Proof. First of all, we have to point out that, since A/It is finitely generated, one has

that ∗HomA(A/It+1, A/It) is nothing but HomA(A/It+1, A/It) in case the grading is forgot-

ten. Regardless, we have checked in part (i) of Proposition 8.6 that HomA(A/It+1, A/It)

= 0; whence part (i) follows directly from this fact.

Second, as ∗HomA(A, A) (respectively, ∗HomA(A/It, A/It)) are nothing but

HomA(A, A) (respectively, HomA(A/It, A/It)) when the grading is forgotten, we obtain

that both parts (ii) and (iii) hold. Moreover, we can also get part (iv) in the below way:

∗HomA

(
A/It, (A/It)(−Dt+1)

)=∗HomA

(
A/It, A/It

)
(−Dt+1) = (A/It)(−Dt+1).

Now, consider the next short exact sequence of W-graded A-modules and homogeneous

homomorphisms:

Applying to such short exact sequence the functor ∗HomA(−, (A/It)(−Dt+1)) one obtains

the following exact sequence of W-graded A-modules and homogeneous homomor-

phisms:

0 −→ ∗HomA(A/It+1, (A/It)(−Dt+1)) −→ ∗HomA(A/It, (A/It)(−Dt+1))

·yt+1−→ ∗HomA((A/It)(−Dt+1), (A/It)(−Dt+1)) −→ ∗Ext1
A(A/It+1, (A/It)(−Dt+1))

−→ ∗Ext1
A(A/It, (A/It)(−Dt+1))

·yt+1−→ ∗Ext1
A((A/It)(−Dt+1), (A/It)(−Dt+1)).

We have that ∗HomA(A/It+1, (A/It)(−Dt+1)) = 0, ∗HomA(A/It, (A/It)(−Dt+1)) =
(A/It)(−Dt+1), and ∗HomA((A/It)(−Dt+1), (A/It)(−Dt+1)) = A/It. In this way, we can
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rewrite the previous exact sequence in the next way:

0 −→ (A/It)(−Dt+1)
·yt+1−→ A/It −→ ∗Ext1

A(A/It+1, (A/It)(−Dt+1))

−→ ∗Ext1
A(A/It, (A/It)(−Dt+1))

·yt+1−→ ∗Ext1
A((A/It)(−Dt+1), (A/It)(−Dt+1)).

Moreover, since the cokernel of , it follows that we have

the following exact sequence:

Now, we claim that

∗Ext1
A(A/It, (A/It)(−Dt+1)) ∼=

t⊕
j=1

(A/It)(Dj − Dt+1).

Indeed, it is well known that ∗Ext1
A(A/It, (A/It)(−Dt+1)) is the 1st cohomology group of

the complex ∗HomA(K•(y1, . . . , yt), (A/It)(−Dt+1)), where K•(y1, . . . , yt) denotes the homo-

logical Koszul resolution of A/It. However, since all the spots in ∗HomA(K•(y1, . . . , yt),

(A/It)(−Dt+1)) are A/It-modules and all the differentials ∂ i in such cochain complex are

represented by matrices with entries in It, it follows that all these differentials are zero

and therefore

∗Ext1
A(A/It, (A/It)(−Dt+1)) = ker(∂1) =

t⊕
j=1

(A/It)(Dj − Dt+1).

In addition, by similar reasons one also has that

∗Ext1
A((A/It)(−Dt+1), (A/It)(−Dt+1)) ∼=

t⊕
j=1

(A/It)(Dj).

In this way, the map

D
ow

nloaded from
 https://academ

ic.oup.com
/im

rn/article/2020/19/6197/5079029 by U
niversitat de Barcelona user on 23 O

ctober 2020



6288 J. Àlvarez Montaner et al.

can be rewritten in the following way:

But this homomorphism is clearly injective. In this way, combining this fact joint with

(2) one finally obtains that

A/It+1
∼= ∗Ext1

A(A/It+1, (A/It)(−Dt+1)) = ∗Ext1
A(A/It+1, A/It)(−Dt+1),

whence part (v) holds too. The reader will easily note that the righmost equality is well

known [8, 14.1.10].

Now, we can deduce part (vi) combining part (v) jointly with Proposition 8.11 in

the following manner:

A/It+1
∼=
((

A/It+1

)∨)∨ ∼=
(∗Ext1

A(A/It+1, (A/It)(−Dt+1))∨
)∨

∼= Tor A
1

(
A/It+1,

[
(A/It)(−Dt+1)

]∨ )∨ ∼= Tor A
1

(
(A/It)

∨(Dt+1), A/It+1

)∨
∼= ∗Ext1

A

( (
A/It)

∨(Dt+1), (A/It+1)∨
)

.

Finally, the graded local duality theorem [8, 14.4.1] implies that (A/It)
∨(−c) ∼= Qt and

(A/It+1)∨(−c) ∼= Qt+1, where c = c1 + . . . + cd and c1, . . . , cd are the columns of matrix W.

Whence

∗Ext1
A(Qt, Qt+1) ∼= ∗Ext1

A

( (
A/It

)∨
(−c),

(
A/It+1

)∨
(−c)

) ∼= ∗Ext1
A

( (
A/It

)∨ ,
(
A/It+1

)∨ ).
But the leftmost term is isomorphic to (A/It+1)(Dt+1); the proof is therefore completed.

�

8.3 A Gräbe’s type description formula

The results obtained in Proposition 8.12 can be regarded as a Gräbe’s type description

formula (cf. [22, Theorem 2]) because they describe the W-graded structure of these local

cohomology modules by looking at these groups of extensions; more precisely, we have

the following:

Theorem 8.13. Let K be a field, and let A be the polynomial ring K[x1, . . . , xd] graded

by a positive-type matrix W ∈ Mm×d (Z). Moreover, for any 1 ≤ t ≤ d set Ft as the
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face ideal of A generated by x1, . . . , xt and Qt := Hd−t
m

(
A/Ft

)
. Then, there is a canonical

isomorphism

∗Ext1
A

(
Qt

(
ct+1

)
, Qt+1

) ∼= (
A/Ft+1

)
,

where ct+1 denotes the (t + 1)th column of matrix W; more precisely,∗Ext1
A

(
Qt

(
ct+1

)
,Qt+1

)
is a free, graded (A/Ft+1)-module that admits as generator the class of the short exact

sequence

Remark 8.14. When W is the identity matrix of size d, Theorem 8.13 describes the

standard Zd-graded structure of local cohomology modules of Stanley–Reisner rings;

in [22, Theorem 2]; Gräbe gave a nice topological interpretation of this structure by

identifying the multiplication by each variable on the graded pieces of local cohomology

modules in terms of certain connecting maps between simplicial cohomology groups. In

this way, by means of Gräbe’s formula one can also describe these groups of extensions

in terms of the corresponding simplicial complex. On the other hand, Miller proved in

his thesis [40, Corollary 6.24] that Gräbe’s formula is equivalent to the one obtained by

Mustaţă in [42, Theorem 2.1 and Corollary 2.2]; keeping in mind this fact, Theorem 8.13

can also be regarded as a Mustaţă-type description formula.
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