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It is our pleasure to comment on this paper. We would
like to congratulate Giovanni Nattino, Michael L. Pen-
nell, and Stanley Lemeshow for their great contribution to
the goodness-of-fit method. One of the advantages of the
Hosmer-Lemeshow approach (Hosmer and Lemeshow, 1980)
is the simplicity of the method. It is the most popular way
to evaluate the goodness-of-fit of logistic regression models.
Their paper proposes a modified Hosmer-Lemeshow method
that has the same advantage of simplicity, but for large data
sets. We could foresee the popularity of the proposed method
and its generalizations.

Our commentary focuses on a possible generalization of
the method from binary responses to ordered response cate-
gories, which are also common in practice such as the Lik-
ert scale for survey data, the pain scale in medical stud-
ies, and the Braun-Blanquet coverage scale for ecological
data.

There are a variety of approaches to the modeling of ordi-
nal data that properly respect the ordinal nature of the data.
Liu and Agresti (2005) and Agresti (2010) described vari-
ous approaches using a proportional odds structure such as
the proportional odds version of adjacent categories logits,
cumulative logits (McCullagh, 1980), and continuation ratio
logits (McCullagh and Nelder, 1989). That structure makes a
strong assumption on common odds ratios and this may be

inadequate for some data. Our discussion focuses on the
ordered stereotype model (Anderson, 1984) that is more flex-
ible than the models with the proportional odds structure as a
result of adding additional score parameters. We briefly for-
mulate it below.

Let 𝑌𝑖 be an ordinal response with 𝑞 categories for obser-
vation 𝑖, where 𝑖 = 1,… , 𝑛. The ordered stereotype model
(Anderson, 1984) for the probability that 𝑌𝑖 takes the category
𝑘 is characterized by the following log odds:

log

(
𝑃
[
𝑌𝑖 = 𝑘 ∣ 𝒙𝑖

]
𝑃
[
𝑌𝑖 = 1 ∣ 𝒙𝑖

]
)

= 𝛼𝑘 + 𝜙𝑘𝜷
′𝒙𝑖,

𝑖 = 1,… , 𝑛, 𝑘 = 2,… , 𝑞, (1)

where the inclusion of the following monotone nondecreas-
ing constraint 0 = 𝜙1 ≤ 𝜙2 ≤ ⋯ ≤ 𝜙𝑞 = 1 ensures that the
response 𝑌𝑖 is ordinal.

Regarding this model, the comparison of two proposed
goodness-of-fit tests is evaluated. One is based on an
extension of Hosmer-Lemeshow test for ordinal responses
(Fernández and Liu, 2016), called the HL-type test (S), and
the other one is the modified version for ordinal data proposed
by this paper (Giovanni Nattino, Michael L. Pennell, and
Stanley Lemeshow), called the modified HL test (M). Both
tests are described below.
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2 LIU AND FERNÁNDEZ

T A B L E 1 Parameter configuration in the simulation study for assessing the power of the test when there is an omitted quadratic term in a
continuous covariate (Scenario 1) and there is an omitted interaction term between a continuous covariate and a dichotomous variable (Scenario 2),
when magnitude of the model’s misspecification is small

𝒒 Scenario Covariates {𝜶𝒌} {𝝓𝒌} 𝒏 {𝜷𝒋}
3 1  (5, 3) (0,−0.8,−1.2) (0, 1∕2, 1) 25 000 (1,0.0001)

50 000 (1,0.0055)

100 000 (1,0.01)

500 000 (1,0.009)

1 million (1,0.008)

2  (5, 3) & Bern(0.5) 25 000 (0.5,0.5,0.02)

50 000 (0.5,0.5,0.04)

100 000 (0.5,0.5,0.05)

500 000 (0.5,0.5,0.045)

1 million (0.5,0.5,0.04)

4 1  (5, 3) (0, 0.1,−0.8,−1.2) (0, 1∕3, 2∕3, 1) 25 000 (1,0.0001)

50 000 (1,0.0055)

100 000 (1,0.01)

500 000 (1,0.009)

1 million (1,0.008)

2  (5, 3) & Bern(0.5) 25 000 (0.5,0.5,0.02)

50 000 (0.5,0.5,0.04)

100 000 (0.5,0.5,0.05)

500 000 (0.5,0.5,0.045)

1 million (0.5,0.5,0.04)

5 1  (5, 3) (0,−0.1,−0.8,−1.2,−1.6) (0, 1∕4, 2∕4, 3∕4, 1) 25 000 (1,0.0001)

50 000 (1,0.0055)

100 000 (1,0.01)

500 000 (1,0.009)

1 million (1,0.008)

2  (5, 3) & Bern(0.5) 25 000 (0.5,0.5,0.02)

50 000 (0.5,0.5,0.04)

100 000 (0.5,0.5,0.05)

500 000 (0.5,0.5,0.045)

1 million (0.5,0.5,0.04)

1 HL-TYPE TEST (S)

The S test statistic follows closely the test proposed in Fager-
land and Hosmer (2013) for the proportional odds model.
The main difference with our test is that we take advantage
of score parameters {𝜙𝑘} from the ordered stereotype
model to determine a new spacing of the ordinal response
categories. The steps to construct the proposed test are as
follows:

1. Let 𝜃𝑖𝑘 = 𝑃 [𝑌𝑖 = 𝑘 ∣ 𝒙𝑖] from (1). Calculate the estimated
probabilities 𝜃𝑖𝑘 for each observation 𝑖 = 1,… , 𝑛 and
response category 𝑘 = 1,… , 𝑞.

2. Compute the weighted score for each observation:

𝑠𝑖 =
𝑞∑

𝑘=1
𝑣𝑘 × 𝜃̂𝑖𝑘, 𝑖 = 1,… , 𝑛, (2)

where 𝑣1 = 1, 𝑣𝑞 = 𝑞, and 𝑣𝑘 = 1 + (𝑞 − 1) × 𝜙̂𝑘. Note
that the {𝑣𝑘} in the range of [1, 𝑞] are the rescaled ordi-
nal scores for the response categories, calculated from the
score parameter estimates {𝜙̂𝑘} in [0,1].

3. We sort the observations ascending by the weighted scores
{𝑠𝑖}.

4. We create a partition into 𝐺 groups based on the weighted
scores {𝑠𝑖}, such that each group contains 𝑛∕𝐺 obser-
vations. Sorting according to the weighted score fol-
lows closely the sorting used in Fagerland and Hosmer
(2013).
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F I G U R E 1 Graphical representation of the simulation scenarios for a level of significance of 𝛼 = .05, number of groups 𝐺 = 10, and small
magnitude of the model’s misspecification. Percentage of rejections (out of 1000 simulated data sets) of the HL-type test (S, dashed lines) and the
modified HL test (M, solid lines) over different sample sizes (𝑛 = 25 000, 50 000, 100 000, 500 000, and 1 million) is shown. The first column of
graphs corresponds to Scenario 1 (omitted quadratic term in a continuous covariate) and the second column of graphs corresponds to Scenario 2
(omitted interaction term between a continuous covariate and a dichotomous variable). Upper panels correspond to 𝑞 = 3 ordinal responses, and
middle and bottom panels to 𝑞 = 4 and 𝑞 = 5, respectively

5. Cross-classify the observations according to the 𝐺 groups
and the ordinal response categories to create a 𝐺 × 𝑞 con-
tingency table. The observed frequencies {𝑜𝑔𝑘} and the
estimated expected frequencies {𝑒𝑔𝑘} under the model are
defined as:

𝑜𝑔𝑘 =
∑
𝜐∈Υ𝑔

𝐼[𝑦𝜐 = 𝑘] and 𝑒𝑔𝑘 =
∑
𝜐∈Υ𝑔

𝜃𝜐𝑘,

for 𝑔 = 1,… , 𝐺, 𝑘 = 1,… , 𝑞,

where Υ𝑔 denotes the set of indices of the observations in

group 𝑔 and 𝐼[𝐴] is a binary indicator that takes value 1 if
𝐴 is true and 0 otherwise.

6. Compute the Pearson 𝜒2 statistic S as:

S =
𝐺∑
𝑔=1

𝑞∑
𝑘=1

(𝑜𝑔𝑘 − 𝑒𝑔𝑘)2

𝑒𝑔𝑘
, (3)

which follows a chi-squared distribution with (𝐺 − 2)(𝑞 −
1) + (𝑞 − 2) degrees of freedom under the null hypothesis
of perfect fit.
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T A B L E 2 Power of the test (%) for the detection of an omitted quadratic term in a continuous covariate (Scenario 1) and for the detection of an
omitted interaction term between a continuous covariate and a dichotomous variable (Scenario 2), when magnitude of the model’s misspecification is
small

𝒏 = 𝟐𝟓 𝟎𝟎𝟎 𝒏 = 𝟓𝟎 𝟎𝟎𝟎 𝒏 = 𝟏𝟎𝟎 𝟎𝟎𝟎 𝒏 = 𝟓𝟎𝟎 𝟎𝟎𝟎 𝒏 = 𝟏 million
𝒒 Scenario Test Covariates 𝜶 ∶ 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10%
3 1 S 𝑥1 ∼  (5, 3) 0.5 3.7 7.5 0.8 5.2 10.5 1.7 10.3 15.4 22.5 40.0 55.0 43.0 69.5 77.5

M 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

2 S 𝑥1 ∼  (5, 3) 0.7 3.9 8.6 0.7 4.8 9.2 2.7 10.1 18.7 25.7 51.0 63.7 50.0 71.5 82.5

M 𝑥2 ∼ Bern(0.5) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

4 1 S 𝑥1 ∼  (5, 3) 0.6 2.8 5.8 1.0 3.2 6.2 1.6 6.6 11.9 20.0 42.2 54.7 46.0 70.0 81.0

M 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

2 S 𝑥1 ∼  (5, 3) 0.3 3.4 6.7 1.0 3.5 7.6 1.8 6.1 12.4 16.0 34.3 49.7 35.5 54.5 69.0

M 𝑥2 ∼ Bern(0.5) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

5 1 S 𝑥1 ∼  (5, 3) 0.7 3.3 6.2 0.4 2.8 6.3 2.1 7.0 11.8 14.7 30.7 43.7 39.0 66.0 75.5

M 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

2 S 𝑥1 ∼  (5, 3) 0.7 2.8 5.4 0.4 3.1 6.5 1.9 5.0 10.4 10.0 26.0 36.7 28.0 52.0 61.5

M 𝑥2 ∼ Bern(0.5) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Note: S is the HL-type test and M is the modified HL test with the fitted probabilities from the ordered stereotype model using 𝐺 = 10 groups with small magnitude of
the model’s misspecification over different sample sizes (𝑛 = 25 000, 50 000, 100 000, 500 000, and 1 million) and ordinal response categories 𝑞 = 3, 4, 5.

2 MODIFIED HL TEST (M)

The M test follows the same six steps described in the S test.
If the model does not hold, the distribution of the test statis-
tic (3) is noncentral chi-squared with (𝐺 − 2)(𝑞 − 1) + (𝑞 − 2)
degrees of freedom and noncentrality parameter 𝜆. Define
the standardized noncentrality parameter of the test statistic
(3) as

𝜖 =
√

𝜆

𝑛
.

The estimator of 𝜖 is

𝜖 =
√

max{S − ((𝐺 − 2)(𝑞 − 1) + (𝑞 − 2)), 0}
𝑛

.

Following the proposed approach by this paper in the case
of large data:

1. Consider 0: 𝜖 ≤ 𝜖0 versus 1: 𝜖 > 𝜖0 with the suggested
𝜖0 as

𝜖0 =

√
𝜒2
𝜆=0,𝑑𝑓=(𝐺−2)(𝑞−1)+(𝑞−2),𝛼=0.05 − ((𝐺 − 2)(𝑞 − 1) + (𝑞 − 2))

106
.

2. Obtain the 𝑝-value by

1 − 𝐹𝜖0𝑛,((𝐺−2)(𝑞−1)+(𝑞−2))(S),

where 𝐹𝜖0𝑛,((𝐺−2)(𝑞−1)+(𝑞−2))(⋅) is the cumulative density
function of a noncentral chi-squared distribution with
noncentrality parameter 𝜖0𝑛 and (𝐺 − 2)(𝑞 − 1) + (𝑞 − 2)
degrees of freedom.

3 SIMULATION STUDY

We set up a small simulation study in two of the scenarios
described by this paper: omission of a quadratic term in a
continuous covariate (Scenario 1) and omission of an interac-
tion term between a continuous and a dichotomous covariate
(Scenario 2), when magnitude of the model’s misspecification
is small. We simulated 1000 data sets from 𝛼𝑘 + 𝜙𝑘(𝛽1𝑥1 +
𝛽2𝑥

2
1) (Scenario 1) and 𝛼𝑘 + 𝜙𝑘(𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽3𝑥1𝑥2) (Sce-

nario 2), where 𝑥1 ∼  (5, 3) and 𝑥2 ∼ Bern(0.5). The val-
ues of the parameter setting were tuned such that all scenarios
reached the same level of 𝜖. Table 1 gives the detail of all
parameters. We varied the sample size (𝑛 = 25 000, 50 000,
100 000, 500 000, and 1 million) and the number of ordi-
nal response categories (𝑞 = 3, 4, 5). For each data set, the
ordered stereotype model with only main effects was fitted.
We calculated the proportion of times that the null hypothesis
was rejected at a 1%, 5%, and 10% level of significance for
S (HL-type) and M (modified HL) tests.

4 DISCUSSION

Figure 1 and Table 2 report the rejection rate of the two tests
in all scenarios when magnitude of the model’s misspecifica-
tion is small. We observed a similar pattern of results for all
scenarios. For the HL-type test, the rejection rate increases as
the sample size increases for misspecified models. Moreover,
the rejection rate slightly decreases as the number of ordinal
response categories 𝑞 increases because the degrees of free-
dom of the chi-squared distribution for the HL-type test statis-
tic depend on 𝑞. Thus, this test has lower power for a larger 𝑞.
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The modified HL test seems to be more conservative for the
ordinal case than for the binary case because we obtained a
zero rejection rate over all scenarios.

A more comprehensive simulation study must be set to
make further conclusions. For instance, we could increase the
level of 𝜖 and try different scenarios. Nevertheless, the method
developed by this paper provided new insights to deal with big
data for a wide range of models.
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