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Prime ideals in three dimensional regular local rings

Abstract

The aim of this work is twofold. First we study a family of prime ideals, in

the power series ring in three variables over a field, which need arbitrarily

high number of generators. This family was introduced by T. T. Moh in

the seventies. Second, and having in mind to generalize this phenomenon to

any three dimensional regular local ring, we study the proof of the existence

of a prime ideal minimally generated by four elements, in any regular local

ring. This fact was recently stated by F. Planas. We conclude the present

dissertation by extending this result to a prime ideal minimally generated by

five elements.

Key words: Moh’s primes, power series rings, regular local rings, Hilbert-

Burch Theorem.
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Introduction

The study of prime ideals is a classical and long-standing algebraic problem. In par-

ticular, the analysis of generators of prime ideals. F.S. Macaulay, in 1916, gave a first

approach to the problem of bounding the minimal number of generators of prime ideals.

He found a set of prime ideals {Pm}, in the polynomial ring in three variables, so that

every Pm needs at least m generators. Later on, S.S. Abhyankar provided a more precise

discussion on Macaulay’s prime ideals. In 1973, T.T. Moh adapted Macaulay’s examples

to the power series ring in three variables. He proved that there exists a family {Pn} of

prime ideals, in the power series ring in three variables, where each {Pn} is minimally

generated by at least n elements. Furthermore, he proved in 1979, that Pn is generated

by exactly n+ 1 elements.

This work has two main purposes. The first one is to describe and understand Moh’s

examples. We will study the construction of these prime ideals and delve into Moh’s

proof, in order to understand the reason why these ideals need exactly n+ 1 generators.

The second purpose is to try to generalize this family of prime ideals to any regular three

dimensional local rings.

The structure of the present dissertation is the following. In Chapter 1, we prove

the following result:

Theorem. Let k be a field of characteristic zero. Let k[[x, y, z]] be the power series

ring in three variables over k. Then, for an odd positive integer n, there exists a family

of prime ideals {Pn} such that each Pn needs exactly n+ 1 generators.

Having this result in mind, in Sections 1 and 2, we introduce the theoretical back-

ground regarding binomial vectors and numerical semigroups. In Section 3, we dig into

Moh’s prime ideals. We prove the first half of his result, namely, that each Pn needs at

least n generators.

Then, in Section 4, we prove the whole aforementioned Theorem.

Last section of Chapter 1, shows that these prime ideals can be generated by the n × n
subdeterminants of a n× (n+ 1) matrix.

Chapter 2 considers the problem of Moh, but in any regular local ring of Krull dimension

three. In Section 1, we follow the recent article of F. Planas, [6]. There it is shown the
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existence of a prime ideal minimally generated by four elements, in any regular local ring

of dimension three.

This result provides us with an idea of how to find a prime ideal minimally generated by

more elements. We display this general process in Section 2. Finally, in Section 3, we

prove the existence of a prime ideal in a regular local ring of dimension three, minimally

generated by five elements.

We finally present our conclusions and ideas for further work.



CHAPTER 1

Generators of prime ideals in power series rings of three

variables

The purpose of this chapter is to give a family of prime ideals {Pn}, in the power

series ring k[[x, y, z]], such that Pn needs at least n generators. We follow the articles of

Moh [4] and [5]. Before proving the main result about generators in prime ideals, we will

need some general notions on binomial vectors and semigroups.

1. Binomial vectors

In this section we present the main tools on binomial vectors that will be used subse-

quently in Section 3. We reproduce the definitions and the structure of Moh [5]. When

necessary, we add some observations and examples for comprehension purposes, as well

as some remarks to clarify the most difficult points.

Let k be a field of characteristic zero. Therefore, k contains a copy of Z, Z ↪→ k. Let k∞

and km be the k-vector spaces of dimension ∞ and m.

Notation 1.1. The binomial coefficients are defined as follows:

bi,j :=
(
i
j

)
= i!

j!(i−j)! , for i ≥ j ;

bi,j := 0 , for i < j .

The binomial coefficients are positive integers that can be thought in k, through the

inclusion Z ↪→ k.

Definition 1.2. For a fixed integer n ≥ 0, the n-th binomial vector bn is defined as

bn := (bn,0, . . . , bn,n, 0, . . .) ∈ k∞.

Example 1.3. The first binomial vectors are: b0 = (1, 0, . . .), b1 = (1, 1, 0, . . .), b2 =

(1, 2, 1, 0, . . .), b3 = (1, 3, 3, 1, 0, . . .), b4 = (1, 4, 6, 4, 1, 0, . . .), and so on.

Let T = {t1, . . . , tm} be a set of m non-negative integers. We can always suppose

that they are labelled so that, t1 < . . . < tm. We can consider then, the binomial vectors

associated to the set of integers in T . Let us give a basis of the k-vector space kCard(T ) in

terms of these binomial vectors.
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1. Binomial vectors 9

Definition 1.4. For the k-vector spaces k∞ and km, we consider the following map

projections:

k∞
ρm−→ km

(λ1, . . . , λm, . . .) 7→ (λ1, . . . , λm)
,

k∞
ρ′m−→ km−1

(λ1, . . . , λm, . . .) 7→ (λ2, . . . , λm)
.

Following Moh’s framework, we define some matrices, which will be used to prove

some subsequent lemmas and propositions.

Definition 1.5. Given m ≥ 0 and T = {t1, . . . , tm},

· Bt1,...,tm is the m × m matrix whose rows are the vectors ρm(bt1), . . . , ρm(btm).

That is,

Bt1,...,tm := (ρm(bt1), . . . , ρm(btm)) =


bt1,0 · · · bt1,m−1

...
...

btm,0 · · · btm,m−1

 .

· The matrix iA is the identity m ×m matrix with −1 in the position (i, i + 1).

That is,

iA :=



1 0 · · · · · · · · · · · · 0

0 1 0 · · · · · · · · · 0
. . .

· · · · · · 1 −1 · · · 0
. . .

0 · · · · · · · · · · · · · · · 1


.

· The matrix Am is the product of all iA, Am :=
∏m−1

i=1 iA.

Example 1.6. Let us take T = {1, 2, 5, 7}. Then the matrices Bt1,...,tm , 2A and Am

are as follows:

B1,2,5,7 =


1 1 0 0

1 2 1 0

1 5 10 10

1 7 21 35

 , 2A =


1 0 0 0

0 1 −1 0

0 0 1 0

0 0 0 1

 , A4 =


1 −1 1 −1

0 1 −1 1

0 0 1 −1

0 0 0 1

 .

In order to prove the main theorem of this section we need three lemmas.

Lemma 1.7. [4, Lemma 2.1.] For t1 > 0,

Bt1,...,tm · Am = Bt1−1,...,tm−1 .

Moreover, det(Bt1,...,tm) = det(Bt1−1,...,tm−1).
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Proof. Note that

bti,0 = bti−1,0 ,

bti,j − bti−1,j−1 = bti−1,j .

The first equality is clear by definition, since bti,0 =
(
ti
0

)
= 1, for any ti. The second one,

follows directly from the definition. Indeed:

bti,j − bti−1,j−1 =
ti!

j!(ti − j)!
− (ti − 1)!

(j − 1)!((ti − 1− j + 1)!
=

ti!− j(ti − 1)!

j!(ti − j)(ti − j − 1)!
=

(ti − 1)!

j!(ti − 1− j)!
= bti−1,j .

Now we compute the product of the matrices Bt1,...,tm · 1A · . . . · m−1A :
bt1,0 · · · bt1,m−1

...
...

btm,0 · · · btm,m−1




1 −1 0 · · ·
0 1 0 · · ·
...

. . .
...

0 · · · · · · 1

 · 2A · . . . · m−1A .
Multiplying the first two matrices, we obtain the matrix

bt1,0 bt1,1 − bt1−1,0 · · · bt1,m−1
...

...
...

btm,0 btm,1 − btm−1,0 · · · btm,m−1

 .

Applying the second aforementioned equality involving the subtraction of two binomial

vectors, we get: 
bt1,0 bt1−1,1 · · · bt1,m−1

...
...

...

btm,0 btm−1,1 · · · btm,m−1

 .

Then, multiplying this matrix by 2A, we will obtain some sums of bi,j for the third column

and the rest of the matrix will remain the same. So, applying the previous relations for

the third column, we obtain the following matrix:
bt1,0 bt1−1,1 bt1−1,2 · · · bt1,m−1

...
...

...
...

btm,0 btm−1,1 btm−1,2 · · · btm,m−1

 .

Recursively, multiplying and also applying the first equality involving binomial numbers

to the first column, we arrive to the matrix
bt1−1,0 · · · bt1−1,m−1

...
...

btm−1,0 · · · btm−1,m−1

 ,
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which is precisely Bt1−1,...,tm−1. The determinant equality follows directly by applying

determinants to this matrix equality. We use that the product of determinants is the

determinant of the product and that the determinant of each iA equals 1. �

For a better understanding of the proofs, we illustrate it with an example.

Example 1.8. Let us take T , as before, T = {1, 2, 5, 7}. Then B1,2,5,7 · A4:

B1,2,5,7 · A4 =


1 1 0 0

1 2 1 0

1 5 10 10

1 7 21 35

 ·


1 −1 1 −1

0 1 −1 1

0 0 1 −1

0 0 0 1

 =


1 0 0 0

1 1 0 0

1 4 6 4

1 6 15 20

 = B0,1,4,6 .

Lemma 1.9. [4, Lemma 2.2.] Suppose t1 = 0. Then,

det(Bt1,...,tm) = det(ρ′m(bt2), . . . , ρ
′
m(btm)) .

Proof. Clearly if bt1 = b0 = (1, 0, . . . , 0), we can develop the determinant of Bt1,...,tm

by the first row. So we need to compute the determinant of the following matrix:
bt2,1 · · · bt2,m−1

...
...

btm,1 · · · btm,m−1

 .

This determinant is precisely the determinant of the matrix (ρ′m(bt2), . . . , ρ
′
m(btm)). �

Example 1.10. Suppose that T = {0, 2, 3, 4}. Then

det(B0,2,3,4) = det


1 0 0 0

1 2 1 0

1 3 3 1

1 4 6 4

 = 4 .

On the other hand,

det(ρ′m(2), ρ′m(3), ρ′m(4)) = det

2 1 0

3 3 1

4 6 4

 = 4 .

Lemma 1.11. [4, Lemma 2.3.] We have,

det(ρ′m(bt2), . . . , ρ
′
m(btm)) =

(t2 · · · tm)

(m− 1)!
det(Bt2−1,...,tm−1) .

Proof. To prove this equality, it is enough to consider the following fact:

bti,j =
ti!

j!(ti − j)!
=

ti(ti − 1)!

j(j − 1)!(ti − j)!
=
ti
j
bti−1,j−1 .
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Multiplying each entry (i, j) of the matrix Bt2−1,...,tm−1by ti+1

j
, we get the matrix

(ρ′m(bt2), . . . , ρ
′
m(btm)) .

The previous multiplication can be seen as multiplying the i-th row by ti+1 and the j-th

column by 1
j
. So, by taking determinants and applying their properties, we get:

det(ρ′m(bt2), . . . , ρ
′
m(btm)) =

(t2 · · · tm)

(m− 1)!
det(Bt2−1,...,tm−1) .

�

Example 1.12. To illustrate this lemma, take T = {1, 2, 5, 7} and compute the de-

terminant matrices:

det(ρ′m(2), ρ′m(5), ρ′m(7)) =

∣∣∣∣∣∣∣
2 1 0

5 10 10

7 21 35

∣∣∣∣∣∣∣ = 175 ;

2 · 5 · 7
3!

det(B2−1,5−1,7−1) =
5 · 7

3
·

∣∣∣∣∣∣∣
1 1 0

1 4 6

1 6 15

∣∣∣∣∣∣∣ = 175 .

Now we are in position to prove the main theorem of this section.

Theorem 1.13. [4, Theorem 2.1.] The set {ρm(bt1), . . . , ρm(btm)} forms a basis for

km.

Proof. Let us proceed by induction on m.

For m = 1, ρ1(bt1) = (1), which clearly defines a basis of k. Let us suppose that the

result holds for m− 1 and let us prove the case m. We proceed now by induction on t1.

If t1 = 0, by Lemmas 1.9 and 1.11, we have the following equality:

det(Bt1,...,tm) =
(t2 · · · tm)

(m− 1)!
det(Bt2−1,...,tm−1) .

By induction, the right hand side of the equation is different from zero. Therefore

det(Bt1,...,tm) 6= 0 .

The set {ρm(bt1), . . . , ρm(btm)} is linearly independent and is a basis of the k-vector space

km. Let us assume that it is proved for t1 ≥ 0 and prove it for t1 + 1. Let us consider the

labelled set {t1 + 1, t2, . . . , tm} with t1 + 1 < t2 < . . . < tm. By Lemma 1.7, we have the

following equality:

det(Bt1+1,...,tm) = det(Bt1+1−1,t2−1,...,tm−1) = det(Bt1,t2−1,...,tm−1) .

By induction, the rightmost term on the equality is different from 0. Therefore, the

leftmost term is also different from zero. Hence {ρm(bt1), . . . , ρm(btm)}, with t1 ≥ 0, forms

a basis of km. �
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Example 1.14. Continuing with the previous example given by T = {1, 2, 5, 7}, let

us see that a basis of k4 is

{ρm(b1), ρm(b2), ρm(b5), ρm(b7)} ,

where m = 4. Thus, the vectors {(1, 1, 0, 0), (1, 2, 1, 0), (1, 5, 10, 10), (1, 7, 21, 35)} must

generate k4 and be linearly independent. Since the dimension of the k-vector space k4 is

4, we just have to prove that they are linearly independent, i.e. the determinant of the

matrix formed by the coordinates of these vectors is different from 0. Indeed, this is the

case:

detB1,2,5,7 =

∣∣∣∣∣∣∣∣∣∣
1 1 0 0

1 2 1 0

1 5 10 10

1 7 21 35

∣∣∣∣∣∣∣∣∣∣
= 60 6= 0 .

2. Numerical semigroups

Remark 2.1. Moh uses the notion of semigroup to refer to what we currently know as

numerical semigroups. We follow the definitions and the results in [7, Chapter 1] which,

by now, have become standard in this area.

Definition 2.2.

· A semigroup (S,+) is a set S with a binary associative operation + on S.

· A semigroup S is a monoid if it has an identity element with respect to its

operation.

· A subset of a semigroup (monoid) closed under the operation is called subsemi-

group (submonoid).

Definition 2.3. A numerical semigroup S is a submonoid of N with finite comple-

ment. Here, we understand 0 ∈ N and 0 ∈ S. Thus a+ b ∈ S for all a, b ∈ S and N \ S is

finite.

The next proposition gives us an alternative way of finding numerical semigroups for

generated monoids.

Proposition 2.4. Let A be a nonempty subset of N. Then the monoid 〈A〉 generated

by this subset is a numerical semigroup if, and only if, gcd(A) = 1.

Proof. We follow the proof of [7, Lemma 2.1.] For the forward implication, we

denote d = gcd(A). As 〈A〉 is a numerical semigroup, N\〈A〉 is finite. Therefore, it exists

a positive integer n ∈ A such that n+ 1 ∈ A. So d divides n and n+ 1, thus d = 1.
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To prove the converse, it is enough to prove that the complement of 〈A〉 is finite. As

1 = gcd(A), there exist a1, . . . , an ∈ A and z1, . . . , zn ∈ Z such that

1 = z1a1 + . . .+ znan .

We can assume, without loss of generality, that the first l coefficients zi are positive and

that the next ones are negative. Therefore, we have the following equality:

z1a1 + . . .+ zlal = 1− zl+1al+1 − . . .− znan =: 1 + s ,

where s = −zl+1al+1 − . . .− znan ≥ 0, s ∈ 〈A〉 and s+ 1 = z1a1 + . . .+ zlal ∈ 〈A〉.
Claim: Given an n such that n ≥ (s− 1)s+ (s− 1), then n ∈ 〈A〉.
Clearly, from the Claim, it follows that N \ 〈A〉 ⊆ {z ∈ N|z < (s− 1)s + (s− 1)} and so

N \ 〈A〉 is finite.

To prove the Claim, divide n by s so that

n = qs+ r ,

with q ∈ N and 0 ≤ r ≤ s− 1. So

n = qs+ r = qs+ r + rs− rs = r(s+ 1)− (q − r)s .

If we prove that q − r ≥ 0, since s and s+ 1 are in 〈A〉, it would follow that n ∈ 〈A〉. So

let us see that q − r ≥ 0. Using the hypothesis of the Claim and that 0 ≤ r ≤ s− 1, we

obtain

qs+ r = n ≥ (s− 1)s+ (s− 1) ≥ (s− 1)s+ r .

Therefore qs ≥ (s− 1)s and q ≥ s− 1 ≥ r. Hence q − r ≥ 0. �

Example 2.5. Let us give an example of a numerical semigroup. Let us consider the

set A = {2, 7, 9}. Clearly 〈A〉 ⊂ N and is closed. It remains to see that its complementary

is finite. It is easy to see that 〈A〉 contains all the even numbers and all the odd ones

bigger than 7. Thus

N \ 〈A〉 = {1, 3, 5} .

We can check that the theorem holds, as gcd(A) = gcd(2, 7, 9) = 1.

Once we have established these concepts we can define the Frobenius number. This number

is used as an assumption in Moh’s article.

Definition 2.6. If S is a numerical semigroup, the Frobenius number is defined as

F (S) = max{n ∈ N|n 6∈ S} .

The set of gaps of S is defined as

G(S) = N \ S .
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The genus of S is defined as

g(S) = Card(G(S)) .

Definition 2.7. Let S be a numerical semigroup and n ∈ S, n 6= 0, the Apéry set of

n in S is defined as the following set:

Ap(S, n) := {s ∈ S : s− n /∈ S} .

Lemma 2.8. The Apéry Set of n in a numerical semigroup S is equal to

Ap(S, n) = {w(0), . . . , w(n− 1)} ,

where w(i) is the least element of S congruent with i mod n, i ∈ {0, . . . , n− 1}.

Proof. See [7, Lemma 2.4.]. �

Example 2.9. Let S = 〈2, 7, 9〉 be a numerical semigroup. Then,

Ap(S, 7) = {0, 8, 2, 10, 4, 12, 6} .

The next proposition will provide a way to find the Frobenius number and the genus of a

given numerical semigroup.

Proposition 2.10. Let S be a numerical semigroup and let n 6= 0 be an element of

S. Then

F (S) = max Ap(S, n)− n ; g(S) =
1

n

 ∑
w∈Ap(S,n)

w

− n− 1

2
.

Proof. First, let us see that the element max Ap(S, n)− n is not in S. This is clear

by the definition of the Apéry set. So we just have to check that there is not an integer

greater than max Ap(S, n)− n that is not in S.

Let x be such that x > max Ap(S, n) − n. That is, x + n > max Ap(S, n). Let x =

i ∈ Z/(nZ), with i ∈ {0, . . . , n − 1}. Therefore, x + n is congruent with i + 1 mod n.

Let us take the element w(i + 1) ∈ Ap(S, n), which is congruent to i + 1 mod n. Since

x+ n > max Ap(S, n), x+ n is congruent with w(i+ 1) mod n. Therefore

x+ n = w(i+ 1) + λn⇔ x = w(i+ 1) + (λ− 1)n .

As S is a numerical semigroup, i.e. is closed under the sum, x ∈ S.

To prove the second part, we consider the Apéry set of n in S,

Ap(S, n) = {w(0) = 0, w(1) = 1 + k1n+ . . . , w(n− 1) = n− 1 + kn−1n} .
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An integer x, congruent with i, does not belong to S if, and only if, w(i) ≥ x. Therefore,

for each i ∈ {0, · · · , n− 1}, there are ki integers not in S. Thus

g(S) = k1+. . .+kn−1 =
1

n
(1+k1n+. . .+n−1+kn−1n)−

∑n−1
i=1 i

n
=

1

n

 ∑
w∈Ap(S,n)

w

−n− 1

2
.

�

Example 2.11. Let S = 〈2, 7, 9〉 be a numerical semigroup. Let us compute its

Frobenius number and its genus.

S = {0, 2, 4, 6, 7→} N \ S = {1, 3, 5} .

Therefore F (S) = 5 and g(S) = 3. Let us check that the proposition follows,

F (S) = max Ap(S, 7)− 7 = 12− 7 = 5 ;

g(S) = 1
7
· 21 = 3 .

Let us focus on 2−generated numerical semigroups.

Proposition 2.12. Let a, b be two non-negative integers such that gcd(a, b) = 1. Let

S = 〈a, b〉 be the numerical semigroup generated by a and b. Then,

F (S) = ab− b− a ; g(S) =
ab− a− b+ 1

2
=
F (S) + 1

2
.

Proof. By Lemma 2.8, we know that the Apéry set of a in S is formed by the least

elements of S congruent with 1, . . . , a− 1. Therefore,

Ap(S, a) = {0, b, 2b, . . . , (a− 1)b} .

So, by Proposition 2.10,

F (S) = max Ap(S, a)− a = (a− 1)b− a = ab− b− a .

For the genus we just apply the formula given above. �

Notation 2.13. From now on, we denote ZL = {i ∈ N|0 ≤ i ≤ L}.

Remark 2.14. Let S = 〈a, b〉 be the numerical semigroup generated by a and b, with

gcd(a, b) = 1. Let A be

A = {n ∈ S|n ≤ F (S)} = S ∩ ZF (S) .

Clearly A ⊆ ZF (S). By Definition 2.6,

N \ S ⊆ ZF (S) ,

and its cardinal is the genus, g(S). Therefore,

Card(A) = F (S) + 1− g(S) =
F (S) + 1

2
= g(S) .
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Now, we are the position to understand Moh’s [4, Section 4].

Definition 2.15. For a positive integer n, a numerical semigroup S is residuely equally

distributed mod n, if

Card(S ∩ {i+ nZ} ∩ ZF (S)) =
F (S) + 1

2n
, for all i ∈ {0, . . . , n− 1}.

Remark 2.16. Let S = 〈a, b〉 with gcd(a, b) = 1. Then S is equally distributed mod

1. Recall the definition of A in the previous remark. When n = 1, then {i + 1Z} = Z.

Therefore,

A = {n ∈ S|n ≤ F (S)} = S ∩ Z ∩ ZF (S) = S ∩ ZF (S) .

Taking cardinalities,

F (S) + 1

2
= Card(A) = Card(S ∩ ZF (S)) .

Theorem 2.17. [4, Theorem 3.1.] Let n be an odd positive integer. The semigroup

S = 〈n+ 1, n+ 2〉 is residually equally distributed mod n.

Proof. We are going to follow the proof of [4, Theorem 3.1.]. First, we can apply the

previous propositions because (n+ 1, n+ 2) = 1. So, by Proposition 2.4, S is a numerical

semigroup. Let us write the set {i ∈ N|0 ≤ i ≤ F (S)} in a matricial way. Let D be the

n× (n+ 1) matrix defined as:

D = (di,j) =


0 1 . . . n

n+ 1 n+ 1 + 1 . . . n+ 1 + n
...

...
...

(n− 1)(n+ 1) (n− 1)(n+ 1) + 1 · · · (n− 1)(n+ 1) + n

 .

Claim: If i ≥ j, then di,j ∈ S. Indeed,

di,j = (i− 1)(n+ 1) + (j − 1) = (i− j)(n+ 1) + (j − 1)(n+ 2) .

Since i− j ≥ 0 and j − 1 ≥ 0, then dij ∈ S. By the previous remark 2.14,

Card(S ∩ ZF (S)) =
F (S) + 1

2
=

(n+ 1)(n+ 2)− (n+ 2)− (n+ 1) + 1

2
=
n(n+ 1)

2
,

which is the number of di,j ∈ S, when i ≥ j. Therefore, we can conclude that

if i < j ⇒ di,j 6∈ S .

To finish the proof we find the set of elements in the following intersection:

ZF (S) ∩ {i+ nZ} .

So we look into the entries of the matrix that can be written as i+λn for λ ∈ Z. We find

the following elements:

{d1,i+1, d2,i, d3,i−1, . . . , di+1,1, di+1,n+1, . . . , dn,i+2} = {i, i+n, . . . , i+in, i+(i+1)n, . . . , i+nn} .
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The next element of the set {i + nZ} is i + (n + 1)n. However, this one is not in ZF (S).

Finally, we check which of the elements of this set are in S, i.e. i ≥ j. Let us suppose

that i+ 1 is even. The first i+1
2

elements are not in S, but the next i+1
2

elements do are.

The following n−i
2

elements are not in S and the last n−i
2

elements are. Let us suppose

now that i + 1 is odd. In this case, the first i
2

elements are not in S, the following i
2

+ 1

elements are in S, the next n−i−1
2

+ 1 are not in S and the last n−i−1
2

are. In both cases,

the number of elements in S is n+1
2

. Therefore,

Card(S ∩ {i+ nZ} ∩ ZF (S)) =
n+ 1

2
=
n(n+ 1)− 1 + 1

2n
=
F (S) + 1

2n
.

�

Example 2.18. Let us give an example to illustrate the proof. Let S = 〈4, 5〉 and let

n = 3. Then,

S = {0, 4, 5, 8, 9, 10, 12,→} and N \ S = {1, 2, 3, 6, 7, 11} .

The Frobenius number of S is 11. Let us compute the intersection for i = 2 and n = 3:

S ∩ {2, 5, 8, 11, . . .} ∩ Z11 = {5, 8} .

Therefore,

Card(S ∩ {2 + 3Z} ∩ Z11) = 2 =
11 + 1

2 · 3
.

3. Generators in prime ideals

In this section we prove the main theorem of the chapter. Let k[[x, y, z]] be the power

series ring in the variables x, y, z over a field k. Let us define a collection of prime ideals

Pn, n ≥ 1, in k[[x, y, z]]. For an odd integer n, set m = n+1
2

. Let λ be an integer such

that λ > n(n+ 1)m and gcd(λ,m) = 1. Let ρ be the following ring morphism:

ρ : k[[x, y, z]] −→ k[[t]]

x 7→ tnm + tnm+λ

y 7→ tm(n+1)

z 7→ tm(n+2) .

Notice that the ring morphism ρ has nothing to do with the projection map ρm defined

in Section 1. We will keep this notation just to match the one used by Moh.

Definition 3.1. Let Pn be defined as

Pn = ker ρ .

Note that Pn is a prime ideal because k[[t]] is an integral domain and

k[[x, y, z]]/ker ρ ∼= Imρ ⊆ k[[t]] .
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Let σ be the following ring morphism:

σ : k[[x, y, z]] −→ k[[x, y, z]]

x 7→ xn

y 7→ yn+1

z 7→ zn+2

We proceed to establish some definitions related to this mapping.

Definition 3.2. The order of an element f =
∑∞

i=0

∑
i+j+k=r ai,j,kx

iyjzk ∈ k[[x, y, z]],

for f 6= 0 is

ord (f) = min{i+ j + k|ai,j,k 6= 0} .

The leading form of f is defined as

LF(f) =
∑

ai,j,kx
iyjzk such that i+ j + k = ord (f) .

A series f is homogeneous if f = LF(f).

Remark 3.3. If necessary, we fix an ordering on the set of monomials in three variables

x, y, z; for instance, the degrevlex, with x < y < z, we have:

1 < x < y < z < x2 < xy < xz < y2 < yz < z2 <

< x3 < x2y < x2z < xy2 < xyz < y3 < y2z < yz2 < z3 < . . .

The number of monomials of degree r in 3 variables is br+2,r =
(
r+2
r

)
and the number of

monomials of degree less than or equal to r in 3 variables is br+3,r =
(
r+3
r

)
. In particular,

the number of monomials of degree less than or equal to r−1 in 3 variables is b(r−1)+3,r−1 =(
r+2
3

)
. Every series f ∈ k[[x, y, z]] is uniquely determined by its coefficient sequence, that

is, the sequence cf : N → k of its coefficients placed according to the aforementioned

ordering, namely:

cf = (cf,1, cf,2, cf,3, . . .) = (a0,0,0, a1,0,0, a0,1,0, a0,0,1, a2,0,0, a1,1,0, a1,0,1, a0,2,0, . . .) ∈ k∞.

Of course, for λ, µ ∈ k, we have cλf+µg = λcf + µcg. Let us consider the map defined in

Section 1, ρm : k∞ → km. Then

ord (f) = r ⇔ ρbr+2,3(cf ) = 0 and ρbr+3,3(cf ) 6= 0.

Similarly,

ord (f) ≥ r ⇔ ρbr+2,3(cf ) = 0.

Definition 3.4. Let f(x, y, z) ∈ k[[x, y, z]].

· The σ-order of f(x, y, z) is defined as σord (f(x, y, z)) = ord (σ(f(x, y, z))).

· The σ-leading form of f(x, y, z) is σLF(f(x, y, z)) = σ−1(LF(f(x, y, z))), where

LF is the leading form of a power series.



3. Generators in prime ideals 20

· f(x, y, z) is σ-homogeneous if f(x, y, z) = σLF(f(x, y, z)).

Remark 3.5. Clearly a σ-homogeneous (or homogeneous) power series must be a

polynomial. Let us suppose that the σ-order (or order) of a σ-homogeneous power series

(or homogeneous) is r. Each monomial appearing in σLF(f) must have degree r (or the

monomials appearing in LF(f)). Since there are a finite number of monomials aαβγx
αyβzγ

verifying αn + β(n+ 1) + γ(n+ 2) = r (or α + β + γ = r). It follows that if f(x, y, z) is

σ-homogeneous, then f = σLF(f) is a polynomial.

Next, we give an example to better understand these concepts.

Example 3.6. Let us consider the power series f(x, y, z) = xy2 + z3 + xyz + y4. Let

us compare its order and leading form with its σ-order and σ-leading form.

σ(f(x, y, z)) = xny2(n+1) + z3(n+2) + xnyn+1zn+2 + y4(n+1) .

Then,

σord (f(x, y, z)) = 3n+ 2 ; ord (f(x, y, z)) = 3 ;

σLF(f(x, y, z)) = xy2 ; LF(f(x, y, z)) = xy2 + z3 + xyz .

Neither the σ-leading form nor the leading form of f(x, y, z) match with itself, therefore

it is not σ-homogeneous or homogeneous. Let us give an example of a σ-homogeneous

power series. Let g(x, y, z) = xy2 + x3z. Then

σ(g(x, y, z)) = xny2(n+1) + x3nzn+2 .

Then, σord (g(x, y, z)) = 3n+ 2, so σLF(g(x, y, z)) = xy2 + zx3z = g(x, y, z). Therefore,

g(x, y, z) is σ-homogeneous.

Notation 3.7. Let Wr be the k-vector space defined as:

Wr = {f(x, y, z) ∈ k[[x, y, z]] | f(x, y, z) is σ-homogeneous of σord = r} ∪ {0} .

Proposition 3.8. The dimension of Wr is finite.

Proof. Let E be the k-vector space defined as follows:

E = 〈xαyβzγ |α, β, γ ≤ r〉 .

Clearly Wr ⊆ E. The dimension of E is finite, therefore the dimension of Wr must be

finite. �

Let U r := Wr∩k[[y, z]]. Let dr = dimWr and er = dimU r. Recall the notation in Section

2, where S = 〈n + 1, n + 2〉 is the numerical semigroup generated by the integers n + 1

and n+ 2, and ZL = {i ∈ Z such that 0 ≤ i ≤ L}.

Remark 3.9. Let (β, γ) be a couple of integers such that β, γ ≥ 0, and let S =

〈n+ 1, n+ 2〉. For a fixed r ≥ 0 and some α ∈ N, the following statements are equivalent:
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· β(n+ 1) + γ(n+ 2) = r − αn,

· β(n+ 1) + γ(n+ 2) ∈ S ∩ {r + nZ} ∩ Zr.

Theorem 3.10. [4, Theorem 4.1.] With the previous notations, in particular n is a

fixed odd integer and m = n+1
2

. We obtain:

(1) dr =
∑

i ei, where i ∈ S ∩ {r + nZ} ∩ Zr.

Especially

(2) dr ≤ m, if r < n(n+ 1).

(3) dr = m+ s, if n(n+ s) ≤ r < n(n+ s+ 1) and r < (n+ 1)(n+ 2), for any s ≥ 1.

Proof. Notice that the generators of Wr are the monomials xαyβzγ such that,

αn+ β(n+ 1) + γ(n+ 2) = r .

Let

Wr,α := Wr ∩ xαk[[y, z]] ,

U r,α := U r ∩Wr,α .

We have the following 1− 1 correspondence:

Wr,α ←→ U r,α

xαyβzγ → yβzγ

xαyδzε ← yδzε .

Wr,α is also generated by the monomials xαyβzγ, where the α is fixed and α and β satisfy

the following equation:

β(n+ 1) + γ(n+ 2) = r − αn .

Let us check that this correspondence is well defined. Given the monomial xαyβzγ of

Wr,α, we have to prove that its image is contained in U r,α. Clearly yβzγ ∈ k[[y, z]]. So we

just have to see that its σ-order is r − αn.

Thus, xαyβzγ ∈ Wr ⇒ αn+ β(n+ 1) + γ(n+ 2) = r

⇒ β(n+ 1) + γ(n+ 2) = r − αn⇒ yβzγ ∈ Wr−αn .

Let us prove now that the inverse map is also well defined. Take yδzε ∈ U r,α and let

us prove that, for a fixed α, the monomial xαyδzε ∈ Wr,α. Clearly, it is contained in

xαk[[x, y]], so we have to prove that its σ-order is r. This is clear since U r,α = Wr ∩
xαk[[x, y, z]] ∩ k[[y, z]]. Then,

δ(n+ 1) + ε(n+ 2) = r − αn .
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Therefore σord (xαyδzε) = r and xαyδzε ∈ Wr,α. To finish the proof of (1), we use the

previous remark. Then we have this isomorphism:⊕
α

U r,α
∼=
⊕

U i where i ∈ S ∩ {r + Z} ∩ Zr .

Since there exits a 1−1 correspondence between Wr,α and U r−αn. We obtain the following

collection of isomorphisms:

Wr =
⊕
α

Wr,α

∼=
⊕
α

U r−αn

=
⊕

U i where i ∈ S ∩ {r + Z} ∩ Zr .

Therefore dr =
∑
ei where i ∈ S ∩ {r + nZ} ∩ Zr. This proves statement (1).

We now turn to the proof of (2) and (3). Suppose that r < (n+ 1)(n+ 2). In particular

r < n(n+ 1). Let (β, γ) and (ε, δ) such that, for a fixed 0 ≤ α ≤ r, one has

β(n+ 1) + γ(n+ 2) = r − αn = ε(n+ 1) + δ(n+ 2) .

So (β − ε)(n+ 1) = (δ − γ)(n+ 2). Hence

β − ε = u(n+ 2) and δ − γ = v(n+ 1) , for some u, v ∈ N .

Thus

β = u(n+ 2) + ε ≥ u(n+ 2) .

Then

r ≥ r − αn = β(n+ 1) + γ(n+ 2) ≥ u(n+ 2)(n+ 1) + γ(n+ 2)

= (u(n+ 1) + γ)(n+ 2) .

Therefore

(u(n+ 1) + γ)(n+ 2) ≤ r < (n+ 1)(n+ 2) .

It follows that nun+ 1) + γ < n+ 1 and necessarily u = 0, so β = ε and γ = δ.

This fact ensures that ei = dimU i = 1, for all i < (n+ 1)(n+ 2). Then

dr =
∑

ei = Card(S ∩ {r + nZ} ∩ Zr) .

Now, let us prove (2). Take r < n(n+ 1), which is equivalent to r ≤ F (S). Indeed, recall

from Section 2, that the Frobenius number of S = 〈n+ 1, n+ 2〉 is n(n+ 1)− 1. Applying

now Theorem 2.17, we have:

Card(S ∩ {r + nZ} ∩ Zr) ≤ Card(S ∩ {r + nZ} ∩ ZF (S)) =
F (S) + 1

2n
=
n(n+ 1)

2n
.

This proves the statement (2).

To prove (3), we assume n(n + s) ≤ r < n(n + s + 1) and r < (n + 1)(n + 2) for
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some s ≥ 1. We already know that dr = Card(S ∩ {r + nZ} ∩ Zr). Since s ≥ 1, then

r ≥ n(n+ s) ≥ n(n+ 1) > F (S), where F (S) = n(n+ 1)− 1. Then

Card(S ∩ {r + nZ} ∩ Zr) =

Card(S ∩ {r + nZ} ∩ ZF (S)) + Card(S ∩ {r + nZ} ∩ {i : F (S) < i ≤ r}) .

Since F (S) is the least positive integer not in S, the set {i : F (S) < i ≤ r} ⊆ S. So,

to end the proof it is enough to compute Card({r + Z} ∩ {i : F (S) < i ≤ r}). Let us

take an element i in the intersection of {r + nZ} with {i |F (S) < i ≤ r}. So i = r − un
for some u ∈ N, because i must be smaller than or equal to r. Since F (S) < i and

F (S) = n(n+ 1)− 1, then

n(n+ 1) ≤ r − un .

Therefore un ≤ r − n(n+ 1). Dividing by n and using r < n(n+ s+ 1), then

u ≤ r

n
− n(n+ 1)

n
<
n(n+ s+ 1)

n
− (n+ 1) = s .

This proves,

{r + nZ} ∩ {i |F (S) < i ≤ r} ⊆ {r − un | 0 ≤ u < s} .

The other inclusion is clear, therefore

dr = Card(S ∩ {r + Z} ∩ ZF (S)) + Card(S ∩ {r + Z} ∩ {i : F (S) < i ≤ r}) = m+ s .

�

Definition 3.11. Let us consider the monomial xαyβzγ,

· The associated binomial vector is:

b(xαyβzγ) := (bα,0, . . . , bα,α, 0, . . .) = bα ∈ k∞.

· The associated binomial m-vector is:

bm(xαyβzγ) := ρm(b(xαyβzγ)) = (bα,0, . . . , bα,m) ∈ km.

Let
∑

aαβγx
αyβzγ be σ-homogeneous. Then,

b(
∑

aαβγx
αyβzγ) =

∑
aαβγb(x

αyβzγ) and bm(
∑

aαβγx
αyβzγ) =

∑
aαβγbm(xαyβzγ) .

In general, let f(x, y, z) be a power series,

· its associated binomial vector is:

b(f(x, y, z)) = b(σLF(f(x, y, z))) ,

· and its associated binomial m-vector is:

bm(f(x, y, z)) = ρm(b(f(x, y, z))) .
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Proposition 3.12. [4, Proposition 4.1.] Let f(x, y, z) ∈ P = Pn. Then

bm(f(x, y, z)) = 0 ,

where n is a fixed odd integer and m = n+1
2

.

Proof. Assume σord (f(x, y, z)) = r. Consider the decomposition of f as the sum

of its σ-leading form and the rest, f(x, y, z) = g(x, y, z) + h(x, y, z), where σLF(f) =

g(x, y, z). Let aαβγx
αyβzγ be a monomial of g(x, y, z). Therefore,

ρ(aαβγx
αyβzγ) = aαβγt

αmn(1 + tλ)αtm(n+1)βtm(n+2)γ .

Since that σord (aαβγx
αyβzγ) = r, then αn + β(n + 1) + γ(n + 2) = r. By applying the

Binomial Theorem, we obtain the following:

ρ(aαβγx
αyβzγ) = aαβγt

rm(bα,0t
λ + . . .+ bα,m−1t

λ(m−1) + . . .) .

We do the same for a monomial aεδµx
εyδzµ of h(x, y, z), whose order is s > r. Then

ρ(aεδµx
εyδzµ) = aεδµt

sm(bε,0t
λ + . . .+ bε,m−1t

λ(m−1) + . . .) .

Claim: The terms of the form trm+uλ with u < m, only come from the σ-leading form

of f(x, y, z). Thus suppose that trm+uλ = tsm+vλ. Since s > r, then v < u < m. On

the other hand the equality implies rm + uλ = sm + vλ ⇔ (s − r)m = (u − v)λ. Since

(λ,m) = 1 and λ > m, then m|(u− v). Therefore m < u− v < u < m and we arrive to a

contradiction. So the elements of the form trm+uλ can only be cancelled among them, in

addition if trm+uλ = trm+vλ implies u = v.

Let us compute ρ(f(x, y, z)):

ρ(f(x, y, z)) = ρ(g(x, y, z)) + ρ(h(x, y, z))

=
∑

aαβγt
rm(bα,0t

λ + . . .+ bα,m−1t
λ(m−1))

+ { the rest of the terms of ρ(g(x, y, z)) and ρ(h(x, y, z))} .

As we mentioned before, the terms of the first sum can only be cancelled among them, so

the rest of the terms do not interfere in the sum. Since f(x, y, z) ∈ P , then ρ(f(x, y, z)) =

0. Thus, one must have∑
aαβγt

rm(bα,0t
λ + . . .+ bα,m−1t

λ(m−1)) = 0 .

Hence ∑
aαβγbα,i = 0 . for i ≤ m− 1 ,

and by definition,

bm(f(x, y, z)) = 0.

�



3. Generators in prime ideals 25

Let us consider de k-vector space Vr = Wr ∩ ({σ-leading forms of elements in Pn} ∪ {0}).
We denote cr = dimVr.

Theorem 3.13. [4, Theorem 4.2.] With the previous notations, in particular n is a

fixed odd integer and m = n+1
2

. The vector space Vr is the kernel of the mapping

bm : Wr −→ km .

Moreover,

(1) cr = 0 if r < n(n+ 1).

(2) cr = dr −m if r ≥ n(n+ 1).

(3) cr = 1 if n(n+ 1) ≤ r < n(n+ 2).

Proof. Remark that Wr is generated by the monomials {xαyβzγ} such that:

αn+ β(n+ 1) + γ(n+ 2) = r .

Considering the proof given in Theorem 3.10, for r < (n+1)(n+2) since xαyβzγ = xαyεzδ,

then β = ε and γ = δ. Therefore, the elements of {xαyβzγ} are determined by the α index.

Thus,

dr = dimWr = Card({xαyβzγ}αn+β(n+1)+γ(n+2)=r) = Card({ρmbα}) .

By Theorem 3.10, we know that dr < m. Then, by Theorem 1.13, we affirm that {ρmbα}
is a set of linearly independent vectors. Just by applying the previous definitions, we con-

clude that the set of associated m-binomial vectors {bm(xαyβzγ)} are linear independent.

The map

bm : Wr −→ km ,

is injective since {bm(xαyβzγ)} are linear independent vectors. By Proposition 3.12,

Vr ⊂ ker bm = 0⇒ Vr = 0 = ker bm .

Now, let us prove (2) and (3). First, let us prove that bm is surjective. We consider an

element s ∈ S ∩{r+nZ}∩ZF (S), where S is the numerical semigroup, S = 〈n+ 1, n+ 2〉.
Then,

s = βi(n+ 1) + γi(n+ 2) βi , γi ∈ N .

Therefore for some αi ∈ N, we have

βi(n+ 1) + γi(n+ 2) = r − αin⇔ αin+ βi(n+ 1) + γi(n+ 2) = r .

Thus, xαi +yβi +zγi ∈ Wr and αi 6= αj for i 6= j. We can consider the family of elements of

Wr given by {xαiyβizγi}, such that βi(n+1)+γi(n+2) is an element of S∩{r+nZ}∩ZF (S).

Clearly,

Card(bαi
) = Card(S ∩ {r + nZ} ∩ ZF (S)) = m.
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By applying Theorem 1.13, the set {ρmbαi
} forms a basis of km. Considering the definition

of associated m-binomial vector,

{ρmbαi
} = {bm(xαiyβizγi)} .

The previous discussion tell us that the monomials {xαiyβizγi}0≤i≤m are contained in Wr

and are part of the generators of Wr. Then, the set {bm(xαiyβizγi)} is in the image of bm,

which is contained in km. Therefore,

m = Card({bm(xαiyβizγi)}) ≤ dimIm(bm) ≤ m,

and bm is surjective. Applying the Theorem of Dimension for vector spaces, we have the

following equation:

dr = dimWr = m+ dim ker bm .

By showing that V r = ker bm, we end the proof of the theorem. Clearly Vr ⊆ ker bm,

so it is enough to prove the other inclusion. Let f(x, y, z) ∈ ker bm and let us see that

f(x, y, z) ∈ Vr, i.e. is a σ-leading form of an element of Pn. Let us find a family of power

series {gi} for i ≥ rm+mλ, such that:

(1) ord ρ(gi(x, y, z)) = s ≥ i .

(2) ord ρ(gi+1(x, y, z)− gi(x, y, z)) ≥ i .

(3) σLF(gi(x, y, z)) = f(x, y, z) .

(4) ord (gi+1(x, y, z)− gi(x, y, z)) ≥ i−mλ
m(n+2

.

Let us proceed by induction, i = rm+mλ, gi(x, y, z) = f(x, y, z). Clearly,

ρ(f(x, y, z)) =
∑

aα,β,γbα,mt
rm+mλ + . . . ,

where the terms of order less than rm+mλ, are cancelled out because bm(f(x, y, z)) = 0.

So ord ρ(f(x, y, z)) ≥ rm+mλ = i. Since f(x, y, z) is σ-homogeneous, then σLF(f) = f .

Therefore conditions (1) and (3) are satisfied. In this first step, conditions (2) and (4)

are void. For the general case, let us suppose that there exist an element gi(x, y, z) for

i ≥ rm+m verifying the previous conditions. Now let us construct the element gi+1. Let

s = ord (ρ(gi(x, y, z))), we can assume that s ∈ uλ+mZ, with 0 ≤ u < m. Then,

s− (uλ+ rm) ≥ rm−mλ− (uλ+ rm) = (m− u)λ ≥ λ > n(n+ 1)m,

recall that the last inequality comes by the choice of λ. Observe that the last integer not

in S is

F (S) = n(n+ 1)− 1 .

So we can assure that s− (uλ+ rm) ∈ mS. Therefore, there exist β, γ ∈ N such that

s− (uλ+ rm) = β(n+ 1)m+ γ(n+ 2)m.
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Then we conclude that ord ρ(yβzγ) = s − (uλ + rm). Now, since bm : Wr −→ km is

surjective, there exist h(x, y, z) ∈ Wr such that bm(h(x, y, z)) = (0, . . . , 1, 0, . . . , 0), where

1 is in the position u + 1. I.e. the binomial coefficients verify that bi,α = 0 for i 6= u and

ord (ρ(h(x, y, z)) = rm+ uλ. Then,

ord (ρ(yβzγh(x, y, z))) = s and σord (yβzγh(x, y, z)) = σord (yβzγ)+(σord (h(x, y, z)) < r .

For some a ∈ k, we have constructed gi+1(x, y, z) = gi(x, y, z)+ayβzγh(x, y, z) ∈ k[[x, y, x]],

such that:

(1) ord (ρ(gi(x, y, z) + ayβzγh(x, y, z))) ≥ s.

(2) ord (ρ(gi+1(x, y, z)− gi(x, y, z))) = ord (ρ(ayβzγh(x, y, z))) = s ≥ i.

(3) σLF((gi+1(x, y, z)) = σLF((gi(x, y, z)) = f(x, y, z).

(4)

ord (gi+1(x, y, z)− gi(x, y, z)) = ord (ayβzγh(x, y, z)) =

β + γ + ord (h(x, y, z)) =
(β + γ + ord (h(x, y, z)))(n+ 2)m

(n+ 2)m

≥ s− (rm+ uλ) + rm

m(n+ 2
≥ i−mλ
m(n+ 2)

.

Let us note the floor function for of i−mλ
m(n+2)

as ri. There exist a uniquely determined power

series g(x, y, z) ∈ k[[x, y, z]] verifying the following conditions:

· ord ρ(g − gi) ≥ i.

· σLF(g) = f(x, y, z).

· ord (g − gi) ≥ ri.

The construction of g is not evident so we will clarify it in a remark at the end of the

proof. Now let us prove that ρ(g(x, y, z)) = 0. We proceed by contrapositive, supposing

ρ(g) 6= 0. Then, for some N ∈ N, ord ρ(g(x, y, z)) = N . Let us take gN+1(x, y, z) with

ord ρ(gN+1) ≥ N + 1 > N . According to the construction of g,

ord ρ(g − gN+1) ≥ N + 1 .

Therefore ρ(g) and ρ(gN+1) agree up to orderN . Since ρ(g) has orderN , then ord ρ(gN+1) =

N , which is a contradiction. Thus,

ρ(g(x, y, z)) = 0 .

So, we can affirm that f(x, y, z) ∈ Vr. Therefore,

ker bm = Vr and cr = dr −m.

The statement (3) is proved by considering (3) of Theorem 3.10 and take s = 1. Therefore,

cr = dr −m = m+ 1−m = 1 .
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Remark 3.14. Let f ∈ k[[x, y, z]] be a σ-homogeneous power series of σ-order r ≥ 1.

Let {ri}i≥1 be an ascending chain of integer numbers which tends to infinity. Let {gi}i≥1 be

a sequence of power series such that σLF(gi) = f , ord (gi+1− gi) ≥ ri, ord (ρ(gi)) ≥ i and

ord (ρ(gi+1−gi)) ≥ i . Then there exists a uniquely determined power series g ∈ k[[x, y, z]]

with σLF(g) = f and ord (g − gi) ≥ ri. Moreover ord (ρ(g − gi)) ≥ i.

To describe g in a uniquely way, it is enough to describe its coefficient sequence cg.

According to the remark 3.3,

ord (gi+1 − gi) ≥ ri ⇔ ρbri+2,3(cgi+1
) = ρbri+2,3(cgi).(1)

Thus, from 1 to br1+2,3, let the coefficients of g be those of g1. Concretely, ρbr1+2,3(cg) =

ρbr1+2,3(cg1). In other words, g and g1 agree up to order r1− 1. From br1+2,3 + 1 to br2+2,3,

let the coefficients of g be equal to those of g2. In fact, using (1), this is equivalent to say

that the coefficients of g and g2 agree up to the br2+2,3-th term, because the first br1+2,3

coefficients of g1 and g2 agree. Recursively, let the coefficients of g from bri+2,3 + 1 to

bri+1+2,3 be those of gi+1. In other words, the series g and gi+1 agree up to order ri+1 − 1

and so ord (g − gi+1) ≥ ri+1.

From this construction, it seems reasonable to think that ord (ρ(g − gi)) ≥ i. From here

we deduce that ρ(g) tends to infinity. However the proof is not clear. We assume this

results from Moh’s claim. He defined the power series g = lim
i→∞

gi and he assert that

ord (ρ(g)) =∞.

In order to understand and prove the next theorem we stablish the following notations.

First, let us generalize the concept of the order of a mapping. Let α be

α : k[[x, y, z]] −→ k[[x, y, z]]

x 7→ xβ1

y 7→ yβ2

z 7→ zβ3

We define the concepts of α-order, α-leading form and α-homogeneous as in Definition

3.4. The α-order of f(x, y, z) ∈ k[[x, y, z]] is αord (f(x, y, z)) = ord (α(f(x, y, z))). The

α-leading form of f(x, y, z) is αLF(f(x, y, z)) = α−1(LF(f(x, y, z))). Finally, a power

series is α-homogeneous if f(x, y, z) = αLF(f(x, y, z)).

Let β = min(β1, β2, β3) and let wr be defined as follows:

wr = {f(x, y, z) ∈ k[[x, y, z]]|f(x, y, z) is α-homogeneous and αord (f(x, y, z)) = r} .

The following lemma will be used in the proof of Theorem 3.16.
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Lemma 3.15. Let us consider a set of power series {f1, . . . , fn}. Let {h1, . . . , hn} be

their α-leading forms. Let s = min{αord (fi)}, if

g(x, y, z) =
∑

gi(x, y, z)fi(x, y, z) , where gi(x, y, z) ∈ k[[x, y, z]] and s < αord (g) < s+β.

Then,

αLF(g(x, y, z)) =
∑

gihi(x, y, z) , gi ∈ k .

Proof. First, let us consider that αord (g(x, y, z)) = s. We want to see the shape

of its α-leading form. Therefore, we choose the elements of g with α-order r. The only

possible candidates are the α-leading forms of the fi with α-order r, multiplied by a

constant gi(0, 0, 0). The rest of the elements have greater α-order. Therefore,

αLF(g(x, y, z)) =
∑

gihi(x, y, z) ; gi ∈ k .

Where gi = gi(0, 0, 0) for i such that αord (hi) = r and gi = 0 for i such that αord (hi) > r.

Now let us take αord (g) = s+ 1. Our candidates for the α-leading form are:

(1) gi(x, y, z)hi where ord (hi) = s.

(2) gi(0, 0, 0)hi where ord (hi) = s+ 1.

Let us see that the first candidate is not good enough. The power series gi(x, y, z) is

composed by some monomials of g(x, y, z). The condition to be in the αLF(g) is the

following:

αord (gihi) = s+ 1 .

However,

αord (gihi) = αord (gi) + αord (hi) = αord (gi) + s .

This means that αord (gi) = 1, nevertheless αord (gi) ≥ β. So αord (gihi) ≥ β+s > 1+s.

Thus,

αLF(g(x, y, z)) =
∑

gihi(x, y, z) , where gi ∈ k for i such that αord (hi) > s .

Where the constants gi are zero when αord (hi) > s+ 1. Recursively, we apply the same

reasoning when the α-order of g is growing up to s+β . We obtain that for each g(x, y, z),

αLF(g(x, y, z)) =
∑

gihi(x, y, z) , where gi ∈ k , for i such that αord (hi) > s+ j − 1 .

Remark that the constants gi are zero when αord (hi) > s+ j. �

Theorem 3.16. [4, Theorem 4.3.] Let Q be an ideal of k[[x, y, z]]. Let

s = min{αord (f(x, y, z))|f(x, y, z) ∈ Q} .

Let N be the minimum number of generators of Q, let

vr = wr ∩ {α- leading forms of Q} ∪ {0} .
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Then,

N ≥ r =
∑
i

dim vi , s ≤ i < s+ β .

Proof. We want to build inductively a system of generators for Q with N elements.

So that the α- order of each element increases and letting N ≥
∑

dim(vi) for s ≤ i < s+β.

Let {g1, . . . , gN} be at system of generators of Q and let {h1, . . . , hN} be their α- leading

forms. Then, let us consider a set of elements in Q, {gi,1, . . . , gi,di}, such that their α-

leading forms {hi,1, . . . hi,di} constitute a basis for the vi. For the first case i = s, we can

express the elements {gs,1, . . . , gs,ds} as a combination of {g1, . . . , gN}:

gs,j =
N∑
i=1

ui,j(x, y, z)gi(x, y, z) ∀1 ≤ j ≤ ds .

Then, we consider the α-leading forms of each part of the equality. By applying Lemma

3.15, we obtain the following:

hs,j =
N∑
i=1

ui,jhi(x, y, z) ,

the ui,j are equal to zero when αord (hi) > s. Therefore, the set {h1, . . . hds} forms a

basis for vs. This tells us that at least the set {g1, . . . , gN} must have ds elements, in

other words N ≥ ds. Finally, we must assure that the α-order of the following gj(x, y, z)

increases. By definition the set {h1(x, y, z), . . . , hds(x, y, z)} generate the α-leading forms

of α-order s. Then, there exists ai,j ∈ k such that

αLF(gj(x, y, z)) =
ds∑
i=1

ai,jhi(x, y, z) ∀j > ds .

Replacing the gj(x, y, z) when j > ds by gj(x, y, z) +
ds∑
i=1

ai,jgi(x, y, z), we force the new

gj(x, y, z) to have α-order greater than s. Inductively for s′ > s, the system of generators

{g1(x, y, z), . . . , gN(x, y, z)} verifies:

· {hj(x, y, z) |
∑
s≤i<ds

di < j ≤
∑

s≤i<ds+1

di} forms a basis for vs, for all s < s′ .

· N ≥
∑
s≤i<s′

ds .

· αord (gj(x, y, z)) > s′ − 1 for all j >
∑
s≤i<s′

di .

Let us prove that the inductive process works, i.e. for s′ + 1 the previous statements are

true. Let us consider the set {gs′,1, . . . , gs′,ds′}, we can express each gs′,j as follows:

gs′,j =
N∑
i=1

ui,j(x, y, z)gi(x, y, z) ∀1 ≤ j ≤ ds .
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Let us suppose that for some i ≤
∑
s≤i<s′

di, ui,j(x, y, z) is a unit. Then by taking

M = min{(gj(x, y, z) |ui,j(x, y, z) = 1} ,

we have the following:

αord (gs′,j(x, y, z)) = αord (gM(x, y, z)) .

However, by construction of the {gj(x, y, z)}1≤j≤∑s≤i<s′ di
, the α-order of gM(x, y, z) is less

than s′ but the order of gs′,j is exactly s′, so we arrive to a contradiction. Therefore,

ui,j(x, y, z) 6= 1 and αord (ui,j(x, y, z)gi(x, y, z)) ≥ β + s > s′ ∀i ≤
∑
s≤i<s′

di .

Now, let us consider the α-leading forms of gs′,j(x, y, z). By applying again Lemma 3.15,

we get to:

hs′,j =
N∑
i=1

ui,jhi(x, y, z) ,

where ui,j are constants equal to zero, when αord (hi) > s′. Therefore, the set

{hj(x, y, z) |
∑

s≤i<ds′

di < j ≤
∑

s≤i<ds′+1

di} ,

forms a basis for v′s, proving the first statement. Clearly, there must exist at least,∑
s≤i<s′

di of gj(x, y, z), such that their α-leading forms are a basis for vs, . . . , v
′
s. That

implies N ≥
∑
s≤i<s′

di. Finally, we can assume the existence of some ai,j ∈ k verifying the

following: ∑
ai,jhi(x, y, z) = { the monoids of α(gj) with α-orders} ,

for
∑

s≤i<s′ di < i ≤
∑

s≤i<s′+1 di and ∀j >
∑

s≤i<s′+1 di. For j >
∑

s≥i<s′+1 di, we replace

gj(x, y, z) by gj(x, y, z) +
∑
ai,jgi(x, y, z). Then,

αord (gj(x, y, z)) > s′ .

We have proved that the inductive process works. Therefore letting s′ = s + β we have

proved that N ≥
∑

s≤i<s+β

di = r. �

Now we have enough tools to state the main result of this chapter.

Theorem 3.17. [4, Theorem 4.4.] There are at least n generators for Pn.

Proof. Let us consider Theorem 3.16 and the following modified notation:

α = σ , Q = P , ωr = Wr ,

β = n , di = ci .
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By Theorem 3.13, we know that the minimum σ-order of the elements in Pn is n(n+ 1).

Below these orders ci = 0, which implies Vi = {0}. Therefore, by Theorem 3.16,

the minimum number of generators of Pn ≥
∑

ci ,

where n(n + 1) ≤ i < n(n + 1) + n. Applying again Theorem 3.13 and summing up all

together, we obtain

the minimum number of generators of Pn ≥
∑

ci =
∑

1 = n .

�

4. Minimal generators of Pn

In the previous section we have set that Pn needs at least n generators. This section

contains the proof that there are exactly n + 1 elements generating Pn. We keep the

notation of Section 3. First of all, let us state a key lemma . Let us consider the mapping

ρ : k[[x, y, z]] −→ k[[t]] ,

where Pn = kerρ.

Remark 4.1. Let J be an ideal of k[[x, y, z]]. The σ-leading ideal of J is, by definition,

σLI(J) = 〈σLF(f)|f ∈ J〉 .

In particular, σLI(Pn) = 〈h1, . . . , hn〉 where hi are the generators of the k-vector spaces

Vi.

Lemma 4.2. [5, Lemma 2.1.] Let f1, . . . , fs elements be in Pn with σ-leading forms

generating the σ-leading ideal of Pn. Then,

(f1, . . . , fs) = Pn .

Proof. Set

σLF(fi) = hi = σ-leading form of fi ,

σLI(Pn) = the σ-leading ideal of Pn .

Thus, by hypotheses σLI(Pn) = 〈σLF(f)|f ∈ Pn〉 = 〈h1, . . . , hs〉. Let g(x, y, z) ∈ Pn.

Therefore its σ-leading form is in the ideal σLI(Pn), so

σLF(g(x, y, z)) =
s∑
i=0

gi(x, y, z)hi(x, y, z) ,

gi(x, y, z) ∈ k[[x, y, z]]. Let G(x, y, z) such that

G(x, y, z) = g(x, y, z)−
∑

gi(x, y, z)fi(x, y, z) .
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Moreover, we can assume that no term of G is divisible by hi. Otherwise there would

exist at least a term of G of the form Gihi. Therefore we can consider the following

construction:

g(x, y, z) =
s∑
j=1

g′j(x, y, z)fj(x, y, z) +G′(x, y, z) .

Where g′j = gj ∀j 6= i and g′i = gi + Gi. And G′ = G − Gihi − Gi(fi − hi). In

particular, if G 6= 0 we can assume that its σ-leading form is not divisible by hi(x, y, z).

On the other hand, since Pn is an ideal and g ,
∑
gifi ∈ Pn then G ∈ Pn. Therefore,

σLF(G) = (h1, . . . , hs) which implies G = 0. �

Theorem 4.3. [5, Theorem 2.1.] The prime ideal Pn needs at least n+ 1 generators.

In particular there are f1, . . . , fn+1 ∈ Pn such that:

(1) The σ-leading forms of fi are in Vn(n+1)+i−1, for i = 1, . . . , n.

(2) The subspace Vn(n+2) is generated by x · σLF(f1) and fn+1.

Moreover any f1, . . . , fn+1 satisfying this two conditions generate Pn.

Proof. Let us consider a set of generators of Pn, {g1, . . . , gs}. By theorem 3.16 and

3.17, there exist {f1, . . . , fn} such that:

· The σ-leading form of fi, generates the subspace Vi, for n(n+ 1) ≤ i < n(n+ 2).

· σord (fi) = n(n+ 1) + (i− 1) for all i ∈ {1, . . . , n}.
· The set {f1, . . . , fn, gn+1, . . . , gs} is a set of generators for Pn. Such that

σord (gj) ≥ n(n+ 2) for all j ∈ {n+ 1, . . . , s} .

Let us prove (2). The subspace Vn(n+2) has dimension 2, recall Theorem 3.13. Let us

consider all the possibles σ-leading forms of the set {f1, . . . , fn}, and let us take an element

f(x, y, z) ∈ k[[x, y, z]]. We want to prove that only one of the generators of Vn(n+2) is of

the form,

f(x, y, z)σLF(fi), i ∈ {1, . . . n} .

Therefore, the second generator must be the σ-leading form of the element fn+1. The

condition to be a generator of Vn(n+2) is σord (f(x, y, z)hi) = n(n+2). The only possibles

candidates are h1 and f(x, y, z) = ax + . . .. Then, (2) has been proved, by construction

implies (1). Therefore, Pn needs at least n + 1 generators. Finally, we want to prove

that any f1, . . . , fn+1 verifying conditions (1) and (2), generate Pn. Let us recall the

previous lemma, 4.2. It is enough to prove that their σ-leading forms {h1, . . . , hn+1},
generate the σ-leading ideal of Pn. Clearly, {h1, . . . , hn+1} generates the vector spaces

Vn(n+1), . . . , Vn(n+2). Therefore, it is enough to prove that Vr for r > n(n + 2) can be

generated by {h1, . . . hn+1}. We distinguish two cases,

(1) The Vr where n(n+ 2) < r < (n+ 1)(n+ 2).
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(2) The Vr where r ≥ (n+ 1)(n+ 2).

Let us start by (1). Let us consider the semigroup S = 〈n+ 1, n+ 2〉. Then, we consider

the elements of S with residue r − 1 mod n, i.e. the elements of the form tn + (r − 1)

where t ∈ Z. By Theorem 2.17,

Card(S ∩ {(r − 1) + nZ} ∩ Zn(n+1)−1) = m.

Therefore, we can consider m elements di1j1 , . . . , dimjm of S, with residue r − 1. We can

express them as follows:

disjs = βs(n+ 1) + γs(n+ 2) for j = 1, . . . ,m .

This elements must be positive, so βs, γs ≥ 0. Moreover, we can assume 0 ≤ dij ≤ n(n+1).

Let us denote the elements dij = r − 1 + tn, t ∈ Z. Summing up all together, we obtain

the followings inequalities:

n(n+ 2) < dij − tn+ 1 = r ≤ n(n+ 1)− tn+ 1 ;

n(t+ 1) < 1 .

Therefore t ≤ −1. Now, let us consider the monomials xα1yβ1+1zγ1 , . . . , xαmyβm+1zγm of

Wr. We can assume αi > 0 for i = 1, . . . ,m :

αin+ βi(n+ 1) + n+ 1 + γi(n+ 2) = r ;

αin+ n+ 1 + dij = r ;

αin+ n+ 1 + r − 1 + tn = r ;

(αi + t+ 1)n = 0 .

Therefore, αi = −t− 1 > 1− 1 = 0. Moreover ,this αi are different between them. This

idea follows from fixing the βi, γi as we explain in Proposition 3.12. Next we consider the

morphism

bm : Wr −→ km .

By Theorem 1.13 and Definition 3.11, the set {bm(xα1yβ1+1zγ1), . . . , bm(xαmyβm+1zγm)}
forms a basis of km. Let us consider an element of Wr, this element can be expressed as

a linear combination of the monomials generators of Wr:

f(x, y, z) =
∑

aαβγx
αyβzγ .

Therefore, without lose of generality we can follow the proof for a monomial xαyβzγ ∈ Wr.

Moreover, we can assume that either α or β are greater than zero. Otherwise α = β = 0.

Therefore

αn+ β(n+ 1) + γ(n+ 2) = r ,

γ(n+ 2) = r .
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Considering the bounds of r, n(n+ 2) < r < (n+ 1)(n+ 2), then we obtain:

n < γ < n+ 1 ,

which is a contradiction. Finally, we build an element of ker bm, starting with the mono-

mial xαyβzγ. We can assume that any element of the kernel has this structure. The image

of this monomial can be expressed as a linear combination of {bm(xαiyβi+1zγi)}i=1,...,m, in

the following way:

bm(xαyβzγ) =
∑

aαi
bm(xαiyβi+1zγi) .

Therefore,

xαyβzγ −
∑

aαi
xαiyβi+1zγi ∈ ker bm = Vr ( see Theorem 3.13) .

Let us suppose α > 0. This allows to divide by x, αi − 1 ≥ 1 and α − 1 ≥ 0. Therefore,

dividing the previous expression by x, we obtain an element of Vr−n. On the other hand,

let us suppose β > 0, then dividing by y we obtain an element of Vr−n−1. So any element

of Vr can be expressed as an element of Vr−n, Vr−n−1 by multiplying by x or y. This

means that, every element of Vr for n(n + 2) < r < (n + 1)(n + 2) can be generated by

{h1, . . . , hn+1}.
Let us prove case (2). Here we apply a similar reasoning. In this case let us take the

elements di1j1 , . . . , dimjm of S = 〈n+ 1, n+ 2〉 with residue r − 3. By the same argument

as before, we can assume the existence of m elements in the set

S ∩ {r − 3 + nZ} ∩ Zn(n+1)−1 .

Let us express this elements as follows:

ditjt = βj(n+ 1) + γj(n+ 2) ; ∀j = 1, . . . ,m .

We denote dij = r − 3 + tn. Summing all up, we get the following inequalities:

(n+ 1)(n+ 2) ≤ dij − tn+ 3 ≤ n(n+ 1)− tn+ 3 ;

(2 + t)n ≤ 1 .

Therefore, t ≤ −2. Now, let us consider the monomials xα1yβ1+1zγ1+1, . . . , xαmyβm+1zγm+1.

Each αi > 0. This follows from this relation:

αin+ βi(n+ 1) + n+ 1 + γi(n+ 2) + n+ 2 = r ;

αin+ 2n+ 3 + dij = r ;

αi + 2n+ 3 + r − 3 + tn = r .

Therefore αi = −2− t which implies αi > 0. We can assume that the αi are distinct. As

we did for the previous case, the elements {bm(xα1yβ1+1zγ1+1), . . . , bm(xαmyβm+1zγm+1)}
form a basis of km. Similarly, we can consider a monomial xαyβzγ ∈ Wr, and assume that
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for any element of Wr the proof follows. Then, we can assume that α, β or γ are different

from zero. By taking the monomial xαyβzγ, we construct an element of the kernel of bm :

xαyβzγ −
∑

aαi
xαiyβi+1zγi+1 ∈ ker bm = Vr (see Theorem 3.13) .

Let us suppose α > 0, dividing by x we obtain an element of Vr−n. Let β > 0 dividing by

y we obtain an element of Vr−n−1 and dividing by z an element of Vr−n−2. This means that

any element of Vr can by expressed as an element of Vr−n, Vr−n−1 or Vr−n−2 multiplying

by x, y, z respectively. Therefore the σ -leading forms h1, . . . , hn+1 generates the elements

of Vr for all r.

We have proved in case (1) and in case (2) that,

σLI(Pn) = (h1, . . . , hn+1) .

Therefore, (f1, . . . , fn+1) = Pn. �

5. Determinantal ideals

Our goal in this section is to express the ideal Pn as an ideal generated by n × n

subdetermintants of an n × (n + 1) matrix. We will follow the next process. First, we

find a system of equations for the generators f1, . . . , fn+1. Then we consider the matrix

associated to these equations and we check if the power series f1, . . . , fn+1 can be generated

by the subdeterminants of this matrix.

Let us begin by stating the following lemma. Recall that n is an odd positive integer and

m = n+1
2

.

Lemma 5.1. [5, Lemma 3.1.] With the notations,

Vr = Wr ∩ ({σ-leading forms of the elements in Pn} ∪ {0}) ;

cr = dimVr .

we have,

cr = 2 , for r = n2 + 2n+ 2, . . . , n2 + 3n− 1 ;

cr = 3 , for r = n2 + 3n, n2 + 3n+ 1 .

Proof. Recall from Theorem 3.13 that cr = dr−m. Then by applying Theorem 3.10

we get

dr = m+ s , s ≥ 1 and n(n+ s) ≤ r < n(n+ s+ 1) .

We take s = 2. Then ,

cr = m+ 2−m = 2 for r = n2 + 2n+ 2, . . . , n2 + 3n− 1 .

Finally, by letting s = 3. We obtain,

cr = m+ 3−m = 3 for r = n2 + 3n, n2 + 3n+ 1 .
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Now, we will find a system of equations for the power series f1, . . . , fn+1. The power

series zf1, yf2 and xf3 have σ-order n2 + 2n+ 2. Then σLF(zf1), σLF(yf2), σLF(xf3) ∈
Vn2+2n+2. By Lemma 5.1, a basis of Vn2+2n+2 has only two elements. Therefore the

elements

σLF(zf1), σLF(yf2), σLF(xf3) ,

satisfy a non trivial relation,

a1,1zσLF(f1) + a1,2yσLF(f2) + a1,3xσLF(f3) = 0

where a1,i ∈ k , a1,i 6= 0 for i = 1, 2, 3 .

Clearly, the power series a1,1zf1+a1,2yf2+a1,3xf3 ∈ Pn. Therefore, they can be expressed

as a combination of the generators of Pn,

a1,1zf1 + a1,2yf2 + a1,3xf3 =
n+1∑
i=1

bifi , bi ∈ k[[x, y, z]] .

By abuse of notation,

a1,1 = a1,1z − b1 , a1,2 = a1,2y − b2 , a1,1 = a1,3x− b3 ,

a1,i = −bi for 4 ≤ i ≤ n+ 1 .

Therefore we obtain one equation for f1, . . . , fn+1,

a1,1zf1 + a1,2yf2 + a1,3xf3 + a1,4f4 + . . .+ a1,n+1fn+1 = 0 .

We can repeat this process for 1 ≤ j ≤ n−2. The power series zfj, yfj+1 and xfj+2 have σ-

order n2+2n+j+1. Then their σ-leading forms are in Vn2+2n+j+1. Applying again Lemma

5.1, since the dimension of Vn2+2n+j+1 is two, then zσLF(fj) , yσLF(fj+1) , xσLF(fj+2)

satisfy the following non trivial relation:

aj,jzσLF(fj) + aj,j+1yσLF(fj+1) + aj,j+2xσLF(fj+2) = 0

for aj,i ∈ k , aj,i 6= 0 for i = j, j + 1, j + 2 .

Once more, the power series aj,jzfj , aj,j+1yfj+1 , aj,j+2xfj+2 ∈ Pn. Then, repeating the

same process, we get a system of n− 1 equations for f1, . . . , fn+1,

j−1∑
i=1

aj,ifi + aj,jzfj + aj,j+1yfj+1 + aj,j+2xfj+2 +
n+1∑
i=j+3

aj,ifi = 0 .

Finally, we repeat this reasoning for j = n−1, n. The power series x2f1 , zfn−1 , yfn , xfn+1

have σ-order n2 + 3n. On the other hand, the elements xyf1 , x
2f2 , zfn , yfn+1 have σ-

order n2 + 3n + 1. Lemma 5.1 tells us that the dimension of Vn2+3n and of Vn2+3n+1

is 3. Therefore, x2σLF(f1) , zσLF(fn−1) , yσLF(fn) , σLF(xfn+1) satisfy a non-trivial re-

lation among them. Similarly, xyσLF(f1) , x
2σLF(f2) , zσLF(fn) , yσLF(fn+1) satisfy a
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non-trivial relation. Proceeding as before, we obtain two equations for the power series

f1, . . . , fn+1:

an−1,1x
2f1 +

n−2∑
i=2

an−1,ifi + an−1,n−1zfn−1 + an−1,nyfn + an−1,n+1xfn+1 = 0 ,

an,1xyf1 + an,2x
2f2 +

n−1∑
i=3

an,ifi + an,nzfn + an,n+1yfn+1 = 0 .

At the end, we get a system of n equations for f1, . . . , fn+1. Considering its associated

matrix system, we can write:
a1,1z a1,2y a1,3z a1,4 . . . a1,n+1

a2,1 a2,2z a2,3y a2,4x . . . a2,n+1

...
...

an−1,1x
2 . . . . . . . . . an−1,ny an−1,n+1x

an,1xy an,2x
2 . . . . . . an,nz an,n+1y




f1

f2
...

fn

fn+1

 =


0

0
...

0

0

 .

Now our goal is to apply Cramer’s rule. Let ∆i be the n×n subdeterminant of the matrix

above, omitting the i-th column and affected with the sign (−1)(n+1)−i:

∆i = (−1)(n+1)−i

∣∣∣∣∣∣∣∣
a1,1z . . . a1,i−1 a1,i+1 . . . a1,n+1

...
...

an,1xy . . . an,i−1 an,i+1 . . . an,n+1y

∣∣∣∣∣∣∣∣ .
Let us prove that ∆n+1 6= 0 and its σ-order is n2+2n. Let us consider the subdeterminant

∆n+1 by taking ai,j(0, 0, 0). It is enough to prove that ∆n+1 6= 0 and has σ-order n2 + 2n.

The subdeterminat ∆n+1 can be written as follows:∣∣∣∣∣∣∣∣∣∣∣∣

a1,1z a1,2y a1,3x 0 . . . 0

0 a2,2z a2,3y a2,4x . . . 0

0 0 a3,3z a3,4y . . . 0
...

...

an,1xy an,2x
2 0 . . . 0 an,nz

∣∣∣∣∣∣∣∣∣∣∣∣
.

The element from the diagonal Azn, where A =
∏n

i=1 ai,i, can not be vanished by any

other element. Therefore ∆n+1 6= 0 and moreover σord (∆n+1) = σord (zn) = n(n+ 2).

Since ∆n+1 6= 0, we have the following system of equations:
a1,1z a1,2y a1,3z a1,4 . . . a1,n

a2,1 a2,2z a2,3y a2,4x . . . a2,n
...

...

an−1,1x
2 . . . . . . . . . an−1,n−1z an−1,ny

an,1xy an,2x
2 . . . . . . . . . an,nz





f1

f2
...
...

fn


= −


a1,n+1

a2,n+1

...

an−1,n+1x

an,n+1y

 fn+1 .
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Using Cramer’s rule and applying some determinants properties we obtain f1 in terms of

the subdeterminants:

f1 =
−fn+1

∆n+1

∣∣∣∣∣∣∣∣
a1,n+1 a1,2z . . . . . . . . . a1,n

...
...

an,n+1y an,2x
2 . . . . . . . . . an,nz

∣∣∣∣∣∣∣∣ =
fn+1

∆n+1

∆1 .

Proceeding similarly for the rest of power series f2, . . . , fn, we get:

f2 =
fn+1

∆n+1

∆2 , . . . , fn =
fn+1

∆n+1

∆n .

Clearly, fn+1 = λ∆n+1 where λ is an element from the quotient field of k[[x, y, z]]. It

is left to show that λ ∈ k[[x, y, z]]. This fact should be deduced from σord (∆n+1) =

σord (fn+1) = n2 + 2n. Let g ∈ Pn, we can express g as

g =
n+1∑
i=1

bifi for some bi ∈ k[[x, y, z]] .

Substituting the fi for the relations obtained using Cramer’s rule, we obtain:

g =
n+1∑
i=1

λ∆i .

Then,

(f1, . . . , fn+1) = λ(∆1, . . . ,∆n+1) .

Clearly λ has to be invertible, otherwise the ideal Pn of height 2, would be contained in

an ideal of height 1 which is a contradiction. Therefore,

(f1, . . . , fn+1) = (∆1, . . . ,∆n+1) .

So we have proved that Pn = In(ϕ), where In(ϕ) is the ideal generated by the subdeter-

minats of the matrix ϕ. In our case,

ϕ =


a1,1z a1,2y a1,3z a1,4 . . . a1,n+1

a2,1 a2,2z a2,3y a2,4x . . . a2,n+1

...
...

an−1,1x
2 . . . . . . . . . an−1,ny an−1,n+1x

an,1xy an,2x
2 . . . . . . an,nz an,n+1y

 .

An interesting observation is that we can prove this result in another way, using Hilbert-

Burch Theorem [1, Theorem 1.4.17.].

Theorem 5.2. The ideal Pn verifies the following equality:

Pn = In(ϕ) ,

where In(ϕ) is the ideal generated by the subdeterminats of an (n + 1) × n matrix with

entries in R = k[[x, y, z]].
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Proof. The ideal Pn is a prime ideal of height 2 because dimR/Pn = 1. Since R is a

regular local ring, grade(Pn) = ht(Pn) = 2. Since R is a regular local ring of dimension 3,

all the prime ideals are perfects. Therefore, there exists a free resolution of R/I of length

2. Thus, we have the following exact sequence:

0→ Rn ϕ−→ Rn+1 → R→ R/Pn → 0 ,

where n + 1 is the minimum number of generators of Pn and the rank mus be n (see

[1, Theorem 1.4.13.]). Therefore, we have a free resolution

0→ Rn → Rn+1 → Pn → 0 .

By the Hilbert-Burch Theorem [1, Theorem 1.4.17.], we deduce that Pn = aIn(ϕ), where

a is a R-regular element. Since R is regular, R is a domain therefore a is not a zero

divisor. Moreover, a must be invertible, otherwise the height 2 prime ideal Pn would be

included in a height 1 ideal. Thus,

Pn = In(ϕ) .

�



CHAPTER 2

Generators of primes ideals in a three-dimensional regular local

ring

The goal of this chapter is to try to generalize the ideas of Moh, in the articles[4] and

[5], for any regular local ring R of Krull dimension 3. We follow the result of the article

[6], where F. Planas finds a prime ideal minimally generated by 4 elements. Our aim is to

define a prime ideal minimally generated by 5 elements proceeding as in [6, Lemma 2.].

We distribute this chapter in three sections. In the first one, we state Lemma 2 of [6]

and we explain in detail the proof. In the second one, we stablish a general criterion to

find prime ideals minimally generated by n elements. Finally, on the third one, we give

an original example of a prime ideal minimally generated by 5 elements.

1. A prime ideal minimally generated by four elements

In this section we explain Lemma 2 of the article [6]. This result shows a method about

finding prime ideals, in a regular local ring of dimension three, minimally generated by

n elements. The proof of the lemma uses commutative algebra theory, therefore we will

reference many of the definitions and results. However, we start by proving a lemma and

recalling a definition.

Lemma 1.1. Let (R,m) be a regular local ring. Denote (R̂, m̂) to its completion. Let

I be an ideal of R. If its completion Î is prime then I is also prime.

Proof. Let us consider the completion morphism

R −→ R̂ .

By this morphism the ideal Î is defined as follows:

Î = IR̂ .

The completion R̂ is flat and faithfully flat over R. Therefore R ⊂ R̂ and I = IR̂ ∩ R
[3, page 63]. Then, if Î is prime, I is also prime. �

Definition 1.2. An ideal I is called grade unmixed if for all p ∈ Ass(R/I),

grade(I) = grade(p) .

41



1. A prime ideal minimally generated by four elements 42

Now we will state and prove Lemma 2 of [6]. The idea of the proof is to find a possible

prime ideal I generated by 4 elements. To verify that I is prime, we take p, an associated

prime to I, and we check I = p.

Theorem 1.3. [6, Lemma 2.] Let (R,m, k) a regular local ring of Krull dimension 3.

Let x, y, z be a regular system of parameters. Let I be the ideal of R generated by

f1 = y3 − x4 , f2 = xyz − z3 + x4 − xy3 ,

f3 = x2y + y2z − xz2 − x3 and f4 = xy2 − yz2 − x2y2 + x3z .

Then I is a height two prime ideal minimally generated by four elements.

Proof. By Lemma 1.1, we can assume (R,m) to be complete. Observe that f1, f2, f3, f4

are, up to a change of sign, the 3× 3 subdeterminants of the 4× 3 matrix ϕ2,

ϕ2 =


x xy z

x y 0

−z −x2 −y
−y −z x

 .

Therefore, I = I3(ϕ2), where I3(ϕ2) denote the ideal generated for the subdeterminants of

ϕ2. Check that (f1, f2, x) = (x, y3, z3), then grade(f1, f2, x) = 3. By [1, Corollary 1.6.19.],

f1, f2 is a R-regular sequence in I3(ϕ2). Then grade(I(φ2)) ≥ 2. Therefore, by applying

the converse of the Hilbert-Burch Theorem, see [1, Theorem 1.4.17.],

0→ R3 ϕ2−→ R4 ϕ1−→ R→ R/I → 0 ,

is a free resolution of R/I. Note that ϕ1 is the 1× 4 matrix defined as (f1, f2, f3, f4). (It

is a minimal resolution since ϕ2(R
3) ⊂ mR4 and ϕ1(R

4) = I ⊂ m.) Therefore,

2 ≤ grade(I) ≤ proj dimR(R/I) ≤ 2 ,

the inequalities are equalities and I is a perfect ideal [1, Definition 1.4.17.] of grade 2.

Moreover, I is grade unmixed. This implies that m is not an associated prime of I. The

aim of the proof is to find a relation for length(R/(xR + I)) and length(R/(xR + p)), in

the following way:

m = length(R/(xR + I)) ≥ length(R/(xR + p) ≥ m, where m ∈ N .

We start by computing length(R/(xR+I)). Let S = R/xR, be a local ring with maximal

n = (y, z). By the third isomorphism theorem,

R/xR

(xR + I)/xR
' R/(xR + I) .
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Observe that n3 = (xR + I)/xR, then R/(xR + I) ' S/n3. Let us notice the following

1− 1 correspondence:

{ Submodules of R that contain xR + I} ←→ { Submodules of S that contain n3} .

Therefore, lengthR(R/(xR + I)) = lengthS(S/n3) . Since y, z are a S-regular sequence,

there exist a graded isomorphism S/n[y, z] ' G(n), see [1, Theorem 1.1.8.]. Now, we can

compute the length of S/n3 with the following exact sequences:

0→ ni/ni+1 → S/ni+1 → S/ni → 0 , for i = 1, 2 .

Since ni/ni+1 are k-vector spaces for k = S/n and the length is additive then,

length(S/n3) = dimk(S/n) + dimk(n/n
2) + dimk(n

2/n3) = 6 .

Therefore length(R/(xR + I)) = 6.

Now, let us see that length(R/(xR+ p)) ≥ 6. We consider the one dimensional complete

Noetherian local domain D = R/p, see [3, page 63]. Let V be its integral closure. V

is a one dimensional integrally closed Noetherian local domain, therefore V is a discrete

valuation ring (DVR). Moreover, V is complete, see [9, Theorem 4.3.4.]. Set ν(x) = νx,

ν(y) = νy and ν(z) = νz. Sincef1 = 0 in V , then by applying ν to the equality x4−y3 = 0,

we obtain

4νx = 3νy .

Therefore, νx = 3q for some integer q ≥ 1. Let us prove that q > 1 by supposing q = 1.

Then νx = 3 and νy = 4. Since f2 = 0 in V then z3 = x(xy + x3 − y3). Applying the

valuation to this equation we get,

3νz ≥ min(12, 7 + νz) .

If 7 + νz ≥ 12, then 3νz ≥ 12 and νz ≥ 4. Otherwise, 3νz ≥ 12 + νz, then νz ≥ 4. In both

cases the inequality is true so we can assume νz ≥ 4. Since f3 = 0 in V , then we have the

following equality:

x2y = −y2z + xz2 + x3y .

Applying ν to this equality, we get

10 ≥ min(12, 11, 13) ,

which is a contradiction. Therefore q > 1 and νx ≥ 6.

Since

R/(xR + p) ' (R/p)/(xR/p) = D/xD ,

then, lengthR(R/(xR+p) = lengthD(D/xD). Our propose is to compute lengthD(D/xD).

Since f1, f2 are zero in D, z3, y3 ∈ xD. Therefore x is a system of parameters, i.e. xD is an
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m/p-primary ideal of the Cohen-Macaulay local domain (D,m/p, k). By [9, Proposition

11.1.10.] we get the following equality:

lengthD(D/Dx) = eD(xD;D) ,

where eD(xD;D) is the multiplicity of xD in D. Let K be the quotient field of D. Since

V is the integral closure of D in K, then, by definition, V is contained in K. In particular,

the quotient field KV of V is contained in K (because it is the minimal field containing

V ). Hence

D ⊂ V ⊂ KV ⊆ K .

Again, since K is the minimal field containing D, then KV = K. Thus, D and V have the

same field of fractions. By definition, V is a finitely generated Cohen-Macaulay D-module

of rankD(V ) = 1. As K = S−1D ⊆ S−1V ⊆ K,

rank(V ⊗D K) = rank(S−1V ) = rank(K) = 1 .

Applying [1, Corollary 4.7.11.] we obtain,

lengthD(V/xV ) = eD(xD;D)rankD(V ) = eD(xD;D) .

Finally we need to compute lengthD(V/xV ). By [8, Lemma 10.51.12.],

lengthD(V/xV ) = [kV : k]lengthV (V/xV ) ,

where [kv : k] is de degree of the extension k → kv. Now, it is left to compute

lengthV (V/xV ). As V is a DV R and x ∈ V \ V ∗, then x ∈ (t), where (t) is the maximal

of V . So x = utr with u a positive integer. Therefore, we can consider the following

unrefinable chain of submodules,

0 ⊂ (t)r−1/(t)r ⊂ . . . ⊂ (t)/(t)r ⊂ V/tr .

Then lengthV (V/xV ) = r = ν(utr) = ν(x) = νx. Summing up all together we get,

lengthR(R/(xR + p)) = lengthD(D/xD) = eD(xD;D) = lengthD(V/xV ) =

[kV : k]lengthV (V/xV ) = [kv : k]νx ≥ 6 .

Since xR + I ⊆ xR + p, then

6 = length(R/(xR + I)) ≥ length(R/(xR + p)) = [kV : k]νx ≥ 6 .

Therefore,

length(R/(xR + I)) = length(R/(xR + p))

Let us consider the following short exact sequences,

0→ xR + I → R→ R/(xR + I)→ 0 and 0→ xR + p→ R→ R/(xR + p)→ 0 .

By the additivity of the length, length(xR+ I) = length(xR+p). Since xR+ I ⊆ xR+p,

then xR + I = xR + p.
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Note that x 6∈ p. Otherwise, (f1, f2, x) ⊂ xR + I ⊂ p and p = m. But the maximal is

not an associated prime to I. Therefore p∩ xR = xp. Let us consider the following short

exact sequence:

0→ p/I → R/I → R/p→ 0 .

We tensor the previous short exact sequence by ⊗RR/xR, and we get

Tor1(p/I,R/xR)→ Tor1(R/(xR + I), R/xR)→ Tor1(R/(xR + p), R/xR)

→ p/I ⊗R/xR→ R/(xR + I)→ R/(xR + p)→ 0 .

Since p ∩ xR = xp, then Tor1(R/(xR + p), R/xR) = xR ∩ p/xp = 0. Applying some

properties of the tensorial product, we get to the following short exact sequence

0→ L/xL→ R/(xR + I)→ R/(xR + p)→ 0 .

where L = p/I. Since xR + I = xR + p, L = xL. Therefore by Nakayama’s Lemma,

L = 0 and p = I.

We conclude that I is a prime ideal. Since the aforementioned resolution of R/I is

minimal, then I is minimally generated by 4 elements. �

2. Generalisation of the proof

In the previous result, we have seen a process to build a prime ideal minimally gen-

erated by 4 elements. In this section, we will explain the general scheme of this process.

We keep the notation of Theorem 1.3.

The first step is to find an ideal I generated by n + 1 elements, f1, . . . , fn+1. Moreover,

we ask this functions to be the n×n subderterminants of a (n+ 1)×n matrix. This ideal

is our candidate to be prime.

Let I = (f1, . . . , fn+1) and let ϕ2 be the matrix whose subdeterminats are fi up to sign.

The next step is to check if for any of x, y or z, there exist fi, fj such that

grade(fi, fj, xi) = 3 ,

where xi = x, y or z. To simplify the notation, we are going to take xi = x. Then by

[1, Corollary 1.6.19.], fi, fj is a R regular sequence. and grade(I3(ϕ2)) ≥ 2.

Then, we can apply the converse of the Hilbert-Burch Theorem, see [1, Theorem 1.4.17.],

0→ Rn → Rn+1 → R→ R/I → 0 ,

is a free resolution of R/I, moreover it is a minimal resolution since ϕ1(R
n+1) = I ⊂ m

and ϕ2(R
n) ⊂ mRn+1. So I is a perfect ideal of dimension 2 and it is grade unmixed. As

we concluded before, the maximal is not an associated prime of I.

The following step is to take p ∈ Ass(R/I). We want to find a non negative integer k,

verifying

k = lengthR(R/(xR + I) ≥ lengthR(R/(xR + p) ≥ k .
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To compute lengthR(R/(xR+ I), it is enough to find a non negative integer m, such that

nm = (xR + I)/xR, where n is the maximal of the local ring D = R/xR. Therefore, we

can conclude that lengthR(R/(xR + I) = k.

The next step is to to check if lengthR(R/(xR + p) ≥ k. To prove it, it is enough to see

if νx ≥ k. The idea of this proof is to check if xm − xri ∈ I, for xi = y, z and r,m ∈ N.

Now, proceeding similarly as in the above-mentioned proof, we should be able to achieve

νx ≥ k. Once we get to this point, the rest of the proof holds. Therefore

k = lengthR(R/(xR + I) ≥ lengthR(R/(xR + p) ≥ k .

And applying Nakayama’s Lemma we conclude that I is a prime ideal.

Since the resolution of R/I is minimal, then I is minimally generated by n+ 1 elements.

3. A prime ideal minimally generated by five elements

In this section we are going to give an example of a prime ideal, in a regular local

ring of dimension 3, minimally generated by 5 elements. This ideal is inspired on Moh’s

primes. More precisely on [2, Example 3.6.]. The common idea is to consider the following

ring morphism,

ρ : k[[X, Y, Z]] → k[[t]]

X 7→ ta

Y 7→ tb1 + tb2

Z 7→ tc .

Therefore, our first candidate to be the prime ideal I, minimally generated by 5 elements

is the kernel of ρ. Our example is done in a regular local ring R of Krull dimension 3. We

substitute the variables X, Y and Z for the regular parameters x, y, z. Then, by taking

a = 10, b1 = 11, b2 = 16 and c = 12, our ideal I would be the kernel of ρ. Subsequently,

using Singular (see [10]), we calculate a resolution of ideal I,

0→ R4 ϕ−→ R5 → I → 0 .

We replace in ϕ, the ±2 and ±3 for ±1 to avoid characteristic problems. Then, by

considering the modified matrix ϕ2 we obtain our final candidate I = I3(ϕ2).

Theorem 3.1. Let (R,m, k) be a regular local ring of Krull dimension 3. Let x, y, z

be a regular system of parameters. Let I be the ideal of R generated by

f1 = y2z2 − xz3 − x4y + x2z3 , f2 = −y3z + xyz2 + x5 − z5 ,

f3 = y4 − 2xy2z + x2z2 − x3z2 + yz4 , f4 = −xy3 + x2yz + z4 − xz4 ,

f5 = x2y2 − x3z − yz3 + x4z .

Then I is a height 2 prime ideal minimally generated by five elements.
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Proof. By Lemma 1.1, we can assume (R,m) complete. Observe that f1, f2, f3, f4, f5

are the 4× 4 subdeterminants of the 5× 4 matrix ϕ2,

ϕ2 =


0 z −y x2

0 −y x −z2

z x 0 0

−y 0 0 −z + xz

x 0 −z y

 .

Therefore I = I3(ϕ2). We check the following equality:

(f3, f4, x) = (y4, z4, x) .

Thus, grade(f3, f4, x) = 3. By [1, Corollary 1.6.19.], f3, f4 is a R-regular sequence and

grade(I(ϕ2)) ≥ 2. Therefore, by applying the converse of the Hilbert-Burch Theorem, see

[1, Theorem 1.4.17.],

0→ R4 ϕ2−→ R5 ϕ1−→ R→ R/I → 0 .

is a free resolution of R/I, where ϕ1 is the 1× 5 matrix defined as (f1, f2, f3, f4, f5). (The

resolution is minimal since ϕ2(R
4) ⊂ mR5 and ϕ1(R

5) ⊂ I ⊂ m). Therefore,

2 ≤ grade(I) ≤ proj dimR(R/I) ≤ 2 ,

so the inequalities are equalities and I is a perfect ideal [1, Definition 1.4.16.] of grade 2.

Moreover, I is grade unmixed. This implies that m is not an associated prime of I.

Following the proof of Theorem 1.3, we compute length(R/(xR+ I)). Let S = R/xR, be

a local ring with maximal n = (y, z). By the third isomorphism theorem,

R/xR/(xR + I)/xR ' R/(xR + I) .

We check that n4 = (xR + I)/xR, therefore R/(xR + I) ' S/n4. Moreover, there exists

a one an one correspondence

{ Submodules of R that contain xR + I} ←→ { Submodules of S that contain n4} .

In this sense, we arrive to the equality lengthR(R/(xR + I)) = lengthS(S/n4) . Since

y, z are a S-regular sequence, there exist a graded isomorphism S/n[y, z] ' G(n), see

[1, Theorem 1.1.8.]. Now, we can compute the length of S/n4 with the following exact

sequences:

0→ ni/ni+1 → S/ni+1 → S/ni → 0 , for i = 1, 2, 3 .

Since ni/ni+1 are k-vector spaces for k = S/n and the length is additive then,

length(S/n4) = dimk(S/n) + dimk(n/n
2) + dimk(n

2/n3) + dimk(n
3/n4) = 10 .

Therefore length(R/(xR + I)) = 10.

Now, let us see that length(R/(xR + p)) ≥ 10. Let us consider the one dimensional

complete Noetherian local domain D = R/p, see [3, page 63]. Let V be its integral
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closure. V is a one dimensional integrally closed Noetherian local domain. Therefore V

is a discrete valuation ring (DVR). Moreover V is complete see [9, Theorem 4.3.4.]. Set

ν(x) = νx, ν(y) = νy and ν(z) = νz. The element z5 − x6 = −x(f2) + z(f4), therefore

z5 − x6 ∈ I. Since z5 − x6 = 0 in V . By applying ν we get,

6νx = 5νz ,

therefore νx = 5q where q is an integer, q ≥ 1. Let us prove that q > 1. Let us suppose

that q = 1 then νx = 5 and νz = 6. Since f1 = 0 in V then y2z2 = x(z3 + x3y + xz3).

Applying ν to this equation we get,

2νy + 2νz ≥ νx + min(18, 15 + νy) .

If νy + 15 ≤ 18 then, νy ≤ 3 and νy ≥ 8, it is a contradiction. Therefore νy + 15 > 18,

νy > 3 and

2νy + 12 ≥ 5 + 18 .

Thus 2νy ≥ 11. Since f5 = 0 in V , we obtain the equation

x3z(−1 + x) = y(−x2y + z3) .

Applying ν we get,

3νx + νz ≥ νy + min(10 + νy, 18) .

Remark that ν(−1 + x) = 0 because x− 1 does not belong to the maximal of V . Let us

suppose 18 ≤ 10 + νy. Then,

3νx + νz ≥ νy + 18 ,

and νy ≤ 3, it is a contradiction. Therefore 18 ≥ 10 + νy,

3νx + νz ≥ 2νy + 10 ,

11 ≥ 2νy ,

which is a contradiction. Thus q > 1 and νx ≥ 10. From here and as we did in Theorem

1.3, we deduce:

10 = length(R/(xR + I)) ≥ length(R/(xR + p)) = [kV : k]νx ≥ 10 .

Therefore length(R/(xR + I)) = length(R/(xR + p)). Again, proceeding as in Theorem

1.3 we arrive to p = I.

We conclude that I is a prime ideal. Since the aforementioned resolution of R/I is

minimal, then I is minimally generated by 5 elements. �



Conclusions and Further work

The purpose of this thesis is to study the family of prime ideals introduced by T.T.

Moh in the seventies and, subsequently, to extend his ideas to any three dimensional

regular local ring.

Our main achievements are the following:

· A detailed explanation and proof of the construction of Moh’s primes. Namely,

the existence of a family of prime ideals, in the power series ring in three variables,

minimally generated by n+ 1 elements.

· These prime ideals are determinantal ideals. More precisely, they are the ideals

of the n × n minors of an n × (n + 1) matrix with entries in the power series

ring. This phenomenon is the starting point to extend this result to any three

dimensional regular local ring, as shown in a recent example for four generators

stated by F. Planas.

· We study with great care the aforementioned example.

· We propose a general scheme that would allow to find a prime ideal, in any

three dimensional regular local ring, minimally generated by an arbitrarily high

number of generators.

· Following this scheme we give an original example of a prime ideal, in a three

dimensional regular local ring, minimally generated by five elements.

An interesting fact that we would like to emphasize is the following. While Moh’s primes

are constructed for an odd non-negative integer number n, we realise that there are prime

ideals in a three dimensional regular local ring, minimally generated by four and five

elements. Therefore, Moh’s restriction seems to be unessential.

Some interesting further work would be the following:

· Using the method described in Section 2, we would like to investigate the exis-

tence of prime ideals minimally generated by six and seven elements. Although

this may represent a remarkable increase in the complexity of the computations,

we guess that this is a short, middle-term available result.

· Of course, the low number cases would be just an excuse to address the general

problem. That is to say, given a three dimensional regular local ring, and given

49
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any non-negative integer n ≥ 1, our purpose is to find a prime ideal minimally

generated by n elements.
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