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Abstract

Case Base Maintenance algorithms update the contents of a case base in order to improve case-based reasoner performance. In this paper, we introduce a new case base maintenance method called Reputation-Based Maintenance (RBM) with the aim of increasing the classification accuracy of a Case-Based Reasoning system while reducing the size of its case base. The proposed RBM algorithm calculates a case property called Repu-tation for each member of the case base, the value of which reflects the competence of the related case. Based on this case property, several removal policies and maintenance methods have been designed, each focusing on different aspects of the case base maintenance. The performance of the RBM method was compared with well-known state-of-the-art algorithms. The tests were performed on 30 datasets selected from the UCI repository. The results show that the RBM method in all its variations achieves greater accuracy than a baseline CBR, while some variations significantly outperform the state-of-the-art methods. We particularly highlight the RBM\textsubscript{ACBR} algorithm, which achieves the highest accuracy among the methods in the comparison to a statistically significant degree, and the RBM\textsubscript{cr} algorithm, which increases the baseline accuracy while removing, on average, over half of the case base.
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1. Introduction

In the field of Artificial Intelligence, Case-Based Reasoning (CBR) \cite{1} refers to a problem-solving technique that follows a lazy learning strategy. The general
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methodology of a case-based reasoner is to solve new problems (i.e., also referred
to as new cases) by retrieving the most relevant past problems from an existing
knowledge-base (described in the field as a case base) and adapting them to fit
new situations. Cases and their confirmed solutions are stored in a case base,
which is a memory with a flat structure. Note that each case is defined as a set
of attributes whose values describe a problem, as shown in Figure 1.

Aamodt and Plaza in [2] described the classical CBR model, which defines
the problem solving cycle in four different phases. Figure 1 shows this CBR
cycle, where a new case is solved by first retrieving one or more similar cases from
the case base and then trying to reuse the information from them to provide a
solution to the new case. Following, there is a revision of the proposed solution,
and finally, the new case along with its confirmed solution can be retained to be
used later by incorporating it into the case base. These phases are illustrated
in Figure 1.

![Figure 1: Case representation and CBR cycle](image)

Since the introduction of CBR, numerous studies have been performed to
enhance the performance of the technique. These improvements have been ap-
plied to different parts of the CBR process. While some studies have focused
their attention on the reasoner part of the process, others have concentrated on
the case base of the CBR. Case Base Maintenance (CBM) [3, 4] as defined by
Leake & Wilson refers to methods applied in CBR to manipulate and organize
the content of its case base in order to improve or maintain the competence
of the CBR technique. Maintenance algorithms are commonly divided into
methods. Competence Enhancement refers to methods that identify and re-
move noisy and misleading information from the case base, while Competence
Preservation are methods that aim to remove redundant cases from the case
base without affecting the prediction accuracy. All the algorithms proposed in
the CBM field are tagged with one or both of these categories. Both approaches
have their benefits. While an increase in accuracy is a common demand for a classifier, case base reduction has a direct effect on the performance of the CBR on large datasets. On the other hand, the computational time for retrieving neighbors is decreased by reducing the number of cases stored in the case base.

In this work, we are concerned both with achieving an increase in accuracy and reducing the case base size in a CBR. We explore the benefits of incorporating a case property called Reputation into the CBR process. Our objective is to identify both useless and noisy cases based on their reputation. An additional goal is to learn and reason from the CBR solving process and adapt the reputation of the cases in order to use it as a mechanism for improving maintenance. Thanks to the enrichment of the case base with the property of reputation, the CBR can remove appropriately those cases that cause harm while providing a quality case base with enhanced competence.

In this paper, our hypothesis is that Reputation improves both the case base size and the accuracy of a CBR. With this hypothesis in mind, the contribution of this paper is three-fold:

- First, we propose a Reputation-Based Maintenance (RBM) model.
- Second, we propose several variations of this model: RBM_{nr}, RBM_{cr}, RBMining, and RBM_{ACBR}.
- Third, we carried out an exhaustive evaluation of the proposals to validate our initial hypothesis.

Our evaluation focuses on a comparison of our proposals (i.e., RBM_{nr}, RBM_{cr}, RBMining, and RBM_{ACBR}) against baseline CBR and RENN, BBNR, RDCL, and GCNN, which are well-known CBM strategies in the literature. The experiments were conducted on 30 datasets from the UCI [7] repository. With these experiments, we demonstrated the positive influence of the incorporation of the case reputation property into CBR. The results of our in-depth evaluation confirm our initial hypothesis and indicate that our proposals improve significantly on the competence of previous algorithms in Case-Based Reasoning.

The rest of this paper is organized as follows. After a review of the related work in CBM in Section 2, we detail the RBM model and its variations in Section 3. Section 4 analyzes and compares the effectiveness of the proposals with the base-line CBR and several well-known state-of-the-art CBM algorithms. Finally, in Section 5 conclusions are made along with directions for further research.

2. Related work

In the literature, several strategies have been defined for Case Base Maintenance. We categorize them as direct models, hybrid models, and case property models. Most of the early attempts in CBM use direct models. Direct models use a competence model based on taking immediate action upon a classification of a case with a specific case base. These models do not use other techniques to
extract information on an individual case or on the relationships between cases. We will discuss these approaches and their development over time in Section 2.1.

More recently are the hybrid and case property models. Hybrid models use different Artificial Intelligence techniques to outline certain relations among cases in the case base. On the other hand, case property models define sets and variables to capture the behaviour of individual cases on different scenarios. These models act on the case base when they have gathered enough evidence of a case performance. Section 2.2 reviews the studies of hybrid models, and Section 2.3 details the state-of-the-art in CBM methods with case property models.

2.1. Direct models

From the early attempts in CBM using direct models, we should mention Hart’s Condensed Nearest Neighbors (CNN) [8], and Wilson’s Edited Nearest Neighbors (ENN) [9]. CNN is a competence preservation [6] algorithm whereas ENN is in a competence enhancement [5] algorithm. Both CNN and ENN principles were the inspiration for many later algorithms in the CBM field.

CNN method is an incremental algorithm that starts with an empty case base. Cases are added to the case base if they are misclassified by the current members of it. Selective Nearest Neighbors (SNN) [10] and Reduced Nearest Neighbors (RNN) [11] are examples of methods that have reported improvements on CNN. Different Instance-Based (IB) [12] algorithms also use variations of the CNN technique. A more recent approach is Generalized Condensed Nearest Neighbor (GCNN) [13], in which the absorption condition of CNN is strengthened with GCNN by adding a threshold to the difference in distances of the closest class member and the nearest case to another class. Assigning 0 to the threshold results in a similar behaviour as with CNN.

On the other hand, ENN has also been used in different later research studies. ENN is a decremental algorithm that removes those cases from the case base that are misclassified by their k-nearest neighbors as it considers them as noise. Experiments show that the ENN model is successful at increasing the average accuracy of a CBR technique. Later on, Tomek proposed two methods based on ENN. In the first one, called Repeated ENN (RENN) [14], the ENN strategy is repeated on the case base until no further noises can be detected. The second method is all kNN [14], which also consists of performing several passes over the case base but on different neighborhood sizes ([1,2,...,k] value in k-NN). Instances are removed if any value of k results in a misclassification. Another more recent variation on ENN was proposed by Sanchez et al. [15] using a k-nearest centroid neighbor (k-NCN) classifier rather than a nearest neighbor classifier.

2.2. Hybrid models

This category includes methods that build their models by integrating other artificial intelligence techniques. One example of hybrid models is LSVM_nr [16], which is based on Local Support Vector Machine (LSVM) [17][18]. In particular, the LSVM-nr algorithm trains a Support Vector Machine (SVM) on
the locality of each individual case in the case base. If for the tested case, the predicted probability of the actual class in its localized SVM is below a specified threshold, it would be considered noise, and thus removed from the case base. Training a LSVM on each instance in the case base can be very time consuming when the size of the case base is large. For this reason, LSVM-nr was expanded by introducing FaLKNR \[19\]. FaLKNR achieves scalability by reducing the number of local SVMs that need to be retrieved and built while ensuring that the entire training set is covered by the models.

Another hybrid approach is the WCOID \[20\] algorithm, which uses the DBSCAN \[21\] clustering method. WCOID is an extension of the earlier COID \[22\] algorithm and its name refers to Weighting, Clustering, Outliers and Internal cases Detection.

2.3. Case property models

Case property models integrate additional information into the cases, called properties, in order to better describe the characteristics of the cases on the case base. These properties are usually computed based on the performance of the cases in certain tasks or conditions.

The strategy of using case property sets to create a competence model was first used by Smyth and Keane in \[23\], where they introduced two important case competence properties: coverage and reachability sets. The idea behind these properties is to monitor the behavior of the cases in the case base in order to estimate their competence. Coverage of a case \(C \in CB\) has been defined as the set of all cases that \(C\) can successfully solve. On the other hand, the Reachability of a case \(C\) is the set of all cases that can successfully solve \(C\). Coverage and Reachability have inspired many researchers to experiment with case properties. McKenna & Smyth \[24\] presented a family of competence-guided editing methods, based on the case properties of Coverage and Reachability.

The Iterative Case Filtering (ICF) \[25\] algorithm also uses the coverage and reachability properties of cases. ICF is a decremental strategy that focuses on removing cases far from class borders. The Blame-based Noise Reduction (BBNR) \[26\] algorithm proposed by Delany et al., defines another case property to build its competence model. This new property is called the Liability set of a case \(C\), which is defined as the set of all cases that \(C\) causes them to be misclassified. This work was extended with another property set called Dissimilarity. The four case properties of Reachability, Dissimilarity, Coverage, Liability were used in the RDCL \[27\] case base editing method. In RDCL, every case is categorized with a profile based on the contents of their property sets \[28\].

A more recent work is the Competence Metric (CM) method \[29\] \[30\], which uses the case categorization of McKenna & Smyth \[24\] to evaluate cases in the case base. The metric used in the CM method is based on the size of the Coverage set of a case to its Reachability set. This metric helps to identify the cases to remove from the different categories. Another recent attempt with Coverage and Reachability property sets was by Lu and Chang in their Closure \[31\] model. In the Closure method, these property sets are used to separate the
cases into different Competence Groups and Competence Closures that help to define a metric for the cases in the case base.

Instead of using common case properties, there are also models such as the ACBR [32] algorithm that defines another case property. Unlike other methods discussed here, ACBR does not go through the training case base to build its competence model, but it acts upon the entrance of new cases to the CBR. In ACBR competence model, cases are assigned with a goodness value. The goodness increases when a retrieved case $C$ contributes towards a correct classification of another case, while if $C$ attempts a misclassification its goodness drops. The ACBR removal policy selects cases from the case base with a goodness below a certain threshold. Moreover, [32] proposed different strategies for retaining new cases based on their goodness. There are other approaches based on the utility of a case, including (Sánchez-Marré et al.[33]), which uses is a very similar concept to the goodness proposed in ACBR. The utility of cases starts at 0, and is increased or decreased, as the cases are used to solve problems. Periodically, all cases with a utility lower than a certain threshold are removed from the case base.

As we have described above, many proposals have been described in the literature. By their very nature, we have categorized them in direct, hybrid and case property models. In summary, direct models are, in general, fast and straightforward. Since there is no additional information required to build these competence models, they also use the least amount of memory compared to the other two approaches (i.e., hybrid and case property models). However, their performance is not as good as more complicated models. On the other hand, hybrid models are usually computationally more expensive since they use much more memory than direct and case property models. High performance is expected from hybrid models as a trade off for their computational cost. Finally, the case property models offer more balanced solutions regarding computational and memory cost and performance. Methods in case property models are capable of achieving better results in terms of performance than direct models while their computational cost is smaller than that of hybrid models. For this reason, in this paper we have focused on defining new case property models.

3. Reputation-Based Maintenance

Reputation-Based Maintenance (RBM) is an effective model for improving the performance of a CBR. The competence model of RBM is build on the reputation property of every case in the case base, which can be used in a variety of noise-removal or case-base reduction algorithms. Every variation of the RBM model uses the same process to calculate the reputation of every case in the case base. This common process is explained in Section 3.1. The reputation values reflect the competence of each case in the task of classification. In this paper, we propose four strategies for using the Reputation values in a CBM method.

This section consists of three major parts. Section 3.1 introduces the Reputation competence model. Section 3.2 describes two preprocessing of the CBM methods of the RBM model. Finally, in Section 3.3 the preprocessing CBM
methods of RBM are extended with learning capabilities and we introduce two new reputation-based strategies.

3.1. Reputation competence model

The reputation competence model is in charge of calculating the reputation value of each case in a case base. To measure the strength of cases in the classification task, RBM puts each case in the case base in the same scenario with a leave-one-out test and records their problem solving performance.

We want to see which cases are more likely to classify others correctly. Thus, in RBM the focus is on the cases’ performance when they have been retrieved for a kNN classification.

Reputation. In RBM, the Reputation of a case \( C \) (\( \text{Rep}(C) \)) in the case base \( CB \) represent a value that shows its competence. Definition 1 shows the process of reputation calculation. \( \text{Rep}(C) \) increases if \( C \) is in the neighborhood of another case \( C' \in CB \) and belongs to the same class. When \( C \) and \( C' \) have different classes, \( \text{Rep}(C) \) decreases. It is assumed that \( \forall C \in CB, \text{Rep}(C) = 0 \) as an initial state.

**Definition 1. Reputation**

\[
\text{Rep}(C) : \begin{cases} 
+1, & \forall C' \in CB : \text{if} \{C \in \text{the } k\text{-neighborhood of } C' \} \\
-1, & \forall C' \in CB : \text{if} \{C \in \text{the } k\text{-neighborhood of } C' \} \leftarrow class(C) \neq class(C')
\end{cases}
\]

At the end of the self test on the case base, every case has a reputation value based on its usage in the classification of other cases. If we separate the set of cases that have a positive impact on the \( \text{Rep}(C) \) from those that have a negative effect, these two sets share a close resemblance to the Coverage ([23]) and Liability ([26]) sets. There is one difference between their definitions. While Coverage and Liability consider only the successful attempts in classification and misclassification, Reputation includes all the attempts regardless of the outcome of the kNN classification. When the value of \( k \) in kNN is set to 1, both approaches result in the same set, since the class of neighbor in 1NN is the same as the outcome of the class prediction. However, when \( k > 1 \), the set of cases with a positive impact on the \( \text{Rep}(C) \) always includes the members of the Coverage(\( C \)) set, along with cases from the same class as \( C \), considering that \( C \) is in their neighborhood and they are misclassified. The same goes for the set of cases with a negative impact on \( \text{Rep}(C) \) and Liability(\( C \)). Before the maintenance process we do not know about the competence of the cases in the case base. The result of the classification is the outcome of \( k \) number of votes from a neighborhood and it might be altered by the noisy cases. So, the extension of Coverage and Liability sets by the reputation model makes RBM more tolerant to noisy cases in the case base, while Coverage and Liability are more sensitive regarding the case being tested. As RBM is a preprocessing
maintenance model that concentrates on the existing cases in the case base
rather than new cases, the extension to the classic property sets of Coverage
and Liability proposed by the RBM model will help the algorithm create a more
competent case base.

3.1.1. Reputation-based case categorization

Every variation of the RBM model uses this process to calculate the reputa-
tion of every case in the case base. The reputation value reflects the competence
each case in the task of classification. The next step in a maintenance algo-
algorithm is to organize the contents of the case base based on their case reputation
values.

In order to use the Reputation in a Case Base Maintenance method, it is
first necessary to interpret its different values in the cases. Cases in the case
base are categorized into three groups by their Reputation value:

**Definition 2. Reputation-based case categorization**

\[ C \in CB : \begin{cases}
  Rep(C) \geq 1 & \text{group 1} \\
  Rep(C) = 0 & \text{group 2} \\
  Rep(C) \leq -1 & \text{group 3}
\end{cases} \]

According to the Definition 2, the cases in the first group have positive
Reputation values. Members of this group have more correct classifications in
the record than misclassifications, and are the most valuable cases. The second
group consist of the cases with a zero Reputation. Zero Reputation of a case
is the result of not participating in any classification, or producing an equal
number of right and wrong predictions. Finally, in the third group are those
cases with negative Reputation values based on their poor performance in the
classification of other cases. According to their record, they have produced
more incorrect predictions than correct ones. Members of this group are the
most likely to have a negative impact on the classification of other cases in the
future.

3.2. RBM preprocessing CBM methods

This section describes the base model of RBM which branches out to \( RBM_{nr} \)
in Section 3.2.1 as a Competence Enhancement method, and \( RBM_{lp} \) in Section
3.2.2 as a Competence Preservation method. A case’s reputation is a reflection
of its competence at classifying other cases. Additionally, to complete the
maintenance process, a removal policy based on the obtained reputation values
is defined. The basic scheme of the RBM model, as described in Algorithm 1,
takes three input arguments: the case base \( CB \), the neighborhood size of \( k \),
and the threshold of \( T \). In particular, the \( T \in \mathbb{N} \) value is used in the removal
policy of the RBM. In the RBM model, cases find their place in the maintained
case base (\( CB_{edited} \)) if their final reputation value is equal or greater than this
threshold \( T \). Based on different values of \( T \), RBM model aims for different
maintenance purposes, as we will see in Section 3.2.1 and Section 3.2.2.
As shown in Algorithm 1, the maintenance process consists of three main loops starting at lines 2, 4, and 12. The first loop at line 2 is an initialization to assign the value 0 for the reputation of every case in the case base (\(\forall C \in CB\)). The second loop at line 4 is the leave-one-out test on the case base \(CB\) to calculate the reputation of each case. The process, as explained in Definition 1, begins with the selection of the \(k\) nearest neighbors of a case \(C\). The neighboring cases are stored in the list \(\text{Neighbors}(C, k)\) (line 5). The inner loop of the leave-one-out cycle starting at line 6 checks the class of each neighbor \((C')\) with the test subject to adjust its reputation \((\text{Rep}(C'))\). By assigning an empty set for the edited case base, the process enters the final loop at line 12. This is where the removal policy applies to the initial case base. \(RBM\) adds every case from \(CB\) that has an equal or higher reputation value than the predefined threshold \(T\) \((\text{Rep}(C') \geq T)\), to the edited case base \((CB_{edited})\). Finally, the algorithm finishes by returning the \(CB_{edited}\) as the maintained case base.

With the general form of the RBM, we propose two methods to achieve different goals. \(RBM_{nr}\) is the first method that defines a Competence Enhancement method, aimed at removing noisy cases from the case base (Section 3.2.1). The second proposed method is the \(RBM_{cr}\), a Competence Preservation method aimed at reducing the size of the case base as much as possible while maintaining the accuracy (Section 3.2.2). These are the base preprocessing methods of the RBM, which are later expanded with learning in Section 3.3.

3.2.1. \(RBM_{nr}\)

In \(RBM_{nr}\) where \(nr\) stands for noise removal, the goal is to detect and remove harmful cases from the case base. With the Reputation model, cases are categorized into three groups as explained in Section 3.1.1. The third group according to the Definition 2 consists of those cases with a negative Reputation value, which show their negative effect on the classification of other cases. Cases
with a negative Reputation ($Rep(C) < 0$) according to the other members in the
case base has produced more false predictions than correct ones. Thus, it is more
likely to give wrong predictions in the future and this is harmful for case-based
reasoning technique. Using the RBM scheme presented in Algorithm 1, $RBM_{nr}$
is called by replacing the input argument of $T$ for the threshold established at
0. Definition 3 shows the relationship with the RBM scheme, when $RBM_{nr}$ is
called for a case base $CB$ with the neighborhood size of $k$.

**Definition 3.** $RBM_{nr}$

$$RBM_{nr} \equiv RBM(CB, k, 0)$$

In the $RBM_{nr}$, we keep those cases with a zero Reputation value in the
maintained case base. In a noise removal strategy, cases are removed from
the case base if we have evidence of their harmful overall performance. In the
scenario of cases with zero Reputation value, the method does not have enough
information to determine its reliability in the future. For this reason, the cases
with a zero Reputation have not been identified as noise.

### 3.2.2. $RBM_{cr}$

In $RBM_{cr}$, where $cr$ stands for case base reduction, the goal is to define
a competence preservation method. A method in Competence Preservation,
should significantly decrease the size of the case base while maintaining its
accuracy. This goal is achieved by removing harmful, redundant and useless
cases from the case base. To identify those cases with the Reputation model we
refer to the case categorization described by Definition 2. Cases with a negative
Reputation are the first group of cases that are deleted from the case base.
Removing these harmful cases reduces the size of the case base and increases
accuracy. For a case with a reputation value equal to zero, if the outcome is
the result of that case not being used in any classification, it indicates that
the case is irrelevant for the classification of other cases according to the other
cases in the case base. These useless cases are removed from the case base
with a minimum effect on accuracy. The remaining cases with a reputation
value equal to zero consists of those cases that have an equal number of correct
and incorrect predictions. These borderline cases can become noise or valuable
cases depending on their next performance, but their current state indicates an
unreliable performance. They could contribute to increasing the accuracy or
decreasing it. Removing them from the case base therefore serve to maintain
accuracy at the same level. In $RBM_{cr}$ we remove all the cases with a negative
or zero Reputation and preserve only those with a positive Reputation value.

**Definition 4.** $RBM_{cr}$

$$RBM_{cr} \equiv RBM(CB, k, 1)$$

Definition 4 shows the $RBM_{cr}$ setup using the RBM scheme detailed in
Algorithm 1. On a case base $CB$ with the neighborhood size of $k$, $RBM_{cr}$
replace the threshold of $T$ with the value 1.
3.3. Extended models with learning

Maintaining the case base in a case-based reasoner takes place at various steps in the process. The reputation-based models we discussed in Section 3.2 preprocess the CBM methods that clean the case base before the CBR is exposed to new cases. Another place where maintenance process happens is after the revision of new cases, at the retention phase. Retention strategies allow the CBR to learn and keep their case base constantly updated as new cases are learned according to a criterion. In this section we propose two extended CBM methods based on the previous ones that also include a learning strategy. Section 3.3.1 defines an algorithm that uses RBM in a Case Base Mining setup and Section 3.3.2 describes a method combining RBM and ACBR.

3.3.1. RBMining

In case base maintenance, if we remove a case there is no way to return it to the case base. This issue has been covered in case base mining, where the case base used for classification will always be obtained from all the data. Case Base Mining is defined by Pan in [34], as a maintenance algorithm that takes input from a raw case set, whereas case base maintenance takes input from an existing case base to improve its performance. This significantly reduces the effect of order and time on the result of the maintained case base.

According to Pan’s research there are two major problems in previous case-mining algorithms. The first problem is caused by noisy cases and the second problem is unbalanced data and uneven data distribution. In both of these situations some unwanted cases are removed. Noisy cases cause other cases in the case base, which would benefit the classification of future problems, to be removed along with them. Such situations are usually the result of a lack of knowledge about the true distribution of data. In a case base maintenance method, the competence of a case is dependent on the current state of the case base. A case that has been identified as incompetent its current situation may be a valuable member if we obtain more knowledge about its neighborhood in future problems.

In case base mining algorithms, there are two memories (case bases) devoted to maintaining the cases used in the CBR technique. The first one is called Memory Bank (MB), and it is a place to store all past and upcoming cases. The second is Active Memory (AM), which is a maintained case base for the classification of new problems. In the learning process, AM is updated not on itself but on MB. A problem in MB will always have a chance to prove its competence and find its way back to AM. One of the downsides of case base mining is its memory consumption and the amount of time it needs for training its AM. Active Memory updates its content based on MB whenever necessary. Separating MB and AM gives the maintenance process a chance to work to its full potential. We consider that increasing the number of cases in the MB whenever a new case has been learnt during the retention phase to the CBR, results in a better Reputation-Based model. Bringing more evidence to the reputation of a case increases the reliability of the model and should improve its general accuracy overtime.
Algorithm 2 RBMining_pre

1: function RBMining_pre(MB, k)  \(\triangleright\) MB is the Memory Bank
2: \(AM = \{\}\)  \(\triangleright\) Initiating Active Memory (AM)
3: \(AM = RBM(MB, k, 0)\)
4: return \(AM\)

The implementation of case base mining for RBM is divided into two parts. First part takes place at the preprocessing stage and the second is performed during the retention phase. Algorithm 2 shows the first stage in RBM case-base mining (RBMinning) during preprocessing. For testing purposes, the method of RBMnr has been selected as the base algorithm of Reputation-Based Mining (RBMinning).

According to Algorithm 2, the preprocessing step of the RBMinning method is quite similar to the basic form of RBMnr. The difference is in the separation of memories. The RBMinning_pre function receives the MB as an input and returns the AM. Reputation value calculations are performed on all the cases in the MB. Accordingly, instances with a reputation value of zero and above will then be added to the AM. No changes are made to the cases in the MB and, they therefore remain intact.

Algorithm 3 RBMining_ret

1: function RBMining_ret(MB, k, C_{test})
2: \(MB = MB \cup \{C_{test}\}\)
3: \(AM = \{\}\)
4: \(AM = RBM_{\text{pre}}(MB, k)\)
5: return \(AM\)

Moving on to the retention phase of the RBMinning algorithm, new cases like \(C_{\text{test}}\) which have passed the revision step of the CBR will be added to the MB unconditionally. But the \(C_{\text{test}}\) should hold a non-negative reputation in the MB \((Rep(C_{\text{test}}) \geq 0)\) to find its way to the AM. In Algorithm 3 The RBMinning_ret function has been presented to perform the procedure explained. Procedures are described with an easy to read pseudo-code.

3.3.2. RBM_{ACBR}

There is a close relationship between Reputation in RBM and Goodness in ACR [32]. Both of these competence values change in a similar pattern. In the k-NN classification of new cases, retrieved neighbors in RBM and ACRB change their competence. A case \(C' \in CB\) that belongs to the k-nearest neighbors of the case to be classified, \(C\), raises its goodness or Reputation if it has the same class as \(C\). On the other hand, the Goodness or Reputation value of \(C'\) drops when it has any other class than \(C\). This similar behavior is the result of same rationale regarding case interactions. The main difference between ACBR and RBM is the stage of CBR at which they take place. While RBM is a preprocessing
case base maintenance operation, ACBR manipulates the case base during the problem solving process and learns new cases during the retention phase. The decision to maintain the case base during the classification of new cases has its own up and down sides. The upside is that the process of maintenance is much faster in ACBR as there is no leave-one-out test in the preprocessing stage. Additionally, no extra calculation are made for Goodness changes other than the necessary steps in a normal CBR and k-NN classification. However, the downside is the slowness of changes in the case base. In order to see the full effect of the Goodness competence model, CBR has to wait for numerous new problems to be solved to build its desired case base. Another problem is the sensitivity to the order in data appearance, especially for newly absorbed cases.

On the other hand, RBM utilizes the pattern of Goodness changes and puts it in a preprocessing step. Although the maintenance process becomes much slower than with ACBR, RBM is much more robust against order sensitivity. Additionally, in RBM we see immediate changes to the case base as we use all the cases in the training case base to manipulate Reputation. Due to the similarities of ACBR and RBM in case evaluation, and considering they take place during different phases of the CBR, we proposed a combined method called RBM\_ACBR. This is an algorithm that performs RBM\_nr as a preprocessing maintenance step and uses ACBR for its learning and continuous maintenance strategy. RBM\_nr was selected as the base method of preprocessing because ACBR is also a noise reduction technique. This means that both parts of the combined method work to the same purpose and the CBR is more coherent.

4. Evaluation

In this section, the performance of the proposals is assessed and compared to well-known state-of-the-art CBM methods and with a plain CBR.

4.1. Data description and Methodology

The evaluation was performed using 30 data sets with different characteristics from the UCI machine learning repository [7]. The selected data sets were chosen to provide a varied number of cases, features, classes, and different proportions of nominal and numerical attributes. Additionally, some of them contained a significant percentage of missing values. The details of the data sets are briefly described in Table 1. By comparing the two numbers in the last column, we can conclude whether a data set had a balanced or unbalanced class distribution among its population.
Table 1: Datasets details: The columns in the table sequentially show: (1) acronym of the dataset, (2) full name of dataset, (3) number of cases, (4) number of numerical features, (5) number of nominal features, (6) presence of missing values, (7) number of classes, and (8) class population ratio for the most crowded class and the rarest one.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#size</th>
<th>#Num</th>
<th>#Nom</th>
<th>values</th>
<th>#Classes</th>
<th>class ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD</td>
<td>audiology</td>
<td>226</td>
<td>0</td>
<td>69</td>
<td>Yes</td>
<td>24</td>
</tr>
<tr>
<td>AT</td>
<td>at</td>
<td>205</td>
<td>15</td>
<td>10</td>
<td>Yes</td>
<td>6</td>
</tr>
<tr>
<td>BL</td>
<td>bal</td>
<td>625</td>
<td>4</td>
<td>0</td>
<td>No</td>
<td>3</td>
</tr>
<tr>
<td>BI</td>
<td>biopsies</td>
<td>1027</td>
<td>24</td>
<td>0</td>
<td>No</td>
<td>2</td>
</tr>
<tr>
<td>BR</td>
<td>breast-w</td>
<td>699</td>
<td>9</td>
<td>0</td>
<td>Yes</td>
<td>2</td>
</tr>
<tr>
<td>BP</td>
<td>bupa</td>
<td>44</td>
<td>6</td>
<td>0</td>
<td>No</td>
<td>2</td>
</tr>
<tr>
<td>CI</td>
<td>cicyt</td>
<td>648</td>
<td>4</td>
<td>2</td>
<td>No</td>
<td>5</td>
</tr>
<tr>
<td>CM</td>
<td>cmc</td>
<td>1473</td>
<td>2</td>
<td>7</td>
<td>No</td>
<td>3</td>
</tr>
<tr>
<td>CO</td>
<td>colic</td>
<td>368</td>
<td>7</td>
<td>15</td>
<td>Yes</td>
<td>2</td>
</tr>
<tr>
<td>CR</td>
<td>credit-a</td>
<td>690</td>
<td>6</td>
<td>9</td>
<td>Yes</td>
<td>2</td>
</tr>
<tr>
<td>FI</td>
<td>fis</td>
<td>216</td>
<td>21</td>
<td>0</td>
<td>No</td>
<td>2</td>
</tr>
<tr>
<td>GL</td>
<td>glass</td>
<td>214</td>
<td>9</td>
<td>0</td>
<td>No</td>
<td>6</td>
</tr>
<tr>
<td>GR</td>
<td>grid</td>
<td>1888</td>
<td>2</td>
<td>0</td>
<td>No</td>
<td>2</td>
</tr>
<tr>
<td>HC</td>
<td>heart-c</td>
<td>303</td>
<td>6</td>
<td>7</td>
<td>Yes</td>
<td>2</td>
</tr>
<tr>
<td>HH</td>
<td>heart-h</td>
<td>294</td>
<td>6</td>
<td>7</td>
<td>Yes</td>
<td>2</td>
</tr>
<tr>
<td>HS</td>
<td>heart-s</td>
<td>270</td>
<td>13</td>
<td>0</td>
<td>No</td>
<td>2</td>
</tr>
<tr>
<td>HP</td>
<td>hepatitis</td>
<td>155</td>
<td>6</td>
<td>13</td>
<td>Yes</td>
<td>2</td>
</tr>
<tr>
<td>IO</td>
<td>ionosphere</td>
<td>351</td>
<td>34</td>
<td>0</td>
<td>No</td>
<td>2</td>
</tr>
<tr>
<td>IR</td>
<td>iris</td>
<td>150</td>
<td>4</td>
<td>0</td>
<td>No</td>
<td>3</td>
</tr>
<tr>
<td>LB</td>
<td>labor</td>
<td>57</td>
<td>8</td>
<td>8</td>
<td>Yes</td>
<td>2</td>
</tr>
<tr>
<td>LY</td>
<td>lymph</td>
<td>148</td>
<td>3</td>
<td>15</td>
<td>No</td>
<td>4</td>
</tr>
<tr>
<td>MX</td>
<td>mx</td>
<td>2048</td>
<td>0</td>
<td>11</td>
<td>No</td>
<td>2</td>
</tr>
<tr>
<td>PL</td>
<td>pima-i</td>
<td>766</td>
<td>8</td>
<td>0</td>
<td>No</td>
<td>2</td>
</tr>
<tr>
<td>PT</td>
<td>primary-t</td>
<td>339</td>
<td>0</td>
<td>17</td>
<td>Yes</td>
<td>21</td>
</tr>
<tr>
<td>SG</td>
<td>segment</td>
<td>2310</td>
<td>19</td>
<td>0</td>
<td>No</td>
<td>7</td>
</tr>
<tr>
<td>SN</td>
<td>sonar</td>
<td>208</td>
<td>60</td>
<td>0</td>
<td>No</td>
<td>2</td>
</tr>
<tr>
<td>SB</td>
<td>soybean</td>
<td>683</td>
<td>0</td>
<td>35</td>
<td>Yes</td>
<td>19</td>
</tr>
<tr>
<td>VE</td>
<td>vehicle</td>
<td>846</td>
<td>18</td>
<td>0</td>
<td>No</td>
<td>4</td>
</tr>
<tr>
<td>WI</td>
<td>wine</td>
<td>178</td>
<td>13</td>
<td>0</td>
<td>No</td>
<td>3</td>
</tr>
<tr>
<td>ZO</td>
<td>zoo</td>
<td>101</td>
<td>1</td>
<td>16</td>
<td>No</td>
<td>7</td>
</tr>
</tbody>
</table>

In order to evaluate the RBM model, we analyzed the different options we have presented so far: RBM_nr, RBM_cr, RBMining, and RBM_ACBR. We first compared the four different model configurations against the standard CBR method. Additionally, we compared the performance of our model against that of well-known state-of-the-art CBM algorithms. In particular, we chose RENN [14], BBNR [26], RDCL [27], and GCNN [13] methods for our comparison. RENN and GCNN are direct models and were selected for the evaluation because RENN is one of the most used and well-known methods in the literature and GCNN is a recent development in this category. The BBNR and RDCL methods, have been selected because they belong to the same category as RBM. They are well-known methods for case property models and share most similarities with RBM. Note that RBM model does not use any other artificial intelligence technique to build the reputation model. For this reason, it is out of
the scope of this paper to evaluate our proposals against hybrid models because they build their models by integrating other artificial intelligence techniques, requiring a lot of memory and being computationally expensive.

To perform a fair comparison, all the tests were performed using the same configuration. Every algorithm is tested on each data set using a 10-fold cross validation. The CBR, integrated in every CBM method, was performed based on a Euclidean metric as a distance measure and 1NN as the size of the neighborhood in the retrieval phase. Accuracy and the case-base reduction of each tested algorithms were measured during the tests. Note that classification accuracy (i.e., the average of correctly classified cases) is the most common performance measure used in CBR.

4.2. Comparison of the RBM model configurations against CBR

In order to establish a baseline for the evaluation of RBM, the results of a plain CBR technique without any maintenance methods (noted as the CBR in the evaluation) were considered. Table 2 shows the outcome of the tests on a plain CBR and the proposed CBM methods. The first column in Table 2 shows the dataset identifier (Data id). The second column depicts the results of a plain CBR. The third column corresponds to RBM

The last two rows in Table 2 depict, 'Acc', representing the average accuracy, and 'CBred', which shows the average case base reduction of the tested methods for all the datasets.

The observations made from the results depicted in Table 2 are set out in depth in Sections 4.3 and 4.4.

4.3. Preprocessing RBM evaluation

Section 4.3.1 details the performance of RBM

4.3.1. RBM

RBM is the competence enhancement variation of the RBM model for preprocessing maintenance. According to the tests shown in Table 2, RBM

It is worth mentioning that the neighborhood size of the RBM model is independent of the neighborhood size of the classifier in the reasoner part of the CBR. In other words, the classifier can still be run by a 1NN, while the maintenance policy uses 3NN.
Table 2: Accuracy and case base reduction of plain CBR and RBM models.

<table>
<thead>
<tr>
<th>Data Id</th>
<th>CBR</th>
<th>RBM (CB,3,0)</th>
<th>RBM (CB,3,1)</th>
<th>RBM Min- (CB,3,0)</th>
<th>RBM Min- (CB,1,1)</th>
<th>ACBR</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD</td>
<td>75.36</td>
<td>74.59</td>
<td>67.50</td>
<td>68.76</td>
<td>64.29</td>
<td>73.03</td>
</tr>
<tr>
<td>AT</td>
<td>74.63</td>
<td>66.67</td>
<td>65.18</td>
<td>66.42</td>
<td>68.16</td>
<td>64.77</td>
</tr>
<tr>
<td>BL</td>
<td>76.16</td>
<td>84.32</td>
<td>85.59</td>
<td>83.84</td>
<td>85.59</td>
<td>82.43</td>
</tr>
<tr>
<td>BI</td>
<td>83.18</td>
<td>83.28</td>
<td>81.05</td>
<td>82.04</td>
<td>84.43</td>
<td>81.03</td>
</tr>
<tr>
<td>BR</td>
<td>95.86</td>
<td>96.26</td>
<td>96.25</td>
<td>96.55</td>
<td>96.41</td>
<td>96.54</td>
</tr>
<tr>
<td>BP</td>
<td>62.93</td>
<td>64.24</td>
<td>62.87</td>
<td>63.92</td>
<td>64.56</td>
<td>62.30</td>
</tr>
<tr>
<td>CI</td>
<td>61.53</td>
<td>60.71</td>
<td>60.78</td>
<td>62.33</td>
<td>60.61</td>
<td>61.38</td>
</tr>
<tr>
<td>CM</td>
<td>44.40</td>
<td>45.27</td>
<td>45.54</td>
<td>46.01</td>
<td>45.68</td>
<td>46.08</td>
</tr>
<tr>
<td>CO</td>
<td>73.36</td>
<td>84.74</td>
<td>83.44</td>
<td>84.74</td>
<td>83.46</td>
<td>85.02</td>
</tr>
<tr>
<td>CR</td>
<td>81.76</td>
<td>86.67</td>
<td>85.95</td>
<td>86.53</td>
<td>85.21</td>
<td>86.52</td>
</tr>
<tr>
<td>FI</td>
<td>63.93</td>
<td>64.46</td>
<td>64.22</td>
<td>63.48</td>
<td>64.44</td>
<td>63.87</td>
</tr>
<tr>
<td>GL</td>
<td>66.31</td>
<td>65.55</td>
<td>67.38</td>
<td>64.57</td>
<td>66.45</td>
<td>67.83</td>
</tr>
<tr>
<td>GR</td>
<td>96.13</td>
<td>95.81</td>
<td>95.39</td>
<td>95.71</td>
<td>95.97</td>
<td>95.97</td>
</tr>
<tr>
<td>HC</td>
<td>74.20</td>
<td>78.83</td>
<td>79.81</td>
<td>77.54</td>
<td>79.49</td>
<td>80.88</td>
</tr>
<tr>
<td>HH</td>
<td>72.83</td>
<td>76.60</td>
<td>77.66</td>
<td>80.01</td>
<td>76.90</td>
<td>78.31</td>
</tr>
<tr>
<td>HS</td>
<td>74.07</td>
<td>77.78</td>
<td>79.63</td>
<td>77.41</td>
<td>78.89</td>
<td>80.37</td>
</tr>
<tr>
<td>HP</td>
<td>78.00</td>
<td>81.38</td>
<td>80.63</td>
<td>85.10</td>
<td>80.71</td>
<td>79.92</td>
</tr>
<tr>
<td>IO</td>
<td>86.93</td>
<td>88.89</td>
<td>89.16</td>
<td>89.43</td>
<td>88.32</td>
<td>88.89</td>
</tr>
<tr>
<td>IR</td>
<td>95.33</td>
<td>95.33</td>
<td>96.00</td>
<td>95.33</td>
<td>96.00</td>
<td>95.33</td>
</tr>
<tr>
<td>LB</td>
<td>83.38</td>
<td>82.84</td>
<td>82.57</td>
<td>82.44</td>
<td>82.81</td>
<td>88.24</td>
</tr>
<tr>
<td>LY</td>
<td>83.28</td>
<td>82.22</td>
<td>80.78</td>
<td>82.16</td>
<td>82.22</td>
<td>82.22</td>
</tr>
<tr>
<td>MX</td>
<td>78.61</td>
<td>78.31</td>
<td>76.36</td>
<td>78.02</td>
<td>78.36</td>
<td>76.36</td>
</tr>
<tr>
<td>PI</td>
<td>70.73</td>
<td>76.86</td>
<td>74.92</td>
<td>75.82</td>
<td>76.47</td>
<td>75.05</td>
</tr>
<tr>
<td>PT</td>
<td>38.45</td>
<td>46.77</td>
<td>42.29</td>
<td>44.28</td>
<td>45.89</td>
<td>43.19</td>
</tr>
<tr>
<td>SG</td>
<td>97.36</td>
<td>96.97</td>
<td>95.84</td>
<td>95.71</td>
<td>97.01</td>
<td>95.93</td>
</tr>
<tr>
<td>SN</td>
<td>86.84</td>
<td>84.51</td>
<td>80.72</td>
<td>83.51</td>
<td>84.94</td>
<td>81.63</td>
</tr>
<tr>
<td>SB</td>
<td>82.15</td>
<td>88.94</td>
<td>88.03</td>
<td>88.81</td>
<td>88.95</td>
<td>88.79</td>
</tr>
<tr>
<td>VE</td>
<td>69.44</td>
<td>69.57</td>
<td>67.34</td>
<td>69.45</td>
<td>68.60</td>
<td>67.32</td>
</tr>
<tr>
<td>WI</td>
<td>95.64</td>
<td>95.64</td>
<td>94.46</td>
<td>96.16</td>
<td>95.64</td>
<td>94.46</td>
</tr>
<tr>
<td>ZO</td>
<td>94.63</td>
<td>93.52</td>
<td>91.68</td>
<td>93.56</td>
<td>92.52</td>
<td>91.68</td>
</tr>
</tbody>
</table>

| Acc     | 77.24| 79.10        | 77.94        | 78.60             | 79.13             | 78.08  |
| CBred   | 0.00 | 16.26        | 55.82        | 36.66             | 6.68              | 50.99  |

Table 2: Accuracy and case base reduction of plain CBR and RBM models.

well-known state-of-the-art CBM methods. The left-hand side of Figure 2 shows accuracy, and the right side depicts case base reduction.

![Figure 2: RBM\_nr performance versus state-of-the-art methods](image-url)
On average, the $RB_{M_{nr}}$ improves the accuracy of a CBR technique. Both $RB_{M}(CB,3,0)$ and $RB_{M}(CB,1,0)$ outperform CBR. In addition, the accuracy improvement over CBR achieved by $RB_{M_{nr}}$ is greater than all the compared state-of-the-art methods in the test. However, not all the datasets achieved greater accuracy when they underwent the $RB_{M_{nr}}$ maintenance process. Out of 30 datasets in comparison to baseline, $RB_{M}(CB,3,0)$ managed to improve or maintain the accuracy of 20 of them. Although the $RB_{M_{nr}}$ is a competence enhancement method, it also reduces the size of the case base as a side effect of removing noisy cases. In the case base reduction category, $RB_{M_{nr}}$ ranks among the average of its peers and it removed 16.26 percent of the case base.

Another evaluation mode has been on analyzing the impact of the different neighborhood sizes on the performance of the $RB_{M_{nr}}$. As it is shown in the Figure 2, $RB_{M_{nr}}$ with the neighborhood size of 3, surpass its other configurations in both average accuracy and case base reduction. This result shows that by expanding the effective neighborhood in Reputation calculation model has improved its performance.

4.3.2. $RB_{M_{cr}}$ performance

The competence preservation variation of the preprocessing CBM methods in the RBM model is the $RB_{M_{cr}}$. The main focus of the $RB_{M_{cr}}$ is on reducing the case base with the least damage possible to accuracy. Although the methods in this paper, that the $RB_{M_{cr}}$ has been compared to, are in the competence enhancement category, the proposed method achieved higher accuracy than the plain CBR and some of the state-of-the-art methods, as shown in Table 2. This achievement is even more significant when the case base reduction is also taken into account. $RB_{M_{cr}}$ removes more than half of the case base (55.82% on average) and is still able to keep the classification competence higher than the CBR, as shown in Table 2. Figure 3 shows the case base reduction by the $RB_{M_{cr}}$ for every datasets in the test.

![Figure 3: Case base reduction of $RB_{M_{cr}}(CB,1,1)$ for all datasets](image-url)
According to Figure 3, the most significant performance of the $RBM_{cr}$ was in datasets that had reduced more than 70% of their case base. There were 5 such data sets in the test. The first one is the bal (BL) data set, with a 71% case base reduction, which experienced an improvement in accuracy of 9.43% in comparison to the CBR. Another such dataset is cmc (CM), which, with a reduction of 73% of the case base, still managed to score 1.1% better accuracy than the CBR. The largest cut was on the colic (CO) data set which again has achieved 10.08% higher accuracy than CBR. The situation is the same with the primary-tumor (PT) and the MX was the only dataset in which we observed a small drop (2.25%) in accuracy when compared to the CBR.

To obtain a better perspective of the $RBM_{cr}$ performance, the competence preservation methods of CNN [8] and GCNN [13] were also implemented for the evaluations. Figure 4 shows the summary of the test results for the performance comparison of $RBM_{cr}$ against plain CBR and well-known state-of-the-art CBM methods in both the competence enhancement and competence preservation categories. Again, the left-hand side of Figure 4 shows the accuracy and right-hand side depicts the case base reduction.

[Figure 4: $RBM_{cr}$ performance versus state-of-the-art]

It is clear from Figure 4 that the proposed methods outperform the GCNN by a large margin. CNN however, has a higher case base reduction rate but reduces the accuracy of the case base significantly. According to Figure 4, compared to the rest of the methods, while the $RBM_{cr}$ with a neighborhood size of one have a higher accuracy than the CBR and some of the state-of-the-art methods, $RBM_{cr}$ with a neighborhood size of 3 outperforms the accuracy of all the methods in its scope. The last step in the evaluation of the $RBM_{cr}$ was to compare RBM model performance with different neighborhood sizes. Following the same pattern as the $RBM_{nr}$ in accuracy, by increasing the size of the neighborhood in the preprocessing, the average accuracy increased. Increasing the neighborhood size in $RBM_{cr}$ had the opposite effect on its case base reduction compared to $RBM_{nr}$. While $RBM_{nr}$ obtains a greater case base reduction by increasing the neighborhood size, $RBM(CB, 3, 1)$ had a smaller case base reduction than $RBM(CB, 1, 1)$.  
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4.4. Learning RBM evaluation

The main task of a learning algorithm is to preserve and improve quality over time in a scenario in which the system is exposed to learning new data. The learning methods of RBM are no exception, as both RBMining and RBM-ACBR improve their performance not only in comparison with the plain CBR, but also with regard to their related preprocessing methods, as shown in Table 2. Section 4.4.1 details the evaluation of RBMining and Section 4.4.2 describes the performance of the RBM-ACBR.

4.4.1. RBMining performance

In the case base mining setup, the RBM model does not remove any of the previous cases from its Memory Bank and always adds new cases to it. The result of adding more information in the construction of RBM model is positive according to the results depicted in Table 2. With the noise removal setup, RBMining achieves the second highest average accuracy over the 30 data sets, just after the other learning method of the RBM model (RBM-ACBR). The classification accuracy of the RBMining in both ‘nr’ and ‘cr’ mode is above the state-of-the-art methods analyzed in this paper. On the case base reduction front, an important point to keep in mind is that a learning method in the 10-fold cross validation setup can add up to 10 percent of the initial population to the case base size. Therefore, learning methods in the test have a lower case removal rate than their preprocessing counterparts. In RBMining since the learning algorithm is the same as the preprocessing one, we notice no significant changes in the case base reduction rate compared to the preprocessing CBM methods.[2]

<table>
<thead>
<tr>
<th>Config</th>
<th>((CB, 1, 0))</th>
<th>((CB, 3, 0))</th>
<th>((CB, 1, 1))</th>
<th>((CB, 3, 1))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>RBM</td>
<td>RBMing</td>
<td>RBM</td>
<td>RBMing</td>
</tr>
<tr>
<td>Acc</td>
<td>78.63</td>
<td>78.88</td>
<td>79.10</td>
<td>79.13</td>
</tr>
<tr>
<td>CB red</td>
<td>11.28</td>
<td>0.17</td>
<td>16.26</td>
<td>6.68</td>
</tr>
</tbody>
</table>

Table 3: RBMining and RBM average performance on 30 datasets

Table 3 illustrates the effect of adding the case base mining learning technique to the preprocessing RBM methods. In all the setup configurations, RBMining increases the accuracy of the classification. At the price of an increased computational cost, RBMining improves the accuracy of a model built on Reputation compared to its preprocessing methods.

4.4.2. RBM-ACBR performance

According to the test results in Table 2, RBM-ACBR achieved the highest average accuracy in comparison to the plain CBR and the proposed methods.

[2] The case base reduction for preprocessing methods is from 100% of the training data and, for learning methods, it is from 100% of the training + 10% of the testing data.
The small computational cost for the ACBR method had a very positive impact on the RBM model. \textit{RBM\_ACBR} also outperformed the state-of-the-art methods on average accuracy. The best accuracy among the state-of-the-art methods in the tests was obtained by the RDCL method with an average of 78.46\%. \textit{RBM\_ACBR} achieved an accuracy of 79.31\% while removing on average 3.57\% more cases from the case base.

The ACBR configuration used in the combined method was the Minimal Goodness (MG) maintenance policy with oblivion to remove the incompetent cases and it was applied on a neighborhood size of 3 for its goodness calculations. By comparing the preprocessing method of \textit{RBM}_nr with the combinational method, we see that in 20 out of 30 data sets in the tests, adding the \textit{ACBR} to the \textit{RBM} led to an equal or higher accuracy than the CBR. This indicates the synergy between these two methods and how they can complement each other. Moreover, The \textit{RBM\_ACBR} method shows high confidence in maintenance of a CBR in both preprocessing stage and learning. We consider that this method still can see improvements in its case base reduction to be more scalable on long runs and large data sets and our future work will continue in this direction.

4.5. Statistical analysis

The evaluation of the RBM model shows its positive effects on the average accuracy of a CBR technique. To measure the significance of these changes, the best configuration of each proposed methods was put into a statistical analysis along with a plain CBR and the state-of-the-art methods. The Friedman \cite{35} and Nemenyi \cite{36} tests were selected to calculate the significance in the results. The Friedman test is a non-parametric statistical test of multiple comparisons that ranked the methods in the evaluation. In the Friedman test, the lower mean rank translates to a better performance of an algorithm. The Nemenyi post-hoc test is used to detect the significance in the Friedman’s test results when all the classifiers are compared to each other. Figure 5 details the outcome of the Friedman and Nemenyi tests with 95\% confidence in the methods within the scope of this paper. The blue lines in the figure show the significant threshold of their corresponding method.
According to Figure 5, all of the proposed methods based on $RBM_{nr}$ ($RBM(CB,k,0)$) with the purpose of noise removal achieved significant improvements in accuracy not only compared to the baseline CBR but also to all the other state-of-the-art methods implemented in the evaluation. The large gap between the mean ranks of the $RBM(CB,3,0)$, $RBM(CB,3,1)$, $RBMining(CB,3,0)$, and $RBM_{ACBR}$ and the other state-of-the-art methods demonstrates the higher consistency of the improvements made by these methods. In the evaluation of $RBM_{cr}$-based methods it should be taken into consideration that the goal of these methods is to maintain the accuracy and reduce to the maximum the size of the case base. Two variations of it, $RBM(CB,1,1)$ and $RBMining(CB,1,1)$, fulfilled their purpose by achieving a similar score the baseline model in the Friedman and Nemenyi accuracy tests. On the other hand, $RBM(CB,3,1)$ is in the leading group in the statistical analysis test, along with the $RBM_{nr}$ based methods, and achieved as much better score than the state-of-the-art methods. The best performance, however, belongs to the combinational method of $RBM_{ACBR}$ whose evaluation shows that it is significantly better than any other methods in the test, including the baseline CBR, the state-of-the-art algorithms, and the other proposed methods.

5. Conclusion

In this paper, the RBM case base maintenance model is introduced. Several CBM methods based on the RBM model were proposed and their performance was tested. The evaluation of the proposals demonstrates the competence of the RBM in both the competence enhancement and competence preservation categories. $RBM_{nr}$ achieves significantly better accuracy than the baseline CBR and the implemented state-of-the-art methods. $RBM_{cr}$ with the main purpose of case base reduction also improves the average accuracy of the CBR technique.
while significantly reducing the size of the case base. A variation of the $RBM_{cr}$ ($RBM_{(CB,3,1)}$) outperforms the state-of-the-art methods in terms of accuracy and removes around 36% of the case base. $RBMining$ methods add a learning strategy to the RBM preprocessing methods. The case base mining results show that its algorithm allows the RBM to improve its case base over exposures to new cases. $RBM_{nr}$ and $RBM_{cr}$ based $RBMining$, maintained higher accuracy and a better ranking in the statistical analysis than their preprocessing methods. Finally, the $RBM_{ACBR}$ method, which obtained the highest average accuracy also obtained the best results in the statistical analysis. The $ACBR$ method is a good addition to the preprocessing method of the $RBM_{nr}$ and the combined method achieved a significantly better average accuracy than the other methods implemented for this paper.

In conclusion, the reputation model is an effective maintenance method with a high capability in the different types of maintenance strategies applied in a CBR. The simplicity of the implementation of the RBM methods is another positive point for the reputation model. We have also demonstrated that the performance of the preprocessing models of RBM improve with learning strategies.

The RBM model in its different variations significantly outperforms the plain CBR, and the state-of-the-art methods implemented in this paper. However, we are considering several directions for future work. First, we would like to point out that the investigation on the datasets that RBM model did not improve the baseline accuracy. We will also experiment further with RBM on unbalanced datasets. Finally, the $RBMining$ method can also benefit from additional research, since we consider it to be a potent algorithm that can be largely optimized in its Memory bank structure and maintenance.
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