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Abstract

During this project, state-of-the-art deep learning models have been used to estimate depth maps from a monocular RGB image applying a teacher-student learning approach.

This paradigm has been used in order to distillate the knowledge of high capacity deep neural networks into shallower ones to make inference faster for real-time applications.

Some successful applications of this technique can be found both at natural language and computer vision applications.
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Chapter 1

Introduction

When capturing an image, we are projecting the 3-dimensional scene seen by the objective of the camera into a 2D plane as seen on Figure 1.1. This projection loses the information of how far was each point from the camera. Those distances can be represented in single-channel images called depth maps like the one at Figure 1.2.

Depth maps can be made acquired using specialized hardware such as Microsoft’s Kinect or estimated using using one or more RGB views. Predicting depth is an essential component in understanding the 3D geometry of a scene. Making such estimation from stereo images using local correspondences between both views is a well-defined problem but when having one single view of the scene the problem becomes less straightforward and more ambiguous.

![Figure 1.1: Pinhole camera model](image)

Depth maps are mostly used in 3D applications such as modelling 3D shapes, rendering of 3D scenes more efficiently or shadow mapping. Furthermore, the use of depth information can also improve the performance of other computer vision tasks such as semantic segmentation[^25].

![Figure 1.2: RGB Image and 8-bit depth map](image)

1.1 Motivation

The motivation of this project is to implement a depth map estimation system applying different machine learning paradigms and compare the obtained results with the state-of-the-art
papers on this active research topic.

1.2 Requirements and specifications

The requirements of this project are the following:

- Implementing and training deep learning architectures to estimate depth maps from monocular images.
- Exploring different learning approaches such as student-teacher learning.
- Producing reproducible results by following machine learning good practices.
- Applying design patterns to produce low-coupled reusable software

As this is a research project there is no strict specification but obtaining results as good as possible.

1.3 Methods and procedures

This work is a continuation of the Introduction to Research project made by the author of this thesis in which a Pyramid Scene Parsing Network[26] was used for depth prediction on the ScanNet Dataset[8].

Both qualitative and quantitative results were good but we were not able to compare them with other researchers because most of the publications use other datasets to benchmark its performance.

1.4 Work Plan

This project has been developed by GPI research group at Universitat Politècnica de Catalunya, having a regular weekly meeting between supervisors and author to discuss decisions to be made. The work plan is described in the following work packages and Gantt diagram, as well as the modifications introduced since the first version.

1.4.1 Work Packages

- WP 0: State-of-the-art review.
- WP 1: Data acquisition and management.
- WP 2: Implementation of the network and training code.
- WP 3: Experimentation
• WP 4: Comparison of results with the literature.
• WP 5: Documentation

1.4.2 GANTT Diagram

![GANTT Diagram](image)

Figure 1.3: GANTT diagram followed during the project

1.5 Incidents and Modifications

Data acquisition work package took longer than expected due to the need for temporal synchronization and spatial alignment between the depth sensor and the camera data.

Another problem faced during the training of the networks is numerical instability. It could appear in any phase of the training making the gradients explode or not even appear at all while running the same code.
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State of the art

Depth maps estimation from monocular images state of the art methods is also used for other similar computer vision tasks such as semantic segmentation because of the similarity of both problems and their inner difficulties.

In this kind of computer vision tasks CNN (Convolutional Neural Networks) excel at extracting useful contour and texture features and making use of them for classification, segmentation, contour detection and other tasks.

The main problem those networks face in dense prediction tasks is the coarse outputs, it consists on a noticeable lack of detail usually around the contours of the predicted image as seen on Figure 2.1.

Both supervised and unsupervised machine learning[27] have been applied to the topic. As we will be approaching this problem from a supervised learning perspective I will focus on those methods.

![Figure 2.1: Coarse to fine semantic segmentation](image)

2.1 Supervised depth estimation from monocular images

2.1.1 Multi-scale methods

An intuitive manner of minimizing the coarse outputs problem is using the image at different resolutions. This way both the global context of the image and its details can be better used for the estimation. Furthermore, a more efficient way to obtain similar results with a much lower amount of operations and parameters is using feature maps at different resolutions.

The approach presented at Depth Map Prediction from a Single Image using a Multi-Scale Deep Network [9] uses one network to make an initial coarse estimation, this estimation is used as
a feature map in the second network which refines the initial estimation with higher-level details. As seen in Figure 2.2, last layers of the Coarse estimation block are fully-connected, this decision was made to make a better use of the global context of the image but increases a lot the amount of parameters of the network making it not suitable for soft real time applications.

The U-Net architecture presented at Convolutional Networks for Biomedical Image Segmentation [21] is fully-convolutional and contains no fully connected layer. The main architectural change in the U-Net is the use of skip connections between mirrored layers of an encoder-decoder scheme as seen in Figure 2.3. This characteristic let the decoder see feature maps of different resolutions while up-sampling the lower-dimensional representations making it easier to reconstruct fine details of the image. This architecture has also been used in an adversarial manner at Image-to-Image Translation with Conditional Adversarial Networks [14].

Figure 2.2: Depth Map Prediction from a Single Image using a Multi-Scale Deep Network architecture

Figure 2.3: Comparison between encoder-decoder architecture and U-Net
2.1.2 Pyramid Pooling

Pyramid Scene Parsing Network\cite{26} got the champion of ImageNet Scene Parsing Challenge 2016 with an innovative approach for exploiting the global context of an image called Pyramid Pooling.

Pyramid Pooling modules objective is making efficient use of the global context of the image for pixel-level prediction tasks. It is achieved by applying different-region-based context aggregation to each feature map, up-sampling them and combining them into the prior representation. This prior representation is then concatenated with the original feature maps and forwarded through the decoder as seen in Figure 2.4.

An example of the use of pyramid pooling in depth map prediction can be found at Structure-Aware Residual Pyramid Network for Monocular Depth Estimation\cite{6}. This architecture achieves state-of-the-art performance in both qualitative and quantitative evaluation.

![Figure 2.4: Pyramid Scene Parsing Network architecture.](image)

2.1.3 Attention based methods

Attention mechanisms were proposed at Attention is all you need\cite{23} for neural machine translation to properly handle large sequences by letting the network focus more on some words than others while decoding input sentences.

The same concept has also been applied in depth map estimation at Attention-based Context Aggregation Network for Monocular Depth Estimation\cite{7}. The proposed approach deals with image context information with a pooling module while capturing pixel-level information with a self-attention module following the Figure 2.5 schema.
Figure 2.5: Attention-based Context Aggregation Network architecture.
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Methodology

This section will explain the methodologies followed to train a teacher model making use of privileged information and transfer this knowledge to a student network under the framework proposed at A Generalized Meta-loss function for regression and classification using privileged information[1].

This approach consists of making use of privileged information only available at training to develop a first model (teacher). This first model is then used giving hints to the learning of a student model which no longer uses privileged information but has the same behaviour.

The main actors of the framework applied for depth map estimation are:

1. Privileged information: A low dimensional and learnable representation of the depth maps will be used together with RGB image to improve the reconstruction of the depth maps.

2. Teacher network: Extracts features from both input RGB images and the target depth map and fuses them across a decoder to make the estimation. It’s only goal is making depth reconstructions as good as possible.

3. Student network: Extracts features from monocular RGB images that mimic teacher’s feature space and estimates depth with such features.

In order to measure the impact of this paradigm our student will be compared with a baseline model with the same architecture proposed at Figure 3.2 trained directly to map RGB images to depth maps following Section 3.2.1 methodology.

3.1 Model architecture

Networks trained in this project are based on U-Net architecture, this decision was made because of the wide adoption of that network for dense prediction tasks like image segmentation or image super-resolution[24].

3.1.1 Student network

A custom implementation of the U-Net architecture which replaces original convolutional blocks for residual ones has been used as student network. This way we explicitly reformulate the layers of the network to learn residual functions with reference to the layer inputs instead of learning unreferenced functions as seen in Figure 3.1 Comprehensive empirical evidence showing that these deep residual networks are easier to optimize than other architectures is provided at Deep Residual Learning for Image Recognition[12].
One more factor that influenced the previous modification is that it allows us to initialize the encoder of the model with Imagenet ResNet pre-trained weights instead of random initialization making training converge faster.

\[ \mathcal{F}(x) \]

\[ \mathcal{F}(x) + x \]

Figure 3.1: Building block for residual learning

3.1.2 U-Net teacher network: Learning with privileged information

The main challenge when designing our teacher is that it must work better than any other approach so that even if the student loses part of the performance it still behaves at least as good as our baseline model. In order to do so we had to give our teacher some advantage on learning this task and decided to let our decoder see part of the ground truth as a low dimensional representation of the depth map.

The proposed design of the teacher network consists of 2 residual encoders. The bottom one on Figure 3.3 extracts a low-dimensional representation of the depth map while the upper one extracts features from the RGB images at different resolutions. Finally, a decoder reconstructs the depth map from the depth manifold using also RGB features maps from the second encoder.
3.2 Training methodology

Training a deep neural network involves lots of challenging tasks such as defining the loss function, choosing which gradient descent based optimization algorithm to use and prevent numeric instability problems such as vanishing and exploding gradients.

Optimization algorithms used:

- **Adam**[15]: Provides a fast convergence of the model weights as its best point but it is known to get stuck on local minima.
- **SGD**[20]: The model takes more iterations to converge than the previous algorithm but can find more optimal solutions if its hyper-parameters are suited for the geometry of the loss function.

To prevent over-fitting problems dropout will be applied at the decoder layers. **Dropout**[3] consists on randomly zeroing activations of a layer with a probability $p$. The theory behind dropout in neural networks is that removing neurons during training forces the network to learn redundant and more robust representations. However, **Efficient Object Localization Using Convolutional Networks**[22] states that this technique was not preventing over-fitting on fully-convolutional networks which has finally been our case.

3.2.1 Teacher training

Network is trained by minimizing the estimation errors with a loss function with 2 terms. The first term $L_{\text{depth}}$ consists on the root-mean-square error(RMSE) in log scale between the ground truth depth map $d$ and the network estimation $p$, equation 3.1. Supervising in log scale makes the network focus more on closer objects.

The second term of the loss $L_{\text{grad}}$ is defined as the $L1$ norm between the gradient of the depth map and the gradient of the estimation, it penalizes errors round edges of the depth map minimizing the coarse outputs problem. Depth gradient-based losses have been widely used.

Figure 3.3: U-Net Teacher Architecture. Generated using PlotNeuralNet library and Latex code
for depth estimation as stated at Revisiting Single Image Depth Estimation: Toward Higher Resolution Maps with Accurate Object Boundaries[13].

Gradients used at equation \(3.2\) have been computed using a 3x3 Sobel operator as \(\nabla\).

\[
L_{\text{depth}} = \frac{1}{n} \sum_{n=1}^{n} \sqrt{\left|\log(d_i) - \log(p_i)\right|^2} \quad (3.1)
\]

\[
L_{\text{grad}} = \frac{1}{n} \sum_{n=1}^{n} |\nabla d - \nabla p| \quad (3.2)
\]

Finally, both terms are added with specific weights as seen in equation \(3.3\) The value of those weights was chosen so that both loss magnitudes were similar.

\[
L_{\text{total}} = \alpha L_{\text{Depth}} + \beta L_{\text{Grad}} \quad (3.3)
\]

### 3.2.2 Student training

Student network will benefit from the previously learned depth representations by mimicking the teacher. It is achieved by adding 2 new distillation terms to previous reconstruction loss.

Those terms, \(L_{\text{emb}}\) and \(L_{\text{repr}}\) at equations \(3.4\) and \(3.5\) are defined as the euclidean distance between teacher’s and student’s feature maps at different stages of the network. It can be seen from a Bayesian point of view as adding a prior about how student’s feature maps should be from the teacher’s knowledge. Feature maps are compared at the last layer of the encoder for \(L_{\text{emb}}\) (after Bottleneck block in Figure \(3.3\)) and before the last convolution of the decoder for \(L_{\text{repr}}\) as seen in Figure \(3.4\)

Blocks r1 and r2 are adaptation layers to better learn from intermediate teacher distributions improving hint learning as proposed at Learning Efficient Object Detection Models with Knowledge Distillation[4].

\[
L_{\text{emb}} = \frac{1}{2} ||r1(z_{e,gb}) - z_{e+d+rgb}||^2 \quad (3.4)
\]

\[
L_{\text{repr}} = \frac{1}{2} ||r2(rep_{e,gb}) - rep_{e+d+rgb}||^2 \quad (3.5)
\]

Previous losses are added together with the reconstruction ones following Equation \(3.6\)

\[
L_{\text{Total}} = \alpha L_{\text{depth}} + \beta L_{\text{grad}} + \gamma (L_{\text{emb}} + L_{\text{repr}}) \quad (3.6)
\]
Figure 3.4: Distillation loss graphic example. The teacher architecture has been simplified and encoder-decoder connections are not represented in the image.

Steps followed to train student network:

1. Train teacher network following Section 3.2.1
2. Freeze teacher network
3. Train an student network minimizing both reconstruction and distillation losses
4. Use student network for inference

3.2.3 Using teacher without privileged information

An intuitive way of adapting our teacher architecture to infer depth maps without privileged information consists on freezing the RGB encoder and decoder of the teacher and replace the depth maps encoder with a new one that uses RGB information. This way we can keep most of the weights of our teacher unaltered while using domain adaptation to replace the privileged information for adapted RGB features.

This adaptation is implemented using a new RGB encoder that is trained to mimic teacher’s depth encoder minimizing loss $L_{emb}$ seen at Section 3.2.2. This approach can be summarized as adapting RGB images to fit the depth representation domain that our teacher already deals without modifying teacher decoder.

1. Train teacher network following Section 3.2.1
2. Freeze teacher network

3. Train a new encoder to adapt input images to the depth representations domain our decoder already deals with.

4. Infer without privileged information using the new encoder instead of the former one.
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Results

4.1 Computational requirements

Experiments have been run with the computational resources available at the Image Processing Group of the Universitat Politecnica de Catalunya.

GPI research group has a cluster of servers which is shared between all the research group and in which we ran our experiments. For each experiment the system reserves the amount of RAM, CPU cores and GPU requested by the user. If there are no available resources tasks are queued until resource is available.

4.2 Dataset: NYU Depth V2

NYU Depth V2 Dataset[19] consists of a set of interior scenes recorded by both an RGB camera and Kinect depth sensor.

A set of 1499 densely labelled pairs of aligned RGB and depth images is provided but in order to increase the size of the dataset, the original video sequences will be used. It implied the following data transformations:

- Temporal synchronization of both sensors because of different sampling frequencies.
- Projection of the image into the depth plane using the calibration parameters.
- In-painting missing pixels in the depth maps

The previous list of task was accomplished using NYU Toolkit and some Matlab programming.

The dataset obtained after reducing the temporal redundancy of the video by down-sampling a factor 25 (1 frame per second of video) consists on 590 different scenes containing a total of 42,320 aligned depth and RGB images which will be split into 3 partitions in order to cross-validate our solution and test it. To avoid data leaks between partitions we will split the scenes, this way our network will never be validated or tested with images from a scene it has already seen in the training phase.
<table>
<thead>
<tr>
<th></th>
<th>Train</th>
<th>Validation</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenes</td>
<td>354</td>
<td>157</td>
<td>79</td>
</tr>
<tr>
<td>Images</td>
<td>26.266</td>
<td>10.340</td>
<td>5.714</td>
</tr>
</tbody>
</table>

Table 4.1: Dataset partitions

Figure 4.1: Output from the RGB camera (left), preprocessed depth (center) and a set of semantic labels (right) for the image.

4.3 Data pre-processing

When working with this amount of data and deep neural networks developing an efficient data processing pipeline become inevitable if the researcher wants to take profit of high-performance hardware such as GPUs.

The framework used to develop the projects (PyTorch) exposes some interfaces for implementing multi-threaded image data loaders which will be used to both read, normalize and augment the data.

- Data normalization: Neural networks are known to be quite sensitive to the scale and distribution of its inputs. The mean and the standard deviation of the training split of the dataset will be used to normalize our input data. Furthermore depth maps will be scaled between 0 and 1.

- Data augmentation: This technique consists on artificially expanding the size of a training dataset by creating modified versions of images. From a statistical point of view, this technique increases the variability of the data preventing overfitting problems. Figure 4.2 shows an example of data augmentation applied to both input image and segmentation masks.

Data augmentation pipeline:

- Crop: Randomly crop both image and depth map at the same coordinates to $\frac{3}{4}$ of its original shape.
- Flip: The RGB and the depth map are both horizontally flipped with 0.5 probability.
- Color Jitter: Randomly change the brightness, contrast and saturation of an image with 0.5 probability.
4.4 Software architecture

Code related to the development of this thesis has followed SOLID patterns so that it could be reused and easily modified/maintained. In order to do so, we have used the Protected Variation pattern to make our system agnostic to the following change scenarios:

- Working with other datasets.
- Training different models.
- Learning other tasks such as classification or segmentation.

Figure 4.3 shows a UML diagram containing the most important classes of the project and how they are related.

- **BaseDataset**: Superclass which implements common methods for reading, processing and yielding data efficiently. Each new concrete dataset should inherit from BaseDataset and override specific methods according to the task/data needs.

- **BaseModel**: Provides useful methods such as extractFeatures, predict, updateWeights while being agnostic of the architecture of the model itself.

- **Transformation**: Interface to develop custom transformations compatible with the Albu-mentations Python library.
4.5 Experiment analysis

4.5.1 Teacher network

Teacher network converges really fast and has no generalization problems as both training and validation estimation loss is quite similar. Although, validation one seems more unstable having peaks for all the experiments as seen in Figure 4.4. At the same figure we observe that the total training loss suddenly increases at step 3k for one experiment, it is caused because we added $L_{\text{grad}}$ after 3 epochs of training with only $L_{\text{depth}}$ following Haofeng Chen implementation of Feature Pyramid Network [5]. However, this subtle change does not impact the final performance of the network.

As validation images are not shuffled at each epoch the coincidence in position of big errors for different experiments can be explained by specially difficult scenes such as bathrooms which are less represented in the dataset or complex scenes.

The teacher architecture has been compared with a residual auto-encoder to make sure that the network is making use of the RGB information for the reconstruction. This experiment proved that using both RGB and depth information slightly improves the performance of a depth auto-encoder as seen on Figure 4.5.

The best results were obtained using Adam optimizer, a learning rate of $1e^{-4}$, weight decay of $4e^{-5}$ and training the model for 13 epochs.
4.5.2 Student network

Once we have a teacher network with similar performance to the state-of-the-art we need to distillate this knowledge into a new network that does not use depth information.

Figure 4.6 shows the loss evolution for 2 different experiments. In the red one both distillation ($L_{emb}$, $L_{repr}$) and reconstruction losses are used during all the training phase. On the other hand, experiment drawn in orange used distillation losses only on the first epochs of the training.

After trying several times to improve baseline U-Net results it has not been possible as seen in Figure 4.7. Those additional constraints added by distillation losses are limiting the learning of our network instead of helping it find a more optimal solution.

4.5.3 Using teacher network without privileged information

The results of softly adapting the teacher network to estimate depth maps without privileged information by means of domain adaptation are similar to the ones obtained at previous section. Although teacher networked performed much better than baseline this difference is lost during the domain adaptation phase.

The distance between original depth features and adapted RGB features during training can be seen at Figure 4.8.
4.6 Quantitative results

Table 4.2 shows the quantitative results for the most relevant models and architectures developed during this thesis. We can see that it has not been possible to improve U-Net performance using domain adaptation and teacher-student learning.

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE(lin)</th>
<th>RMSE(log)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net baseline</td>
<td>0.988</td>
<td>0.440</td>
</tr>
<tr>
<td>Teacher network with privileged information</td>
<td>0.601</td>
<td>0.210</td>
</tr>
<tr>
<td>Teacher network without privileged information</td>
<td>1.228</td>
<td>0.572</td>
</tr>
<tr>
<td>Student network</td>
<td>1.080</td>
<td>0.510</td>
</tr>
<tr>
<td>PSPNet baseline</td>
<td>1.192</td>
<td>0.471</td>
</tr>
</tbody>
</table>

Table 4.2: Estimation errors for the experiments done in this thesis

If we move forward and compare the results obtained with the latest publications that use the same dataset we will see that our teacher network benchmark is similar to state-of-the-art systems although they are not comparable as our teacher network uses privileged information. The problem is that when distilling this knowledge to student networks our results move far away from the state-of-the-art and do not even improve our baselines as seen at Table 4.3. One possible explanation for this situation is that distillation loss terms are acting as constraints limiting the capacity of our student networks instead of giving hints to find more robust and optimal solutions.
4.7 Qualitative results

Most of the models developed during this thesis struggle to perform on complex scenes while doing good on simpler ones. Furthermore, some shapes confuse our models more than others. One example of this are humans which are rarely found in the dataset. The difference between easy and difficult scenes can be seen at Figure 4.9.

Analysing the predictions at figure Figure 4.10 we observe that a lot of details are lost when transferring our teacher’s knowledge to student network, specially the ones that are far away from the camera.
<table>
<thead>
<tr>
<th></th>
<th>RMSE(lin)</th>
<th>RMSE(log)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zoran et al[28]</td>
<td>1.200</td>
<td>0.420</td>
</tr>
<tr>
<td>Liu et al[18]</td>
<td>1.080</td>
<td>-</td>
</tr>
<tr>
<td>Baig et al[2]</td>
<td>0.802</td>
<td>-</td>
</tr>
<tr>
<td>Laina et al[16]</td>
<td>0.584</td>
<td>0.198</td>
</tr>
<tr>
<td>Lee et al[17]</td>
<td>0.572</td>
<td>0.193</td>
</tr>
<tr>
<td>Fu et al[10]</td>
<td>0.547</td>
<td>0.188</td>
</tr>
<tr>
<td>Teacher network with privileged information</td>
<td>0.601</td>
<td>0.210</td>
</tr>
<tr>
<td>Teacher network without privileged information</td>
<td>1.228</td>
<td>0.572</td>
</tr>
<tr>
<td>Student network</td>
<td>1.080</td>
<td>0.510</td>
</tr>
<tr>
<td>U-Net baseline</td>
<td>0.988</td>
<td>0.440</td>
</tr>
</tbody>
</table>

Table 4.3: Quantitative results

Figure 4.9: Complex scenes at left and right, simple scene in the middle

Figure 4.10: Visual comparison of input image, ground truth and relevant estimations
Chapter 5

Budget

This thesis has been developed without buying/renting any hardware or software and most relevant costs correspond to computing resources and both student and supervisors wages.

If the project was developed using cloud computing using similar hardware as GPI cluster the minimal instance required would be:

- **CPU cores**: 8
- **GPU Mem**: 8 GB
- **Disk**: 600 GB
- **RAM Mem**: 16 GB

The most similar virtual machine offered at Amazon Web services is the EC2 p2.xlarge instance which costs 0.90 euros per hour. As we will need persistent disk for the dataset we have to add around 12 dollars per month for 600 GB HDD disk.

<table>
<thead>
<tr>
<th></th>
<th>Amount</th>
<th>Wage/hour</th>
<th>Dedication</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engineer</td>
<td>1</td>
<td>30,00 €/h</td>
<td>25 h/week</td>
<td>12,000 €</td>
</tr>
<tr>
<td>Project supervisors</td>
<td>2</td>
<td>100,00 €/h</td>
<td>2 h/week</td>
<td>9,600 €</td>
</tr>
<tr>
<td>Computation</td>
<td>1</td>
<td>0.9 €/h</td>
<td>200h</td>
<td>180 €</td>
</tr>
<tr>
<td>Storage</td>
<td>1</td>
<td>12 €/month</td>
<td>4 months</td>
<td>48 €</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td><strong>21,828 €</strong></td>
</tr>
</tbody>
</table>

Table 5.1: Budget of the project
Chapter 6

Conclusions

During the development of this thesis we have successfully implemented a depth estimation system with reasonable performance. Furthermore, we have been able to apply domain adaptation and teacher-student learning even though it has not improved our baseline results.

This has not been an easy journey because of the inner difficulties of debugging deep neural networks and handling big amounts of data. Furthermore, subtle implementation details of the network design and training methodology can provoke significant performance variations.

Although we have not achieved improvements compared to baseline performance applying the teacher-student paradigm several other contributions have been done:

- Training end-to-end depth estimation systems from monocular images.
- Applying teacher-student paradigm to depth estimation.
- Implementing two well known deep learning architectures and comparing them on a challenging task.

As a future work, we want to improve the results obtained with the teacher-student paradigm but also face the problem from other perspectives such as adversarial learning. Furthermore it would be interesting to benchmark our models with completely different datasets such as KITTI\cite{11} which contains outdoor scenes.
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