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Abstract— This paper proposes a fault detection methodology €quations) tends to track the faulty system in case tpiubu

for incipient faults that combines different residwal generation
methods (observers and-step ahead predictors) with different
convergence velocity to the real output trying to bnefit from

the advantages offered by each one. The integratios based on
generating a timed automaton, which combines the farmation

extracted from each method in order to provide thebest fault
detection performance regarding incipient faults. The proposed
methodology has as a main objective to detect asrlyaas

possible anomalies or incipient faults in system agponents.
Nowadays, for many systems, early warnings contride to
increase system reliability, prevent major componenfailures

and planning the necessary repair actions for seval weeks
(predictive maintenance). The application of this rathodology
will be illustrated in a case study based on a parbf the
Barcelona water network.

I. INTRODUCTION

sensor faults.

The way to avoid this problem is by playing with the
observer dynamics or by enlarging the prediction horizon
usingl-step ahead predictors [5]. However, this can introduce
the drawback that the fault detection is delayed or evsres
faults are not properly detected. Thus, there is a -wéde
between the velocity of convergence of the model predicti
to the real output and the fault detection performance.

This paper proposes a fault detection methodology for
incipient faults that combines different residual gatien
methods (observers ahdtep ahead predictors) with different
convergence velocity to the real output trying to beriedim
the advantages offered by each one. The integration isl base
on generating a timed automaton, which combines the
information extracted from each method in order to provide

Component degradation can be characterised as thg best fault detection performance regarding inctdeults.

incipient fault. Faults and degradations in the componefts

The proposed methodology has as a main objective to

the dynamic systems could manifest as a deviation of t@gtect as early as possible anomalies or incipientsfatilthe
system behaviour from the normal one required for dpera components of a large scale system (LSS). Nowadays, for

The fault detection of the incipient faults is more idifft
than the case of abrupt faults because they evolvesiamy

many systems, early warnings contribute to increasermys
reliability, preventing major component failures and plagni

and their effects can be confused with noise and Uncertairﬂye necessary repair actions for several weeks (ppm:“cu
For this reason most of the methodologies used f@ctey maintenance). The application of this methodology will be

as early as possible anomalies due to incipient faults jjfystrated on a case study based on a part of theeRma
components are based on the estimation of features {(@ter network.

condition indicators) from sensor data that are charatiteris

of the abnormal behaviour either in open-loop [1] [2]iror

closed-loop [3]. Another problem of the incipient faustshat

The structure of the paper is as follows: Section 2 ptesen
the problem statement. Section 3 introduces the residual

they can evolve very slowly (over a period of months enev generation approaches considered to be used for incipient

years). This implies that to detect indicator drift)gdime
periods must be used for evaluation. In real applicatithis
involves storing a lot of data if slow changes inrenitored

fault detection. Section 4 proposes how to integrate the
different residual generation approaches in order taimlbhe
best performance regarding incipient fault detection.i&@ect

system must be detected. To solve this problem, Jina[3 5 Presents the proposed case study and the results of

hierarchical structure is proposed, with high-levetlices

application of the proposed methodology. Conclusions are

based on the temporal and/or spatial combination of leel-le Provided in Section 6.

indices, which include low-level information. The objeet
of these high-level indices is to compress the infolrnati

Fault detection of incipient faults is still an open issut;_\
because of the difficulty associated with. In parécubne the "~

[I. PROBLEM STATEMENT AND PROPOSE-DI
ARCHITECTURE IMPLEMENTATION

Incipient faults

main difficulties comes from the fact than some method Fault detection and isolation (FDI) aims to carefully

based on a closed-loop prediction as observers or MoviHitj3

Average (MA) parity equations tend to track the sysésmen

ntify which fault can be hypothesized to be the caise
anomalous system behaviour. This problem has been studied

when there is a fault. This problem has been studied in [#pm many points of view, using different techniques, pd
where it has been shown that even in the case of abrutst faffiany researchers, applying different schools of thought,
the output prediction provided by observers (or MA paritfheories and assumptions. An overview of techniqueisisn
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area is given in a series of review papers ([6]-[8]historical
review of these techniques has been published recently in [9

The diagnostic process aims to identify which fault can be
hypothesized to be the cause of monitored events. A fault
must be understood as an unexpected change in a component
or the system behaviour. In the literature, most of wrkve
proposed fault diagnosis schemes for abrupt faults, wdreh

\ | ¢ (e-maitmodelled as instantaneous changes in system behaviour at a
teresa.escobet@upc.edwicenc.puig@upc.edu,joseba.quevedo@upc.edu

point in time. However, degradations in system components
are often modelled as incipient faults, which are slowgdirft



system parameter values over time. In fact, the pmol#é where W, is called the residual ARR expression. The set of
diagnosis incipient faults is related with the problem OArRs can be represented as

prognosis. For example, in [10], classical FDI teghes are )

proposed for incipient fault combined with a set of 74 :{fi =W (i U )=0,i=1, ,n,} , 2
degradation models for incipient fault evolution progis. where n, is the number of ARRs obtained after applying the

One of the main problems associated with incipient $aulstructural analysis.
is that the symptoms associated with are not detectdwe at t .
same time instant since residual dynamics (and system |t D€ the setof faults that must be monitored,
degradation) require some time to evolve. Moreover,Us&a  pefinjtion 3.1. Detectable fauls f .7 is detectable if

the effect of incipient faults at the beginning is nbatt . )
important, probably residuals will not be sensitive emota !ts occurrence can be ob_se_rved, or at least one oésiuals
the residual set (2) satisfigst 0.

be affected by the fault or to avoid tracking the fault;'/1
behavior. This can even be harder if several incipientsfaul Using the set of computable ARR residuals (1), the fault
appear at the same time. detection module must check at each time instant whether o
B. Architecture implementation for FDI of incipient faults Not they are consistent with the observations. Under ideal
This paper proposes a FDI methodology for incipienggrglt\':r?:r’]rzs'?;jlts izrepiggcé.;rt] ”Leosvtf{,?cenf&ﬁﬁgzmgg or; s
fcaauslésotfh:tt)r%t tr}guslgme time allows continuing to address tﬁisturbances and noise, in complex engineering systems are
P : inevitable, and hence it appears the necessity of aygplyi
The proposed FDI architecture is based on two modulesrabust fault detection algorithms.
suggested in most model-based approaches. The first module

ItZsftaéUItbcllesteegtloro]f‘] 'mgpéir:gt]itﬁg V¥22i(jau:1|est OLSfi?:ngt ﬁ’glc Vi %)lrfblem of m_ogeling errors, disturbances and noise. For
redundancy relations (ARRs), which allows deciding wheth ample, stat|st!cal decision methods can be used V\_/hen
a fault has occurred. and ii[s apparition time instahie T%rnknown dynamics and measurement noise are stochastically
second module is fault isolation. which is typically avhid modeled [15]. Others works assume that disturbances/model

! errors and measurement noise are bounded and their sffect i

through algorithms  that determine a possible fau'%:opagated to the residuals using, for example, interval

pqmponent(s). Here, the implementation of t.h's architectu ethods [16]. Taking into account bounded uncertainties, the
initially proposed by [11] for abrupt faults, will be extedde residuals (1) can be rewritten as follows:
to the incipient fault case. In the implementation psgabin '

[11], a timed discrete-event approach is introduced that r =‘Pi(yk,uk,ék), (3)
imprqves the interche .between fault detection anthti®n with: 5, 0D, where D is the interval box
considering the activation degree and the occurrence time

instant of the diagnostic signals using a combination qb:{gDRna
several theoretical fault signature matrices thatestine ]
relationship knowledge between diagnosis signals aritsfa disturbances/model errors and measurement noigegn, T
The fault isolation module is implemented using a timefault detection is formulated as checking the csirsicy of
discrete-event approach that recognizes the occurrgnee (3) using a set-membership approach [17].

fault by identifying a unique sequence of observable eventspefinition 3.2 Consistency checkingsiven the residuals

(fault signals). The states and transitions that chaizete . .
such a system can directly be inferred from the relaticﬁi]escr'bed by (3) and a sequence of measured inuad

In the literature, there are different approaches teestie

o< 555‘} , that includes all uncertainties (i.e.

between fault signals and faults. outputs y, of the real system at tinle they are consistent
1Il. RESIDUAL GENERATION FOR INCIPIENT EAULT with measurements and Uncertainty bounds if theist a set
DETECTION of sequences), [0 D which satisfiesr, =0.
A. Fault detection background Thus, according to Definition (3.2), a residual sistency

In general, the FDI procedure checks at every time the equivalent to check i € [r;] where[r;] is the interval
consistency between the observed and the normal systgat bounds the effect of uncertainty in residGjl (
behavior using a set of analytical redundancy relations ) )
(ARRs), which relate the values for measured variables Definition 3.3. Fault detectionGiven a sequence of

according to a model of normal operation (fault-freejrfithe  observed inputsi, and outputsy, of the real system, a fault
momtorehd system. Tk:ese; ﬁ‘RRS canh be der|veddw|th [Sltg]“[‘itg@said to be detected at tirkef there does not exist a set of
approaches, using algorithms as the proposed in or . . .
[14], among others. ]uncertalnty sequenced, OD  to which the set of ARRs is

) ) ] consistent.
Given a model with a set of output observed variallgs,

and the set of inputsy, , consistency tests can be derived
from an ARR by generating a computational residual in thQD[ri
following way: is stored as fault signah (k):

According to Definition (3.3) a fault is detectechen
]. The information provided by the consistency chegk

n=W (kauk):Q y
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B. Residual computation approaches
From computation point of view, residuals (3) are gatesl

as r(k) = y(k)- fk9), that is, by means of the difference
between measured system outpaisd estimated values
yOO™ obtained from rewriting residuals (3) as parity

equations
9(k,8) = y(k-1)+ B(d) U R+A(I)
or state observers [4]
K(k+1)= A(3) W(K+ BJ) UB+ K Y Kk-"¢ K
Y(k,8) = X(K+A(9)

whereAO O™ is the state matrixBO O™ P is the input

©)
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Figure 1. Proposed methodology.
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wherek, is a multiple of the considered time window a¥id
is a feature extraction function (such as mean, max).

IV. PROPOSED METHODOLOGY

matrix, AOO™ is the noise uncertainty gain matrix andA. Consistency check based on a bank of residuals
LOO™ " is the observed gain to be designed to guarantee With the aim of providing a methodology that is el

stability for . O D. Notice than whe=A, (5) and (6) are
equivalent (see [4] for more details)

Abrupt faults correspond to changes that occurinaé t
scales much faster than the nominal dynamics osylseem.
In order to detect this type of faults, fast dynangisiduals (as
(5) and (6)) are required. Although these faults r@tatively
easy to detect because of the sudden large chaegétuce
in the values of some variables. On the other hamibient
faults require residuals with a slowly evolutioneotime in
order to detect slow performance degradations desirable
drifts. The detection of these slow changes caadigeved
following the idea proposed in signal processiii@]] where
most of the methods for trend extraction
approximating
segments using for example fixed-width window apptoor
sliding windows. Thus, for example, parity equasican be
evaluated in a time window on lengthleading to am-step
ahead predictor

J(klk-m= A(0) ¥k m+ B() 6)a(d), ()
where A,(J) and B,(J)are themstep ahead predictor

matrices obtained considering output measureme irmeg
y(k—-m and inputs in the time window

Ul =[uk Wk - Wk 0

An alternative to evaluating analytical model oeetime
windows is to consider filtered residuals as fokow
3
z'.
fit)=— > f@+1-7)f k-1,

a=k-m

8)

where fr is the smoothed residualis a weighting scalar
between the residual averages computed along ttieohoof
sizemand the actual smoothed residual.

Both (7) and (8) allows to treat the temporal infation
regarding the fault effect in an aggregate way leading to
define a new set of residuals as follows

R(kn) = Y[ r(k-m (K], ©)

deal with incipient and abrupt faults, a bank ofideals

including observers and parity equations with slidi
windows (or filters) is proposed (see Fig. 1). Edamk of

residual generators, identified as MRan use different
sampling time in order to take into account differéault

time evolutions.

In addition, each residual is evaluated againstfaudt
detection test presented in (4) producing a fagitad, @ This
evaluation is performed in the block diagram idéedi asfs.
Then, the fault signals are analysed in an intedgratay as
follows.

B. Fault detection module

The integrated analysis of the different signalddee via
a timed automaton [19]. A timed automaton, dendieds, ,
is a six-tuple

involves
the signals with piecewise polynomial

G=(Qx(.T.1.q), (10)
whereQ is the finite set of discrete stateg; is the set of
initial states;Z is the finite set of events (alphabet]; is the
finite set of clocksg, ...,G, with ¢ () OR*,tOR"; Zis a
mapping that labels each staglQ with some clock

constraint in® (C); and 77 0 QxEx £x2% x 2 is the set
of switches. A transition is defined by =(q,q',0,d,4),
where q,q'J Qare origin and destinatian , g0 is the

event of 77, d0®,is called guard of7, and AOCis

called reset of7” . A guard (or an invariant) is satisfied when
all its clock constraints are evaluated to trubentise it is
unsatisfied. The automaton used for fault detedtias three
states: initial mode (MO), alarm mode (M1) and fauhode
(M2). The events are associated at each time ingtdh a
logical combination ofy. Timed transition is a clock
constraint used to specify the amount of time thaty be
spent in a state location; each one is determirsioguhe
model structure and the type of faults to be igalat



Following the definition given by [20], a clock cstmaint is a and the demands.

formula “h~k”, wherehis a clock, ~0{<,>s,2} and The dynamic model of a water network is built byame of
kON . Let &, be the set of clock constraints using clocks afmass balances relating the stored volume @nimtanks,x,

C . The proposed time automatd®, that implements the with the manipulated tank inflows and outflows

fault detection modules is presented in Fig. .2.k.Ea0de X (k+1)= x(k)+At(Z i (k)—z Qi (B) (11),
represents the system state, and each arrow linking q' i j
and labelled by (0,0,1) represents a transition where gn,i(k) and gy (k) correspond to theth tank inflow
. . and thg-th tank outflow, respectively, inis.
(q,q',a,J,A). An empty J,/ is denoted by-. Initially, the
G; is in MO and at any time it can execute the ewnfThe
execution ofo; is simultaneous with the reset bf and leads
to M1, in which the event, is enabled whgrh >hpand the  ynown variables is@ :{Ui , y]-} for i=1,..,5 andj=1,..,15,
eventos is enabled wheh < hy. The execution o3 resetsh
and leads to MO. The execution @f from M2 leads to MO
and reseth.

The case study model has 28 equations. The set of
unknown variables is%/:{xi +On i Guti» q} while the set of

whered; is the demandy; andy; denote the measured input
and output variables. The computational residualgebeen
obtained applying the algorithm proposed in [2Zhe set of
The logical conditions associated with, 0,, 0; anda, faults considered are located in actuatofs, flow

are: transducersf, level transducers,;, and demand transducers
. _a: _ 1) = . fq, fori=1,...,5. Each fault only affects a set of residwzst
o, =1if D(qq(k) =1&¢(k-1) 0) for any i can be seen from the Fault Signature Matrix (FSM)
o oy =1if (;{(k) =00i corresponding to the set of considered residuatk fanlts
(Fig. 3).

« 0, =1if Og(k-j)=1foral j=[0h] andanyi
. _ : ; ; The main aim of this case study is to show that the
0, =1 when fault is repaired or diagnosed andapproach proposed in this paper is able to detesipient

_accommodated. faults in actuators and sensors.
In previous logical conditions$y, andh, are parameters to be

decided by the designer in order to increase thastness of B. Detection results

the fault detection module and to get an acceptable The bank of residuals used is presented in Tabletice
performance. that residuals present different temporal behaviegarding

Notice than with these conditions a fault mode (Nt2) the different fault scenarios.
activated when one of the fault signals is actideasth, time
instants. The transition from M2 to MO can be ideed as
well by the designer in case that some fault tolesa s iar—f-ffffol ol oo fulolo folo Ju ke
mechanism is available or an incipient fault isedatd | o - -
allowing the automaton to be ready to detect nevitdaln .| = o1 ®1 ®1 o1
this way, multiple sequential faults can be detbc@nce M2 |t o1 ¥ o1
is reached, fault isolation task is initiated. Hoee this paper | ., oot o o

does not detail this task being part of a futuseaech. s o o

) 1
1 o1

V. CASE STUDY m o o (S] o1 o o

n: L 10 . X

A. Description of transport network = o o e o
The Barcelona water network supplies water t —_— St L P
approximately 3 million of consumers, distributed 23 o1 @1 @1 o1
municipalities in a 424 kfnarea and it is monitored through ens 0 o1 on e e
o 91 ¢ ¥ ¥

SCADA with a sampling period of 1 hour. The comelet ,,, @1 @1 o1
transport network has been modeled using: 63 stdeatks, 3 = ®1 ®1 o1
surface sources and 7 underground sources, 79 plﬁﬁps Figure 3. Theoretical FSM usifgnary andsigninformation.
valves, 18 nodes and 88 demands [21]. The casg stad to
illustrate the methodology proposed in this papdrdsed on _ i
a part of this network. It includes 6 tanks andctuators, Identifier | Detection strategy : :

being the observed variables the pump flows, thkstéevels | cm Pavity equation model with a sample time of 1h (5)

TABLE I. BANK OF RESIDUALS PROPOSED

Lom Luenberger Observed Model witl 0.2 and a sample time
of 1h (6)
<O_ _ {h}> WPEmM Windowed time parity equation with=24 h (7)
4> > SPEm Smoothed parity equation model with=24, 7= 0.05 and

h (0] ,—,iht ) . <O'2,h > h()s_é‘ 6Ide(qgt;.al to min/max feature extraction, equations ()
< h}> SWPEmM

o h<h { Smoothed windowed time parity equation witl+24, 7=
¥ 0 0.05 and Y'equal to min/max feature extraction, equatior)s
Figure 2. Time automaton implementa’ of the fault detection modu (7), (8) and (9)




Figure 4 shows the residual (computed usind?PEmand . PEm LOm . WPEm
LOm) and signal fault evolutiong, when an abrupt fault in
pump, P2, has occurref},. The fault occurs at time 24 and
all the residuals described in Table | have beetuated. In 77
this example, only noise uncertainty has been tphimo
account and the consistency test (8) is computéallas/s oot

(=10 1 700 =00 (8OA(4)
1 if ()= (- Y(KOA(g)

All the fault signals @, @&, @, ¢ computed are non-zero
after the fault occurrence time are in agreemettt thie fault 1
signature shown in Fig. 4. Table Il shows faultedébn s .
delay ¢;) of all models considered (Table 1), where faul (L
detection delay is defined as the difference betwibe time i et st
of detection of a fault and the time of the fauttarrence. A
Notice that the detection times provided ®PEm LOm and ¢ ol
WPEmranges between 1 to 3, but neither of fault sigaaé "5 % 0 o %0 0 o % 100
activated simultaneously, ang computed byPEm is not me® me® rimem
persistent. ModelsSPEm and SWPEm (that consider a
sampling time of 24 h) provide a detection timeattfs  1,g ¢ i1 FauLT DETECTION DELAY AND FAULT PERSISTENGE INDICATON

10

[
M
12. ¢ H

Figure 5. Evolution of7, ¢, rs and¢ usingPEm LOmandWPEm

between 0 or 1 day, depending on the fault occoer¢éime. TIME IN CASE OF AN ABRUPT SENSOR FAULF»
. . . PE LO WPE
Figure 5 shows residuals, rg and fault signalg, @ fs & i X% & mmd I thd
evolution resulting from applyindPEm LOm and WPEm 1 1 1 12 1 25
. . (%4
when an abrupt fault in sensor L2 (tank level serfsg) is p 1 1 1 1 1 25

occurred at time 29 h. In this scenario, all thdtfaignals are
activated during a time interval, named as persiste Table V summarises the activation delay of the dme
indication time Qty). This limited persistence time indicationautomaton modes, M1 and M2, for each one of theemted

occurs in case of fault in sensors [4]. Notice frdable Ill  scenarios. In this study, the automaton has besigruz as
that PEm and WPEm have the lower and greateit;, described in Section 4 and with=2 andn=2.
respectively. In case of an abrupt fault, the combination ofrésduals

Figures 6 and 7 show residualg rs, rs, r; and the PEmMLOm andWPEmallows to increase the persistence of
evolution of fault signals @, @, @, @ resulting from the fault indicators and to reduce the detectioretiNotice
evaluating each one of the five residuals using fengt that when M2 is activated the fault could be isadathecking
detection test (12) when an incipient fault in puR® ;) the FSM (Figure 4). In the cases in which thedetéfault is
has occurred at time instant 35 h. In caseSBEmand identified as non-critical, it could be compensaggiplying
SWEPM the minimum and maximum values extracted arkult tolerant control techniques. Moreover, anoendton at
drawn in red and blue, respectively. In this scenathe mMode MO for detecting the remaining faults could be
residuals more affected by noisy measurements tead Synthetized.
persistgnt_ fault in_dicators and_their fault detcttime has On the other hand, in case of incipient faults, fait
been indicated in brackets in Table IV. The effe@ft qongitivity of a given residual structure depends the
incipient faults become visible only after the mage of jnnerent noise of the measured variables usekie Ifteasured
fault is increased above a certain threshold liffiitis can 5 iaples have a high noise index, the resultirsideal will
cause some hazardous effects in the system. provide non-persistent fault indications that colgéd to

isolability problems in the isolation phase. Thiancbe

w0t PEm w0 LOm w’ [TPEm o' SPEm w0’ SIWPEm

R
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TABLE IV. FAULT DETECTION DELAY
f PEm LOm WPEmM SPEm SWPEmM
° ta (h) ta (h) ta (h) ts (days) | ts(days)
® (900np) (905np) (66np) 31 (32np) 45
1192
% 221 103 102 21 10
A 44 24 102 26 11
s (77np) (1129np) (1 np) 40 26
2233 1020
TABLE V. M2 AND M3 ACTIVATION DELAY
Scenario 1 Scenario 2 Scenario 3
M2_activation 1 1 24
M3_activation 3 3 25

noticed in the case of residud@&m LOm andWPEm The
problem of persistence could be solved by usiniduets

(1

(2]

(3]

4

(5]

6]

[

(8]

[9]
[10]

[11]

SPEmandSWPEnNthat act as filters, since by evaluating th€12]

information coming from them is easier to predibeit
evolution. These models also have the advantagettibs

allow tracking the system evolution with less dttan the

residuals that operate at an hourly basis. Compiriive
information coming from those residuals in the tiglay, it is

possible to characterize whether an incipient feufpresent

and reset the automata to mode MO to continue Kramit
the system to detect new faults.

VI. CONCLUSIONS
This paper has proposed a fault detection methggtdtor

incipient faults that combines different residu@ngration

[13]

[14]

[15]

[16]

methods (observerd-step ahead predictors and re-sampleid7]

models) with different convergence velocities te treal

output trying to benefit from the advantages offieby each

scheme. The integration is based on generatingmadti 18]

automaton which combines the information extradien
each method in order to provide the best fault aliete
performance regarding incipient faults.
methodology has as a main objective to detect dy aa

possible anomalies or incipient faults in systemmponents.

The fault detection performance has been illusirate a
Barcelona water network case stu. As further wdHe
integration of the proposed fault detection methaglp for
incipient faults with the fault isolation proposed[11] will
be studied allowing not only the diagnosis but atke
prognosis.

The propose

[19]

[20]

[21]

[22]
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