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Abstract—This note presents a strategy for choosing complementary matrices in the framework of the Inclusion Principle with state LQ optimal control of LTI systems. It is based on translating the basic restrictions given by the Inclusion Principle into explicit block structures for these matrices. The degree of freedom given by these structures is illustrated by means of an example of overlapping decentralized control design.
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I. INTRODUCTION

The Inclusion Principle was proposed in the early 1980’s in the context of analysis and control of complex and large scale systems [4]–[8], [11]. Essentially, the Inclusion Principle establishes a mathematical framework for two dynamic systems with different dimensions, in which solutions of the system with larger dimension include solutions of the system with smaller dimension. This framework relies on the choice of appropriate linear transformations between the inputs, states and outputs of both systems, which have the freedom of the selection of the so-called complementary matrices. Basically, the idea is to expand a system with overlapped components into a larger-dimensional system that appears decomposed into a number of disjoint subsystems. Then, decentralized controllers are designed for the expanded system and contracted to be implemented in the original system [1], [2], [4], [6], [7], [11].

The conditions given in previous works [4]–[8] on the complementary matrices to ensure the Inclusion Principle have a fundamental, implicit nature, in the sense that they have the form of matrix products from which it is not easy to select specific values for the matrices. In fact, a few simple standard choices have been commonly used in practice, while the exploitation of the degree of freedom offered by the selection of the complementary matrices has been considered as one of interesting research issues, [5]. In this direction, a new characterization of the complementary matrices has been recently presented in [3] and [10], which gives a more explicit way for their selection. It relies on introducing appropriate changes of basis in the expansion-contraction process as already suggested in [8]. This note progresses in the same direction, now with the emphasis on overlapping decentralized state LQ optimal control.

A. Outline of the Paper

This note contributes with a strategy in choosing the complementary matrices involved in the expansion-contraction process with state LQ optimal control for linear time-invariant systems, including the contractibility conditions.

This note is organized as follows. The problem is formulated in Section II. The main results are presented in Section III, identifying a new block structure of the complementary matrices that generalizes well-known results for expansion-contraction of pairs of systems and optimal control criteria. From this structure, Section IV outlines a selection procedure for the matrices. In Section V, this procedure is used in an overlapping decentralized state LQ optimal control problem, which is illustrated by a numerical example.

II. PROBLEM FORMULATION

Let us start with necessary preliminaries first. Then, the problem is formulated.

A. Preliminaries

Consider a pair of optimal control problems

\[
\min_{u} J(x_0, u) = \int_{0}^{\infty} (\dot{x}^T Q x + u^T R u) dt,
\]

s.t. \( S : \dot{x} = Ax + Bu \) \( (1) \)

\[
\min_{\tilde{u}} \tilde{J}(\tilde{x}_0, \tilde{u}) = \int_{0}^{\infty} (\dot{\tilde{x}}^T \tilde{Q} \dot{\tilde{x}} + \tilde{u}^T \tilde{R} \tilde{u}) dt,
\]

s.t. \( \tilde{S} : \dot{\tilde{x}} = \tilde{A} \tilde{x} + \tilde{B} \tilde{u} \) \( (2) \)

where \( x(t) \in \mathbb{R}^n \), \( u(t) \in \mathbb{R}^m \) are the state and input of \( S \) at time \( t \in \mathbb{R}^+ \), and \( \dot{x}(t) \in \mathbb{R}^n \), \( \tilde{u}(t) \in \mathbb{R}^m \) are those ones of \( \tilde{S} \). \( A, \tilde{A}, Q, \tilde{Q}, R, \tilde{R} \) are constant matrices of dimensions \( n \times n \), \( n \times m \), \( n \times n \), \( m \times m \), \( n \times n \), \( n \times m \), \( n \times n \), \( m \times n \), respectively. Matrices \( Q \geq 0 \), \( \tilde{Q} \geq 0 \), \( R > 0 \), \( \tilde{R} > 0 \). Suppose that the dimensions of the state and input vectors \( x, u \) of \( S \) are smaller than (or at most equal to) those of \( \dot{x}, \tilde{u} \) of \( \tilde{S} \). Denote \( x(t; x_0, u) \) the state behavior of \( S \) for a fixed input \( u(t) \) and an initial state \( x(0) = x_0 \). Similar notation \( \dot{x}(t; \tilde{x}_0, \tilde{u}) \) is used for the state behavior of system \( \tilde{S} \).

The systems \( S \) and \( \tilde{S} \) are related by the transformations \( \dot{x} = V x \), \( \tilde{x} = \tilde{V} \tilde{x} \), \( u = Ru \), \( \tilde{u} = \tilde{Q} \tilde{u} \), where \( V \) and \( \tilde{V} \) are constant matrices of appropriate dimensions and full rank. \( U \) and \( \tilde{V} \) are constant matrices of appropriate dimensions and full rank, satisfying \( UV = I_n \), \( \tilde{V} \tilde{R} = I_m \) where \( I_n, I_m \) are identity matrices of indicated dimensions [11].

Definition 1 (Inclusion Principle): We say that the system \( \tilde{S} \) includes the system \( S \) that is \( S \subset \tilde{S} \) if there exists a triple \((U, V, R)\) such that, for any initial state \( x_0 \) and any fixed input \( u(t) \) of \( S \), the choice \( \tilde{x}_0 = V x_0 \) and \( \tilde{u}(t) = R u(t) \) for all \( t \geq 0 \) of the initial state \( x_0 \) and input \( u(t) \) of the system \( \tilde{S} \) implies \( x(t; x_0, u) = V \dot{x}(t; \tilde{x}_0, \tilde{u}) \), for all \( t \geq 0 \).

If \( S \subset \tilde{S} \), then \( S \) is said to be an expansion of \( S \) and \( \tilde{S} \) is called a contraction of \( S \).

Definition 2: We say that the pair \((S, \tilde{S})\) includes the pair \((S, J)\), that is \( (S, J) \subset (S, \tilde{S}) \), if \( S \subset \tilde{S} \) and \( J(x_0, u) = \tilde{J}(\tilde{x}_0, \tilde{u}) \).

The matrices of \((S, \tilde{S})\) and \((S, J)\) can be related as \( \tilde{A} = VAU + M \), \( \tilde{B} = VBQ + N \), \( \tilde{Q} = U^T Q U + M \tilde{Q} + \tilde{R}^T = Q^T R^T Q + \tilde{N} \tilde{R} \), where \( M, \tilde{M}, \tilde{Q}, \tilde{R} \) and \( \tilde{N} \) are constant complementary matrices of appropriate dimensions.

Theorem 1: The system \( \tilde{S} \) is an expansion of the system \( S \) if and only if \( U M V = 0 \) and \( U M^T \tilde{N} \) \( \tilde{R} = 0 \) for all \( i = 1, 2, \cdots, \tilde{n} \).

Theorem 2: \( S \subset \tilde{S} \) if and only if there exists \( \tilde{S} \) such that \( S \subset \tilde{S} \subset \tilde{S} \), where \( S \) is a restriction (aggregation) of \( S \) and \( \tilde{S} \) is an aggregation (restriction) of \( \tilde{S} \).

For \((S, \tilde{S})\) to be an expansion of \((S, J)\), a proper choice of \( M, \tilde{M}, \tilde{Q}, \tilde{R} \) and \( \tilde{N} \) is required. It is provided by the following theorem [7].
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Theorem 3: The pair \((\tilde{S}, \tilde{J}) \supset (S, J)\) if either
1) \(MV = 0, NR = 0, V^t M^t Q V = 0, R^t N R = 0\) or
2) \(U M V = 0, U M^t NR = 0, M^t Q R = 0, R^t N R = 0\), for all \(i = 1, 2, \ldots, \tilde{n}\).

Definition 3: A control law \(\tilde{u} = -\tilde{K}\tilde{x}\) for \(\tilde{S}\) is contractible to the control law \(u = -Kx\) for implementation in \(S\) if the choice \(\tilde{x}_0 = V x_0\) and \(\tilde{u} = R u\) implies \(K x(t; x_0, u) = Q \tilde{K} \tilde{x}(t; \tilde{x}_0, \tilde{u})\), for all \(t \geq 0\), for any initial state \(x_0\) and any fixed input \(u(t)\) of \(S\).

Suppose \(\tilde{K} = R K_U + F\), where \(F\) denotes a complementary matrix. The conditions to satisfy Definition 3 are given by the following theorem [7].

Theorem 4: A control law \(\tilde{u} = -\tilde{K}\tilde{x}\) for \(\tilde{S}\) is contractible to the control law \(u = -Kx\) for \(S\) if and only if \(Q F M^t V = 0\) and \(Q F M^t N R = 0\), for all \(i = 1, 2, \ldots, \tilde{n}\).

An equivalent form of Theorem 4, which gives an explicit expression of matrix \(K\) from matrix \(\tilde{K}\), is the following.

Theorem 5: A control law \(\tilde{u} = -\tilde{K}\tilde{x}\) for \(\tilde{S}\) is contractible to the control law \(u = -Kx\) for \(S\) if and only if \(Q K V = K\), \(Q K M^t V = 0\) for all \(i = 2, \ldots, \tilde{n}\), and \(Q K M^t N R = 0\) for all \(i = 1, 2, \ldots, \tilde{n}\).

B. The Problem

The motivation of this note is to extend systematically the class of complementary matrices to obtain a more flexible selection strategy in the context summarized above. The specific goals of this note are the following:

- To derive a systematic procedure of selection of the complementary matrices in any expansion-contraction process for the pairs \((\tilde{S}, \tilde{J}) \supset (S, J)\), including the contractibility conditions, based on a new block structure characterization of such matrices.
- To use this procedure in expansion-contraction process for the pairs \((S, J), (\tilde{S}, \tilde{J})\) involving overlapping decentralized state LQ optimal control design.
- To verify the derived results on a numerical example.

III. EXPANSION-CONTRACTION PROCESS

A. Change of Basis

The expansion and contraction between systems \(S\) and \(\tilde{S}\) can be illustrated in the form

\[
\begin{align*}
S & \rightarrow \tilde{S} \rightarrow S, \\
\mathbb{R}^n & \overset{\hat{\Lambda}_A}{\rightarrow} \mathbb{R}^n, \\
\mathbb{R}^m & \overset{\hat{\Lambda}_B}{\rightarrow} \mathbb{R}^m.
\end{align*}
\]

Since the Inclusion Principle does not depend on the specific basis used in the state, input and output spaces for both systems \(S\) and \(\tilde{S}\), we may introduce convenient changes of basis in \(S\) [3], [10]. Thus, the above scheme can be modified in the form

\[
\begin{align*}
S & \rightarrow \tilde{S} \rightarrow \tilde{\tilde{S}} \rightarrow S, \\
\mathbb{R}^n & \overset{\hat{\Lambda}_A}{\rightarrow} \mathbb{R}^n, \\
\mathbb{R}^m & \overset{\hat{\Lambda}_B}{\rightarrow} \mathbb{R}^m.
\end{align*}
\]

where \(\tilde{\tilde{S}}\) denotes the expanded system with the new basis. The idea of using changes of basis in the expansion-contraction process was already introduced by Ikeda et al. [8] to represent \(S\) in a canonical form (Theorem 2). Given \(V\) and \(R\), we define \(U = (V^t V)^{-1} V^t\), \(Q = (R^t R)^{-1} R^t\) as their pseudoinverses, respectively. Let us consider

\[
T_A = (V \ W_A), \quad T_B = (R \ W_B)
\]

where \(W_A, W_B\) are chosen such that \(\text{Im} \ W_A = \text{Ker} \ U\), \(\text{Im} \ W_B = \text{Ker} \ Q\). Using these transformations it is easy to verify the conditions

\[
\begin{align*}
\tilde{U} V & = I_n, \\
\tilde{Q} \tilde{U} & = \begin{pmatrix} I_m & 0 \\ 0 & 0 \end{pmatrix}
\end{align*}
\]

and

\[
\begin{align*}
\tilde{U} & = U T_A = (I_n) \\
\tilde{Q} & = Q T_B = (I_m 0)
\end{align*}
\]

where

\[
\begin{align*}
\tilde{V} & = T_A^{-1} V = \begin{pmatrix} I_n \\ 0 \end{pmatrix} \\
\tilde{U} & = U T_A = (I_n 0)
\end{align*}
\]

and

\[
\begin{align*}
\tilde{P} & = T_B^{-1} R = (I_m 0) \\
\tilde{Q} & = Q T_B = (I_m 0)
\end{align*}
\]

In fact, obtaining these conditions is the motivating factor for defining \(T_A\) and \(T_B\) in (5). As we are going to develop in the remainder of this section, these conditions will be crucial to obtain explicit block structures (with zero blocks) of the complementary matrices and further to give a general strategy for their selection in Section IV.

B. Expansion-Contraction in the New Basis

The expansion-contraction process will be developed for the system \(\tilde{S}\) having the following structure:

\[
\begin{align*}
\tilde{S} & : \begin{pmatrix} \tilde{x}_1 \\ \tilde{x}_2 \\ \tilde{x}_3 \end{pmatrix} = \begin{pmatrix} A_{11} & A_{12} & A_{13} \\ A_{21} & A_{22} & A_{23} \\ A_{31} & A_{32} & A_{33} \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \\ x_3 \end{pmatrix} \\
& + \begin{pmatrix} B_{11} & B_{12} & B_{13} \\ B_{21} & B_{22} & B_{23} \\ B_{31} & B_{32} & B_{33} \end{pmatrix} \begin{pmatrix} u_1 \\ u_2 \\ u_3 \end{pmatrix}
\end{align*}
\]

where \(A_{ij}, B_{ij}, i = 1, 2, 3, \) are \(n_i \times n_i\) and \(n_i \times m_i\), dimensional matrices, respectively. This system is composed of two subsystems with one overlapped part. This simple structure will help in smoothing the notation. The results obtained can be easily generalized for any number of interconnected overlapping subsystems. This structure has been extensively adopted as prototype in the literature within the Inclusion Principle.

Consider the optimal control problem in the system \(\tilde{S}\)

\[
\min_{\tilde{\pi}} \tilde{J}(\tilde{x}_0, \tilde{\pi}) = \int_0^\infty (\tilde{\pi}^t \tilde{Q} \tilde{\pi} + \tilde{p}^t \tilde{Q}^+ \tilde{p}) dt
\]

s.t. \(\tilde{\pi} : \tilde{x} = \tilde{x} + \tilde{\pi} \tilde{u}\)

where \(\tilde{\pi}\) and \(\tilde{\pi}\) are defined as \(\tilde{\pi} = T_A^{-1} V x = \tilde{V} x, \tilde{\pi} = T_B^{-1} R u = \tilde{R} u\). \(\tilde{\pi}, \tilde{\pi}^t\), and \(\tilde{\pi}^t\) are constant matrices of appropriate dimensions verifying \(\tilde{\pi} = V A \tilde{\pi} + N \tilde{\pi}, \tilde{\pi} = V B \tilde{\pi} + N \tilde{\pi}, \tilde{\pi} = V^t Q^+ \tilde{\pi} + M \tilde{\pi}\), \(\tilde{\pi}^t = Q^t R \tilde{\pi}^t + M \tilde{\pi}^t\), where the new complementary matrices are \(M = T_A^{-1} M_{A \tilde{\pi}}, N = T_A^{-1} N \tilde{\pi}, M \tilde{\pi} = T_A M_{A \tilde{\pi}} + M \tilde{\pi}, N \tilde{\pi} = T_A N \tilde{\pi} + N \tilde{\pi}\). Using these matrices, the conditions given by the Inclusion Principle (Theorem 1) become \(\tilde{V} M \tilde{V} = 0\) and \(\tilde{V} M^t \tilde{N} \tilde{R} = 0\) for all \(i = 1, 2, \ldots, \tilde{n}\). First, we analyze the form of matrices \(\tilde{M}, \tilde{N}, M_{A \tilde{\pi}}, M_{B \tilde{\pi}}\). Consider the complementary matrices \(\tilde{M} = (M_{A \tilde{\pi}}), \tilde{N} = (N_{A \tilde{\pi}}), M_{A \tilde{\pi}} = (M_{A \tilde{\pi}}), N_{A \tilde{\pi}} = (N_{A \tilde{\pi}})\).
\((N_{R_{ij}}), i, j = 1, \cdots, 4\), where each submatrix has appropriate dimensions and \(M_{Q_{ij}^*} = M_{Q_{ij}^{*+}} = M_{R_{ij}^{*+}}^*\). Consider the matrices

\[
\mathbf{M} = \begin{pmatrix}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{pmatrix},
\mathbf{N} = \begin{pmatrix}
N_{11} & N_{12} \\
N_{21} & N_{22}
\end{pmatrix},
\mathbf{M}_{Q^*} = \begin{pmatrix}
M_{Q_{11}^*} & M_{Q_{12}^*} \\
M_{Q_{21}^*} & M_{Q_{22}^*}
\end{pmatrix},
\mathbf{N}_{R^*} = \begin{pmatrix}
N_{R_{11}^*} & N_{R_{12}^*} \\
N_{R_{21}^*} & N_{R_{22}^*}
\end{pmatrix},
\]

where \(M_{11}, M_{22}\) are \(n \times n, (\bar{n} - n) \times (\bar{n} - n)\)-dimensional matrices, respectively, \(N_{11}, N_{22}\) are \(m \times m, (\bar{m} - m) \times (\bar{m} - m)\)-dimensional matrices, respectively, \(M_{Q_{11}}^*, M_{Q_{22}}^*\) are \(n \times n, (\bar{n} - n) \times (\bar{n} - n)\)-dimensional matrices, respectively, and \(N_{R_{11}}^*, N_{R_{22}}^*\) are \(m \times m, (\bar{m} - m) \times (\bar{m} - m)\)-dimensional matrices, respectively. We need to know the form of the submatrices \(M_{ij}, N_{ij}, M_{Q_{ij}^*}\), and \(N_{R_{ij}^*}\) for all \(i, j = 1, 2\). This is given by the following propositions.

**Proposition 1:** Consider the system given by (1) and the corresponding expanded system (7) verifying the Inclusion Principle. Then,

\[
\mathbf{M} = \begin{pmatrix}
0 & M_{12} \\
M_{21} & M_{22}
\end{pmatrix}
\]

where \(0\) denotes a matrix of order \(n\) and the other blocks satisfy \(M_{12} M_{22}^{-2} M_{21} = 0\) for all \(i = 2, \cdots, \bar{n}\).

**Proof:** Let \(\mathbf{M}\) be

\[
\mathbf{M} = \begin{pmatrix}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{pmatrix},
\]

Imposing \(U^\top \mathbf{M}V = 0\) for \(i = 1\), we get \(U^\top \mathbf{M}V = 0\), so that \(M_{11} = 0\). The powers of \(\mathbf{M}\) for \(i = 2, \cdots, \bar{n}\) result in (8) shown at the bottom of the page. Then, \(U^\top \mathbf{M}V = 0\), for \(i = k \geq 2\), implies that \(M_{12} M_{22}^{-2} M_{21} = 0\). Repeating this process \(U^\top \mathbf{M}V = 0\), for \(i = \bar{n}\), leads to \(M_{12} M_{22}^{-2} M_{21} = 0\).

**Proposition 2:** Consider the system given by (1) and the corresponding expanded system (7) verifying the Inclusion Principle. Then,

\[
\mathbf{N} = \begin{pmatrix}
0 & N_{12} \\
N_{21} & N_{22}
\end{pmatrix},
\]

where \(0\) denotes an \(n \times m\)-dimensional matrix in \(\mathbf{N}\) and the other blocks satisfy \(M_{12} M_{22}^{-2} N_{21} = 0\) for all \(i = 2, \cdots, \bar{n}\).

**Proof:** This proof is similar to Proposition 1 by using the condition \(U^\top \mathbf{M}^{-1} NV = 0\).

**Remark:** The conditions imposed by the Inclusion Principle (Theorem 1) have been reduced to the more explicit conditions on submatrices in the form \(M_{12} M_{22}^{-2} M_{21} = 0, M_{12} M_{22}^{-2} N_{21} = 0\), for all \(i = 2, \cdots, \bar{n}\), with

\[
\mathbf{M} = \begin{pmatrix}
0 & M_{12} \\
M_{21} & M_{22}
\end{pmatrix} \quad \text{and} \quad \mathbf{N} = \begin{pmatrix}
0 & N_{12} \\
N_{21} & N_{22}
\end{pmatrix}.
\]

**Theorem 6:** Consider the problems (1) and (7). Then, the pair \((\mathbf{S}, \mathbf{J}) \supset (\mathbf{S}, J)\) if either

1) \[
\mathbf{M} = \begin{pmatrix}
0 & M_{12} \\
M_{21} & M_{22}
\end{pmatrix} \quad \text{and} \quad \mathbf{N} = \begin{pmatrix}
0 & N_{12} \\
N_{21} & N_{22}
\end{pmatrix},
\]

such that \(M_{12} M_{22}^{-2} M_{21} = 0\) and \(M_{12} M_{22}^{-2} N_{21} = 0\) for all \(i = 2, \cdots, \bar{n}\);

2) \[
\mathbf{M} = \begin{pmatrix}
0 & M_{Q_{12}^*} \\
M_{Q_{21}^*} & M_{Q_{22}^*}
\end{pmatrix} \quad \text{and} \quad \mathbf{N} = \begin{pmatrix}
0 & N_{R_{12}^*} \\
N_{R_{21}^*} & N_{R_{22}^*}
\end{pmatrix},
\]

such that \(M_{Q_{12}^*} M_{Q_{22}^*} M_{22}^{-2} M_{21} = 0\) for all \(i = 2, \cdots, \bar{n}\); \(M_{Q_{22}^*} M_{Q_{22}^*} M_{Q_{22}^*} M_{22}^{-2} N_{21} = 0\) for all \(i = 2, \cdots, \bar{n} + 1\); and

\[
\mathbf{N}_{R^*} = \begin{pmatrix}
0 & N_{R_{12}^*} \\
N_{R_{21}^*} & N_{R_{22}^*}
\end{pmatrix}.
\]

**Proof:** Consider the relations given by Theorem 3. The first block of conditions in Theorem 6 is a consequence of \(\mathbf{M} = 0, \mathbf{N} = 0\), \(V M_{Q^*} = 0, \mathbf{V} N_{R^*} = 0\). From relations \(U^\top \mathbf{M} V = 0, U^\top \mathbf{V} V = 0, U^\top \mathbf{M}^{-1} V = 0, \mathbf{M} \mathbf{Q}^* - \mathbf{V}^{-1} \mathbf{V}^\top \mathbf{V} = 0\), together with Propositions 1 and 2, we get the second block of conditions.

Let us consider the optimal control laws for \((\mathbf{S}, \mathbf{J})\) and \((\mathbf{S}, J)\). Let us denote the corresponding values of the performance criteria as \(J^*\) and \(J^*\), respectively. Then the following theorem can be presented.

**Theorem 7:** The pair \((\mathbf{S}, \mathbf{J}^*) \supset (\mathbf{S}, J')\) if \(\mathbf{M} = 0, R^* = (Q^{-1}Q^* - 1)\), \(\mathbf{N} = 0\) and \(V^\top \mathbf{M} V = V = 0\).

**Proof:** Denote the solutions of the Riccati equations for problems (1) and (7) as \(P\) and \(\overline{P}\), respectively. Consider the optimal costs for given \(x_0, J^*(x_0) = x_0^\top P x_0\) and \(\overline{J}^*(x_0) = \overline{x}_0^\top \overline{P} \overline{x}_0\). The relation \(P = \overline{V} \overline{P} \overline{V}\) follows directly from \(\overline{x}_0 = \overline{V} x_0\) and \(\overline{J}^*(x_0) = \overline{J}^*(\overline{x}_0)\). Substituting \(\overline{A} = \overline{V} \overline{A} \overline{V} + \overline{B}\) and \(\overline{B} = \overline{V} B \overline{Q} + \overline{N}\) into the Riccati equation of problem (7) and \(P = \overline{V} \overline{P} \overline{V}\) into the Riccati equation of problem (1) and comparing both equations the proof is completed.

**C. Contractivity**

Now, we determine the conditions, in terms of the complementary matrices, when a control law designed in the expanded system \(\mathbf{S}\) can
be contracted to be implemented in the initial system $S$. Let $K$ be the
gain matrix for the prototype system (6) and $F$ the corresponding com-
plementary matrix, which has the form $F = (F_{ij}), i, j = 1, \ldots, 4$.
Define

$$
\mathcal{F} = \begin{pmatrix}
F_{11} & F_{12} \\
F_{21} & F_{22}
\end{pmatrix}
$$

where $F_{11}, F_{22}$ are $m \times n$, $(\hat{m} - m) \times (\hat{n} - n)$-dimensional matrices, respectively. The gain matrix $K$ for the system $S$ has the form

$$
\bar{K} = \bar{R}K\bar{U} + \bar{F},
$$

where $\bar{K} = \bar{T}_{K}^{-1}K\bar{T}_{A}$ and $\bar{F} = \bar{T}_{K}^{-1}F\bar{T}_{A}$. By Definition 3, $\bar{\pi} = -\bar{K}\bar{\pi}$ is contractible to the control law $u = -Kx$ if

$$
Kx(t; x_{0}, u) = QK\pi(t; x_{0}, \bar{u}_{0}).
$$

**Theorem 8:** A control law $\bar{\pi} = -\bar{K}\bar{\pi}$ designed in the expanded system $\bar{S}$ is contractible to the control law $u = -Kx$ of the system $S$ if and only if

$$
\bar{\mathcal{F}} = \begin{pmatrix}
0 & F_{12} \\
F_{21} & F_{22}
\end{pmatrix}
$$

and $\bar{F}_{12}\pi_{2} = \pi_{21} = 0$, $\bar{F}_{12}\pi_{2} = \pi_{21} = 0$ for all $i = 2, \ldots, \hat{n} + 1$.

**Proof:** It follows from the conditions given by Propositions 1, 2, and Theorem 4.

\[\blacksquare\]

IV. Procedure for Selection of Complementary Matrices

The expansion-contraction process between problems (1) and (2) involves the complementary matrices $M, N, M_{q+}, N_{q+}$, and $F$, which must verify the fundamental restrictions given by the well-known Theorems 3 and 4. In this note, by introducing convenient changes of basis in $S$, a transformed problem (7) is considered, whose relation with the initial problem (1) is through the complementary matrices $\bar{M}, \bar{N}, \bar{M}_{q+}, \bar{N}_{q+}$, and $\bar{F}$. Propositions 1 and 2 give a characterization of $\bar{M}$ and $\bar{N}$ for $\bar{S}$ be an expansion of $S$. Theorems 6 and 7 characterize $\bar{M}_{q+}$ and $\bar{N}_{q+}$ involved in the equivalence of the optimal control problems (1) and (7). Theorem 8 gives a character-
ization of $\bar{F}$ to ensure the contractibility of any controller designed
for system $\bar{S}$. These characterizations give a general block structure of all the complementary matrices independently of the choice of the transformations $V$ and $R$ between the original system $S$ and its expanded version $\bar{S}$. Although the formulation has been developed for the prototype system with the structure (6), the above characterization can be readily generalized for any other system structure.

To make a practical use of these characterizations, we start by defining the specific transformations $V$ and $R$ to expand a given problem (1). The choice of these expansion matrices is limited by the information structure constraints requiring the preservation of the integrity of the local feedback and subsystems in overlapping decentralized control. Once $V$ and $R$ are given, the corresponding changes of basis $T_{A}$ and $T_{R}$ are given by (5). It is straightforward to obtain the structure of the complementary matrices $\bar{M}, \bar{N}, \bar{M}_{q+}, \bar{N}_{q+}$, and $\bar{F}$ from the expressions $\bar{M} = T_{\bar{A}}^{-1}MT_{A}$, $\bar{N} = T_{\bar{A}}^{-1}NT_{A}$, $\bar{M}_{q+} = T_{\bar{A}}^{-1}M_{q+}T_{A}$, $\bar{N}_{q+} = T_{\bar{A}}^{-1}N_{q+}T_{A}$, and $\bar{F} = T_{\bar{A}}^{-1}F\bar{T}_{A}$. Finally, from the derived structure, the designer can select specific values of the elements of complementary matrices according to given specifications.

A. Particular Selection

Let us illustrate this procedure for the following expansion transformation matrices:

$$
V = \begin{pmatrix}
I_{n_{1}} & 0 & 0 \\
0 & I_{n_{2}} & 0 \\
0 & 0 & I_{n_{3}}
\end{pmatrix},
\quad R = \begin{pmatrix}
I_{m_{1}} & 0 & 0 \\
0 & I_{m_{2}} & 0 \\
0 & 0 & I_{m_{3}}
\end{pmatrix}.
$$

These transformations are chosen to lead, in a simple natural way, to an expanded system where state vector $x_{2}$ and control vector $u_{2}$ appear repeated in $x_{1} = (x_{1}', x_{2}', x_{2}', x_{3}')$ and $u_{1} = (u_{1}', u_{2}', u_{2}', u_{3}')$, respectively. According to (5), the changes of basis to define the system $S$ for matrices (9) are given by

$$
T_{A} = \begin{pmatrix}
I_{n_{1}} & 0 & 0 & 0 \\
0 & I_{n_{2}} & 0 & -I_{n_{2}} \\
0 & I_{n_{3}} & -I_{n_{3}} & 0
\end{pmatrix},
T_{A}^{-1} = \begin{pmatrix}
I_{n_{1}} & 0 & 0 & 0 \\
0 & \frac{1}{2}I_{n_{2}} & \frac{1}{2}I_{n_{2}} & 0 \\
0 & 0 & 0 & I_{n_{3}}
\end{pmatrix}.
$$

(10)

Analogously, by $T_{R}, T_{R}^{-1}$. Then, by Propositions 1 and 2, using $\bar{M} = T_{\bar{A}}^{-1}MT_{A}$ and $\bar{N} = T_{\bar{A}}^{-1}NT_{A}$, is easy to obtain the following structure for complementary matrix $M$:

$$
M = \begin{pmatrix}
0 & M_{12} & -M_{12} & 0 \\
M_{21} & M_{22} & M_{23} & M_{24} \\
-M_{22} & M_{22} + M_{23} & M_{23} & -M_{24} \\
0 & M_{12} & -M_{12} & 0
\end{pmatrix}
$$

(11)

and a similar one for $N$, which, for all $i = 2, \ldots, \hat{n}$, must verify

$$
\begin{pmatrix}
M_{12} \\
M_{23} + M_{33} \\
M_{22}
\end{pmatrix}
\times (M_{22} + M_{33})^{-2} (M_{21} M_{22} + M_{23} M_{24}) = 0
$$

$$
\begin{pmatrix}
M_{12} \\
M_{23} + M_{33} \\
M_{22}
\end{pmatrix}
\times (M_{22} + M_{33})^{-2} (N_{21} N_{22} + N_{23} N_{24}) = 0.
$$

(12)

The corresponding expanded system matrix $\hat{A} = V\hat{A}U + M$ is then (13) shown at the bottom of the page. A similar structure can be written for the expanded control matrix $\hat{B} = V\hat{B}Q + N$.

From (12), we may identify the following particular cases: a) when $M_{12} = 0, M_{23} + M_{33} = 0$ and $M_{12} = 0$; b) when $M_{21} = 0, M_{22} + M_{23} = 0, M_{24} = 0, N_{21} = 0, N_{22} + N_{23} = 0$ and $N_{24} = 0$; and

$$
\hat{A} = \begin{pmatrix}
A_{11} & \frac{1}{2}A_{12} + M_{12} \\
A_{21} + M_{21} & \frac{1}{2}A_{22} + M_{22} \\
A_{21} - M_{21} & \frac{1}{2}A_{22} - M_{22} + M_{33} \\
A_{31} & \frac{1}{2}A_{32} + M_{32}
\end{pmatrix}
$$

(13)
c) otherwise. Cases a) and b) include the expansions corresponding to aggregations and restrictions, respectively [10], which are well known in the literature.

Choosing \( M_{22} + M_{33} = 0 \), conditions (12) hold for all \( i > 2 \). For \( i = 2 \), they are

\[
\begin{pmatrix}
M_{12} \\
M_{23} + M_{33}
\end{pmatrix} \begin{pmatrix}
M_{21} & M_{22} + M_{23} & M_{24}
\end{pmatrix} = 0,
\]

\[
\begin{pmatrix}
M_{12} \\
M_{32} + M_{33}
\end{pmatrix} \begin{pmatrix}
N_{21} & N_{22} + N_{23} & N_{24}
\end{pmatrix} = 0. \tag{14}
\]

Choosing \( M_{21} + M_{31} = 0 \) or \( M_{22} + M_{32} = 0 \), two subcases of case c) are obtained:

Subcase c1): \( M_{23} = -M_{33} \). Then, relations (14) are

\[
\begin{pmatrix}
M_{12} \\
0
\end{pmatrix} \begin{pmatrix}
M_{21} & M_{22} & M_{24}
\end{pmatrix} = 0,
\]

\[
\begin{pmatrix}
M_{12} \\
0
\end{pmatrix} \begin{pmatrix}
N_{21} & N_{22} + N_{23} & N_{24}
\end{pmatrix} = 0. \tag{15}
\]

Subcase c2): \( M_{23} = -M_{22} \). Then, relations (14) are

\[
\begin{pmatrix}
M_{12} \\
M_{22}
\end{pmatrix} \begin{pmatrix}
M_{21} & 0 & M_{24}
\end{pmatrix} = 0,
\]

\[
\begin{pmatrix}
M_{12} \\
M_{22}
\end{pmatrix} \begin{pmatrix}
N_{21} & N_{22} + N_{23} & N_{24}
\end{pmatrix} = 0. \tag{16}
\]

The above cases give possible structures to choose \( M \) and \( N \). A similar track should be followed to obtain structures for matrices \( M_{Q^*}, N_{R^*} \), and \( F \). Details are in [10].

Finally, the designer can select by optimization specific values of free elements of the block complementary matrices in (15) or (16) according to given design requirements. In the next section this procedure is illustrated in the context of design of overlapping decentralized controllers.

V. EXAMPLE

A. Objective

Consider the problem (1) for system (6) with the specific matrices

\[
A = \begin{pmatrix}
-2 & 0 & 1 \\
0 & 4 & -2 \\
0 & -2 & 4 \\
1 & 0 & 0 \\
1 & 0 & 1 \\
1 & 0 & 0
\end{pmatrix},
\]

\[
B = \begin{pmatrix}
-2 \\
0 \\
0 \\
1 \\
1 \\
1
\end{pmatrix},
\]

\[
Q^* = \text{diag}(1, 1, 1), R^* = \text{diag}(1, 1, 1). \]

The overlapping decomposition is determined by dashed lines. The pair \( (A, B) \) is controllable.

The objective is to illustrate the potential advantages that offer the characterization of the complementary matrices presented above for an overlapping decentralized state LQ optimal control design.

We consider the following scheme: (1) the pair \( (S, J) \) is expanded to \( (S, J) \); (2) a decentralized optimal control is designed for the decoupled expanded system in the form \( \dot{u} = -K \hat{x} \), where \( K \) is a block diagonal matrix; and (3) this control is contracted to be implemented in the original system \( S \) as \( u = -K x \), where \( K = Q K V \) according to Theorem 5. The evaluation of this controller is made by means of the suboptimality concept [7], [11], which is determined by the value \( J^\oplus \) of the cost function in (1) for this controller. In order to eliminate the dependence of \( J^\oplus \) on the initial state \( x_0 \), it is possible to assume \( x_0 \) as a random variable uniformly distributed over the \( n \) dimensional unit sphere. Then, the expected value of the performance criterion is

\[
J^\ominus = \text{Tr} \{H \},
\]

where \( \text{Tr} \{\cdot\} \) denotes the trace operator [9]. Matrix \( H \) satisfies the Lyapunov equation

\[
(A - B K)^T H + H (A - B K) + K^T R^T K + Q^* = 0.
\]

Let us consider the complementary matrices \( N = 0, M_{Q^*} = 0, N_{R^*} = 0 \), and \( F = 0 \), which are particular simple cases that verify Theorems 4 and 6. We select \( M \) corresponding to the four cases described in the previous section and compute \( J^\ominus \). Since a goal of a decentralized control is to get responses as close as possible to the centralized control design, we consider the best case as the one leading to the minimum value of \( J^\ominus \).

B. Results

Case a) Overlapping Decomposition by Using an Aggregation: Here we choose the most typical matrix \( M \) used in the literature [7], [11], that is

\[
M = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
-A_{21} & -\frac{1}{2} A_{22} & -\frac{1}{2} A_{21} & -A_{23} \\
-A_{21} & -\frac{1}{2} A_{22} & -\frac{1}{2} A_{21} & -A_{23} \\
0 & 0 & 0 & 0 & 0 \\
0 & 2 & -1 & -2 & 1 \\
0 & -1 & -2 & 1 & 2 \\
0 & -2 & 1 & 2 & -1 \\
0 & 1 & 2 & -1 & -2 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix},
\]

\[
\hat{A} = \begin{pmatrix}
A_{11} & \frac{1}{2} A_{12} & \frac{1}{2} A_{12} & A_{13} \\
2 A_{21} & A_{22} & 0 & 0 \\
A_{31} & \frac{1}{2} A_{32} & \frac{1}{2} A_{32} & A_{33} \\
-2 & 0 & 0.5 & 0.5 & -2 \\
0 & 4 & -2 & 0 & 0 \\
0 & -2 & -4 & 0 & 0 \\
0 & 0 & 4 & -2 & -2 \\
0 & 0 & 0 & -2 & -4 \\
1 & 0 & 0 & 0 & 2
\end{pmatrix},
\]

\[
\hat{Q} = \text{diag}(1, 1, 1, 1). \]

The computed suboptimal performance index is in this case \( J^\ominus = 13.63 \).
Subcase c2) Overlapping Decomposition by Using the Proposed Method: The complementary submatrices $M_{12}, M_{21}, M_{31},$ and $M_{23}$ are the same as in subcase c1. The submatrix $M_{22}$ can be selected as $M_{22} = \begin{pmatrix} 0 & m_{22} \\ m_{22} & 0 \end{pmatrix}$ to satisfy relations (16). In this situation, the minimization algorithm gives the solution $M_{22} = \begin{pmatrix} 0 & -0.41 \\ 0 & 2.01 \end{pmatrix}$. Thus, $M$ and $\hat{A}$ are

$$M = \begin{pmatrix} 0 & 0.50 & 0 & -0.50 & 0 \\ 0 & -0.41 & 0 & 0.41 & 1 \\ 0 & 0.41 & 0 & -0.41 & 1 \\ 0 & 2.01 & 0 & -2.01 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix},$$

$$\hat{A} = \begin{pmatrix} -2 & 0 & 1 & 0 & 0 & 0 & -2 \\ 0 & 2 & -1.41 & 2 & -0.50 & 0 \\ 0 & -1 & 0.01 & -1 & -4.01 & 0 \\ 0 & 2 & -1.41 & 2 & -0.50 & -2 \\ 0 & -1 & 0.01 & -1 & -4.01 & 0 \\ 1 & 0 & 0 & 0 & 0 & 2 \end{pmatrix}.$$ (23)

The computed suboptimal performance index is $\hat{J}^\oplus = 10.48$.

C. Remark

The centralized optimal control for the initial system $S$ in (1) results in $\hat{J}^\oplus = 9.88$. We can observe that the control obtained through the expansions defined by the proposed strategy approaches closer to this value than those obtained via the usual aggregations or restrictions. These results illustrate the degree of freedom introduced by this approach to select the complementary matrices in minimizing the suboptimality in overlapping decentralized control design. This minimization has been performed here with respect to two elements of the matrix $M$ only for illustrative purposes. The same objective can be considered with respect to more elements in $M$ and other complementary matrices.

VI. CONCLUSION

The introduction of appropriate changes of basis in the expansion-contraction process has been the starting point of this paper to give a new general block structure characterization of the complementary matrices involved in the Inclusion Principle for state LQ optimal control when considering LTI systems. The identified block structure gives a framework strategy for choosing the complementary matrices in a more flexible manner that if one directly uses the fundamental theorems of the Inclusion Principle. This flexibility has been illustrated in this paper in the context of overlapping decentralized LQ optimal control through the selection of one of the complementary matrices with the objective of minimizing the suboptimality degree. In this context, a more involved optimization problem with respect to more complementary matrices can be pursued in future works. Moreover, the degree of freedom offered by the identified block structure can be exploited in expansion-contraction schemes to select complementary matrices with respect to other design objectives.
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