Feature Selection - Extraction Methods based on PCA and Mutual Information to improve Damage Detection problem in Offshore Wind Turbines
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Abstract. Damage detection problem in Structural Health Monitoring (SHM) is widely studied by many researchers, therefore lots of damage detection algorithms can be found in the literature. Feature Selection / Extraction methods are essential in the accuracy of these algorithms, they provide the suitable data to be used. The main goal of this work is to improve the input data to be the most representative for the damage detection problem. This is done using different Feature Selection / Extraction methods (PCA, UmRMR, and a combination of both). After taking the representative features, the results are tested using a damage detection method; the NullSpace in this case. The data has been collected from a Laboratory Offshore tower model. The different results are compared (different preprocessing vs Raw data) and these show how the correct preselection of the data can improve damage detection.

Introduction

Structural Health Monitoring (SHM) aims to give, at every moment during the life of a structure, a diagnosis of the "state" of the composing materials, different parts and, the full assembly of these parts which constitute the structure as a whole. The state of the structure must remain in the domain specified in the design, although this can be altered by normal aging due to usage, by the action of the environment or by accidental events. Damage detection is the first level of a SHM system and it is very important to avoid either human or economical disasters. If a damage can be detected in the moment that it is created, some actions could be conducted before a disaster happens. In the literature, a lot of methodologies for damage detection can be found, among them vibration based methods are the most used as shown in [1].

The objective of this work is to find a strategy to preprocess the original data (dynamical responses of a structure) in order to take into account the most suitable information and therefore, to improve the accuracy of the damage detection technique. To test the Feature Selection / Extraction methods proposed in this work, the NullSpace damage detection method described in the paper [2] is used. Please refer to that paper for more details on the specific damage detection algorithm.

The paper is organized as follows: Firstly, the Feature Extraction and Feature Selection methods are introduced. Afterward, the integration of these methods with the damage detection technique is illustrated. Subsequently, the test structure is presented and finally, results and conclusions are discussed.

Feature Extraction based on Principal Component Analysis

When an algorithm has to process a huge input data, or when this input data is suspected to be redundant, this data will be transformed into a representation set of features. Transforming the input data into the set of features is called Feature Extraction. If these extracted features are carefully chosen, it
is expected that they obtain the relevant information from the original input data in order to perform the desired task [3]. In this work, Principal Component Analysis (PCA) is used as Feature Extraction method [4]. Although it can be found another methods with similar results such as: Independent Component Analysis (ICA) [5], Nonlinear Dimensionality Reduction (NLDR) [6] or Partial least squares regression (PLS regression) [7].

PCA is mathematically defined as an orthogonal linear transformation that transforms the data to a new coordinate system such that the greatest variance by any projection of the data comes to lie on the first coordinate (called the first principal component), the second greatest variance on the second coordinate, and so on. Considering the original data arranged in a data matrix \( X \), with zero empirical mean, where each one of the \( m \) rows represents a different repetition of the experiment, and each one of the \( n \) columns gives a particular kind of datum. The goal of PCA is to find a \( m \times n \) linear transformation matrix \( P \), which is used to transform the original data matrix \( X \) into the form:

\[
T = XP,
\]

where \( P \) can be determined by means of the singular value decomposition (SVD) of the covariance matrix. The new coordinates in PCA are defined by the eigenvectors and eigenvalues of the covariance matrix as follows:

\[
C_X = \frac{1}{m-1}X^TX, \quad C_XP = PA.
\]

where the eigenvectors of \( C_X \) are the columns of \( P \), and the eigenvalues are the diagonal terms of \( A \) (the off-diagonal terms are zero). The eigenvectors \( p_j \) forming the transformation matrix \( P \) are sorted according to the eigenvalues by descending order and they are called the principal components of the data set. The eigenvector with the highest eigenvalue represents the most important pattern in the data with the largest quantity of information.

Geometrically, the transformed data matrix \( T \) (Score Matrix) is the projection of the original data \( X \) over the direction of the principal components \( P \). PCA also seeks to reduce the dimensionality of the data set by choosing only a reduced number \( r \) of principal components \((r < n)\). Now, the \( T \) given by the reduced matrix \( P \), is smaller than the original data \( X \).

**Feature Selection based on Mutual Information**

In machine learning and statistics, Feature Selection, also known as variable selection, is the process of selecting a subset of the original features (or variables) which are the more appropriate to use in the model construction. This is based on the fact that the original data contains redundant or irrelevant features. Redundant features are those which provide no more information than the other features, while irrelevant features provide no useful information in any context. Feature selection techniques are a subset of the more general field of Feature Extraction. Feature Extraction creates new features from functions of the original features, whereas Feature Selection returns a subset of the features [8,9]. Feature selection techniques provide three main benefits when constructing models: improving model interpretability, shorter training times and enhanced generalization by reducing Overfitting [10]. Lots of these methods use Mutual Information (MI) as a measure of similarity [11], for instance: Random Sampling (RS) [12], Mutual Information Maximization (MIM) [12], Mutual Information Feature Selection (MIFS) [13] or minimum Redundancy - Maximum Relevance (mRMR) [14]. A large list of the Feature Selection methods can be found on [15]. In this work, Unsupervised minimum Redundancy - Maximum Relevance (UmRMR) method is implemented [16].

The goal of UmRMR is to find those variables which have minimal redundancy and maximal relevance, by using Mutual Information to measure the level of similarity between features and Entropy to gauge the level of Information of each feature. The relevance of a feature is defined as the average
Mutual Information to the whole feature set as follows:

\[
Rel(x_i) = \frac{1}{n} \sum_{j=1}^{n} I(x_i; x_j) = \frac{1}{n} \left( H(x_i) + \sum_{1 \leq j \leq n, j \neq i} I(x_i, x_j) \right),
\]

where \( H(x_i) \) indicates the information content included in feature \( x_i \) (Entropy of \( x_i \)), which should be large, and the other term is the amount of information content included in all the other features due to the knowledge of \( x_i \) (Mutual Information between \( x_i \) and the rest of variables), which should be also large. If we select feature \( x_i \) which has the maximal \( Rel(x_i) \), then it can lead to the loss of information to the least extent.

In order to define redundancy, Xu [16] defines first the conditional relevance (eq. 4), to know what is the information gain of selecting \( y_j \) if we have already selected \( x_i \). So, the redundancy (eq. 5) is defined as the difference between the relevance of \( y_j \) and the conditional relevance of \( y_j \) if \( x_i \) is previously selected.

\[
Rel(y_i|x_i) = \frac{H(y_i|x_i)}{H(y_i)} Rel(y_i),
\]

\[
Red(x_i; y_i) = Rel(y_i) - Rel(y_i|x_i).
\]

To define which is the variable with minimal redundancy and maximal relevance, a sequential forward search is performed to rank the features according to the following equation:

\[
l_m = \arg \max_{1 \leq i \leq n, x_i \in U} \left\{ \frac{Rel(x_i) - \frac{1}{m-1} \sum_{y_j \in S_{m-1}} Red(x_i; y_i)}{m-1} \right\}
\]

**Data preprocessing for damage detection**

In this paper, three types of data preprocessing methods are implemented: the first one for Feature Extraction, the second one for Feature Selection and, the last one for Feature Selection-Extraction, which combines the former.

**Feature Extraction methodology.** As was previously explained, this method is based on PCA. The schematic view of the complete methodology for damage detection is depicted in Fig. 1a. The damage detection algorithm (NullSpace) is used as a tool to compare different preprocessing methods. For more information about this damage detection method see [2]. The preprocessing is performed as follows: First of all, a dataset belongs to the healthy structure is used to calculate the Principal Components (PCs). Afterward, the dataset gathered from the current structure (learning and detection datasets) are projected into the choose PCs. The projected data is used as the input to the NullSpace damage detection method.

**Feature Selection methodology.** This method which is based on UmRMR is depicted in Fig. 1b. As the previous methodology, the NullSpace [2] is used as a tool. This preprocessing is also performed in two steps: Firstly, it is needed to find which sensors are the most representative for the healthy state classification. In other words, UmRMR is applied to all the datasets obtained from the healthy structure. The algorithm gives the order of the sensors, from the most important to the least one. The number of selected sensor depends on the score of each sensor. Finally, the channel selection is performed to select the sensors of the incoming datasets (learning and detection datasets). Therefore, the selected sensors are used as input for the damage detection method.

**Feature Selection-Extraction methodology.** This preprocessing method uses first the UmRMR Feature selection method, and later the PCA Feature Extraction method. In Fig. 1c the schematic view of the methodology is shown. The preprocessing needs two steps as well, the first one for selecting
the sensors and extracting the features and, the second one to apply the results of the first step to the incoming datasets (learning and detection datasets). In the first step, the first part is the same as the one presented in the previous subsection, the most informative sensors are found using UmRMR. After that, the channel selection is done to a dataset from the healthy structure, in which PCA is applied. In that way, the most relevant and least redundant sensors are selected and its transformation is obtained.

In the second step, the channel selection is done to the incoming data just as in the section, but instead of using these data to detect damage, the data is transformed using PCA and the PCs extracted from the Feature Extraction part of the first step. After applying both of them, the damage detection is done.

**Laboratory tower definition**

The tested structure is a tower model, similar to those of a wind turbine. From Fig. 2a it can be seen the components of the structure: jacket, tower and nacelle. As a whole, this structure is 2.7m high. The tower is composed by three sections joined with bolts, while the jacket is composed with several sections, all of them are joined with bolts, with a torque of 12Nm. The top piece is 1m long and 0.6m
width. There, a modal shaker is placed to simulate the nacelle mass of the wind turbine. To simulate damages, a 5mm cracked section was placed in the jacket at different locations (see Fig. 2c), all these damages are defined in Table 1.

The modal shaker excites the structure using a white noise. The data is acquired using an OROS OR36 system. The vibration modes of the structure are calculated using Operational Modal Analysis. In this case, the first 10 modes are analyzed, which are located under 100 Hz.
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Fig. 2: Data preprocessing methods for damage detection

<table>
<thead>
<tr>
<th>Damage</th>
<th>Location</th>
<th>Crack</th>
<th>Color in graph</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1.1</td>
<td>Floor 2 - Side 1</td>
<td>5mm</td>
<td>Red</td>
</tr>
<tr>
<td>D1.2</td>
<td>Floor 2 - Side 2</td>
<td>5mm</td>
<td>Dark-Blue</td>
</tr>
<tr>
<td>D2.1</td>
<td>Floor 1 - Side 1</td>
<td>5mm</td>
<td>Orange</td>
</tr>
<tr>
<td>D2.2</td>
<td>Floor 1 - Side 2</td>
<td>5mm</td>
<td>Pink</td>
</tr>
<tr>
<td>D2.3</td>
<td>Floor 1 - Side 3</td>
<td>5mm</td>
<td>Purple</td>
</tr>
<tr>
<td>D3.1</td>
<td>Floor 3 - Side 1</td>
<td>5mm</td>
<td>Brown</td>
</tr>
<tr>
<td>D3.2</td>
<td>Floor 3 - Side 2</td>
<td>5mm</td>
<td>Blue</td>
</tr>
</tbody>
</table>

Table 1: Damage Definitions

Results

All the results are shown in Fig. 3. In each plot, each bar corresponds to a different time series which the height represents the damage indicator given by the NullSpace method. The first ten bars correspond to the healthy structure, the following five bars to the damage D1.1. After applying each type of damage, the healthy bar is placed again (next five bars) and the experiments are repeated. In this way, it is verified whether the damage indicator come back to the previous state. The different damages are shown in different colors (see Table 1 for more information). Besides, a horizontal line is shown in each plot, it represents the threshold, which determine if the experiment belongs to a healthy or damaged structure.
**NullSpace Base Results.** Fig. 3a shows the result of the NullSpace damage detection method by itself. The results are good, and all the damages are well detected. The only drawback is that after applying the damages D3.1 and D3.2 the structure is not returning to its initial state, and false positives appear in the results.

**Feature Extraction Results.** This is done in two different variants. Fig. 3b shows the results of applying PCA with no data reduction. It can be seen that the results are good, and all the damages are well detected, with no false positives. The other variant, the one shown in Fig. 3c, here the most significant Principal Components are chosen, those which retain the 99% of the cumulative variance. The results show that the damages in the upper part (D3.1 and D3.2) are not well detected after the reduction of dimensionality.

**Feature Selection Results.** In this case, a Feature Selection is done. Fig. 3d shows the result of selecting the eight most relevant sensors. Results are good, all the damage indicators are above the damage threshold, when a damage is present. However, sensitivity has decreased, and the damage indicator values are much smaller than the ones in previous solutions.

**Mixed Method Results.** Finally, the mixed case is shown in Fig. 3e. First the selection of variables is performed, the eight most relevant sensors are selected (the same sensors selected in the previous step) and later, PCA is applied to the selected features. This method gives good results as can be seen in the plot, by using half of the sensors used in the first solution, better results are achieved.

**Conclusions and Future work**

It is very known that the preprocessing of the original measurements from sensors in any structure is able to change the results of the damage detection algorithm. In this work, three different data preprocessing methods were introduced and applied before using a specific damage detection algorithm (NullSpace). Results of each method are analyzed and finally they are compared.

By applying these data preprocessing methods, a more sensitive and a more effective damage detection algorithm is obtained. The damage detection method has shown that is capable of detecting really small damages in the tested structure. Besides, if this method is supported by preprocessing methods, the results get better, and less information is used to build the model. Thanks to this reduction, the execution time gets smaller, and this helps to have a more effective damage detection method. Being able to detect damage using less sensors shows that the fact that having more sensors does not mean that the information they give is really used to detect damage. The best result is accomplished by applying Feature Selection and Extraction, specifically UmRMR for selecting sensors and PCA for extracting information.

In the future, these preprocessing methods will be applied to another damage detection algorithm. In that way, the validation of the Feature Selection/Extraction method will be guaranteed. On the other hand, and continuing with previous work by the authors [17], the preprocessing methods proposed here, will be applied in algorithms which include environmental and operational changes. Finally, the next challenge is to apply these methods to a real scale wind turbine.
Fig. 3: Data preprocessing methods for damage detection
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