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Abstract. For the Particle-In-Cell (PIC) method which is used to simulate non-neutral plasma the charge conservation is violated. To solve this problem several approaches have been suggested. In this paper we shall investigate the hyperbolic divergence cleaning method. It has been proposed in two different manners, one enforcing only Gauss’ law and another considering both Gauss’ law and the magnetic monopole divergence constraint. We shall investigate the differences between the two approaches with numerical simulations of a quasi 2D diode with the PIC method and a pure Maxwell equations example satisfying the charge conservation in its initial conditions. We use a discontinuous Galerkin FEM-type space discretization method to solve the Maxwell equations. The results of the numerical investigations are presented and the advantages or disadvantages of both approaches w.r.t. performance and quality are discussed.
1 Introduction

For given charge and current density, $\rho$ and $j$, the evolution of the electromagnetic field is given by the Maxwell equations,

$$\frac{\partial E}{\partial t} = c^2 \nabla \times B - \frac{j}{\varepsilon_0},$$  \hspace{0.5cm} (1)

$$\frac{\partial B}{\partial t} = -\nabla \times E,$$  \hspace{0.5cm} (2)

$$\nabla \cdot B = 0,$$  \hspace{0.5cm} (3)

$$\nabla \cdot E = \frac{\rho}{\varepsilon_0},$$  \hspace{0.5cm} (4)

where $E$ and $B$ denote the electric field and the magnetic induction field, respectively. $c$ is the speed of light and $\varepsilon_0$ is the electric permittivity.

When $\rho$ and $j$ satisfy the charge conservation equation

$$\frac{\partial \rho}{\partial t} + \nabla \cdot j = 0,$$  \hspace{0.5cm} (5)

for all times $t \geq 0$, and when the initial $E$ and $B$ satisfy (4) and (3), respectively, the Maxwell system of hyperbolic evolution equations (1) and (2) has a unique solution.

In the discrete case, i.e., using a numerical method such as the Finite-Element or Finite-Volume method, approximation errors of the fields $(E, B)$ and the sources $(\rho, j)$ lead to small inconsistencies accumulating to large errors for long simulation times. Thus, the charge conservation (5) is not satisfied by the discrete approximation any more. In the scope of the Maxwell equations this means that Gauss’ law (4) is violated.

Another situation where the charge conservation is not satisfied occurs in the Particle-In-Cell (PIC) framework where particles and fields are simulated in a self-consistent manner on discrete level [3, 4, 9]. In the PIC technique the particles are directly used as sources that are assigned to the grid via special deposition methods, e.g., nearest-grid-point, volume-weighting or shape-function [3, 9]. The deposition leads to errors in Gauss’ law (4) which can become very large in the course of time.

To resolve this problem mainly two approaches have been proposed, i.e., the projection method [3] and a set of methods relying on a generalized Lagrange multiplier (GLM) approach for the Maxwell equations. The latter has three different formulations, the hyperbolic-elliptic constrained formulation proposed by Assous et al. [2], the hyperbolic-parabolic form introduced by Marder [11] and the purely hyperbolic Maxwell (PHM) system introduced by Munz et al. [12, 13], known as hyperbolic divergence cleaning.

In the frame of the standard projection approach a Poisson equation has to be solved which requires large computational effort and is cumbersome for straightforward implementation of the scheme on parallel platforms.

The hyperbolic divergence cleaning technique seemed to be the best choice w.r.t. numerical complexity, locality and parallelization since it can be solved explicitly and, beyond that, yields qualitatively similar results to the projection method [9]. It is easy to
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implement in an explicit discontinuous Galerkin method, which will be used within this work.

To satisfy charge conservation (5) the divergence constraint of Gauss’ law (4) has to be coupled with the evolution equation (1). This is done by a generalized Lagrange multiplier $\Phi$. For the hyperbolic divergence cleaning Munz et al. proposed in [12] to incorporate the Lagrange multiplier in the Maxwell equations as follows

$$\frac{\partial E}{\partial t} = c^2 \nabla \times B - c^2 \nabla \Phi - \frac{j}{\varepsilon_0},$$  \hspace{1cm} (6a)

$$\frac{\partial B}{\partial t} = -\nabla \times E,$$  \hspace{1cm} (6b)

$$\frac{\partial \Phi}{\partial t} = -\chi^2 \nabla \cdot E + \chi^2 \rho \frac{\varepsilon_0}{\varepsilon_0},$$  \hspace{1cm} (6c)

where $\chi$ is a positive dimensionless parameter. The new variable $\Phi$ is an additional degree of freedom, leading to a seven variable system in three space dimensions, named PHM7 in the following. The physical interpretation of the new variable is a correction potential that transports the divergence errors of the electrical field out of the domain with the speed $\chi \cdot c$. The higher $\chi$ is the better (4) is satisfied. Obviously the monopole constraint (3) for the magnetic fields is left out of consideration in the PHM7 system. None the less it was recognized that violations of the magnetic divergence constraint also appear, similar as in the context of Magneto-Hydro-Dynamics (MHD) [5, 1]. Thus in the same year Munz et al. presented in [13] a system involving the magnetic divergence constraint, yielding

$$\frac{\partial E}{\partial t} = c^2 \nabla \times B - \chi c^2 \nabla \Phi - \frac{j}{\varepsilon_0},$$  \hspace{1cm} (7a)

$$\frac{\partial B}{\partial t} = -\nabla \times E - \gamma \nabla \psi,$$  \hspace{1cm} (7b)

$$\frac{\partial \Psi}{\partial t} = -\gamma c^2 \nabla \cdot B,$$  \hspace{1cm} (7c)

$$\frac{\partial \Phi}{\partial t} = -\chi \nabla \cdot E + \chi \rho \frac{\varepsilon_0}{\varepsilon_0},$$  \hspace{1cm} (7d)

where $\gamma$ has the same function as $\chi$. This system couples the originally elliptic divergence constraint (3) with the hyperbolic evolution equation (2) through the additional variable $\Psi$, yielding eight variables in total. Thus we call it PHM8 in the following. In this paper we shall investigate the differences between the PHM7 and PHM8 system w.r.t. the quality of the divergence cleaning and the performance with the help of a pure Maxwell equation and a PIC problem.

1.1 Numerical Method

For the spatial discretization we use a mixed nodal and modal FEM-type discontinuous Galerkin (DG) method [6, 7] and a low storage fourth-order explicit Runge-Kutta (LSERK4) scheme [10] for the temporal time discretization.
The computational domain $\Omega$ is divided into $K$ non-overlapping hexahedral or tetrahedral elements; pyramids and prisms are also possible. In each element locally the state vector $\mathbf{u}^k(x, t)$ is approximated by a polynomial $\mathbf{u}_h^k(x, t)$ of order $p$,

$$
\mathbf{u}^k(x, t) \approx \mathbf{u}_h^k(x, t) = \sum_{i=1}^{M} \tilde{\mathbf{u}}^k_i(x, t) L_i(x) = \sum_{n=1}^{N} \hat{\mathbf{u}}^k_n(t) \phi_n(x)
$$

where $\{L_i\}_{i=1,...,M}$ is the multivariate Lagrange basis, $\tilde{\mathbf{u}}_i(x, t)$ is the state evaluated at $M$ nodal interpolation points (IPs) $x_i$, $\{\phi_n\}_{n=1,...,N}$ is the modal basis and $\hat{\mathbf{u}}(t)$ the modal coefficients. In three dimensions each element needs $N = (p + 1)(p + 2)(p + 3)/6$ modal degrees of freedom (DOF). The choice of $M$ and the location of the IPs $x_i$ is discussed in [6]. $M$ only equals $N$ in case of linear tetrahedrons; for all other types of elements $M > N$. Important for the spatial resolution of the electromagnetic fields is the number of IPs in different element types. This has to be taken into account later when comparing the Cartesian mesh build with hexahedral elements and the unstructured mesh build with tetrahedral elements. The modal polynomial is used to achieve a quadrature free method and the nodal polynomial is used to determine the physical fluxes as well as to incorporate the sources, i.e. the particles in the PIC method. For further details on the DG method we refer to [7].

2 Numerical Experiments

In order to quantify errors arising from the approximation of the magnetic divergence constraint (3) and Gauss’ law (4), mainly two quantities will be investigated: The divergence of the magnetic field component, $\nabla \cdot \mathbf{B}$, and the error in Gauss’ law, $\nabla \cdot \mathbf{E} - \rho/\varepsilon_0$, which indirectly also measures the violation of the charge conservation (5). We consider the $L_2$-norm of the time derivative of the Lagrange multiplier. For instance, in the case of the PHM8 system we obtain

$$
\frac{1}{\chi} \left\| \frac{\partial \Phi}{\partial t} \right\|_{L_2} := \frac{1}{\chi} \sqrt{\int_{\Omega} \left| \frac{\partial \Phi}{\partial t} \right|^2 dV} = \sqrt{\int_{\Omega} \left| \nabla \cdot \mathbf{E} - \frac{\rho}{\varepsilon_0} \right|^2 dV}.
$$

Here we evaluate the right expression because in this case, even for $\chi = 0$, the norm can be computed. In the following we will call (9) the divergence error of the charge conservation. The $L_2$-norm of the magnetic field divergence is computed in a similarly straightforward way.

For the PHM8 system we always set $\chi = \gamma$. A different value can be chosen if it is necessary to clean the divergence of one of the two electromagnetic field components stronger than the other.

2.1 Example - 3D Issautier Example

The following example points out the significant differences between the PHM8 and PHM7 systems. In PIC codes the charge conservation (5) usually is violated due to the deposition method. In a pure Maxwell equation setup without particles but analytically
initiated sources we can force charge conservation. This has been done by Issautier et al. for a two-dimensional transverse electric (TE) Maxwell system [8]. We extended their idea to a three-dimensional fully electromagnetic setup with the sources

\[
\begin{align*}
\rho(x, t) &= \sin(\omega t) [\sin(\pi y) + \sin(\pi x) + \sin(\pi z)], \\
j_x(x, t) &= (\cos(\omega t) - 1) \left[ \pi \cos(\pi x) + \pi^2 x \sin(\pi z) \right] - \cos(\omega t) x \sin(\pi z), \\
j_y(x, t) &= (\cos(\omega t) - 1) \left[ \pi \cos(\pi y) + \pi^2 y \sin(\pi x) \right] - \cos(\omega t) y \sin(\pi x), \\
j_z(x, t) &= (\cos(\omega t) - 1) \left[ \pi \cos(\pi z) + \pi^2 z \sin(\pi y) \right] - \cos(\omega t) z \sin(\pi y).
\end{align*}
\] (10)

The divergence of the current density is

\[
\nabla \cdot j = - \cos(\omega t) [\sin(\pi y) + \sin(\pi x) + \sin(\pi z)],
\] (11)

and the derivative of the charge density yields

\[
\frac{\partial \rho}{\partial t} = \cos(\omega t) [\sin(\pi y) + \sin(\pi x) + \sin(\pi z)],
\] (12)

satisfying the charge conservation equation (5). The spatial setup is given as a unity cube by \((1 \times 1 \times 1 \text{ [m]}^3)\) centered in the origin with irradiation boundaries (see [12]) and \(\omega = 10^{-9} \text{ [1/s]}\). For the Cartesian mesh we used \(10 \times 10 \times 10\) hexahedrons and for the unstructured mesh roughly 2400 tetrahedrons. Note that a hexahedron can be filled with six tetrahedrons of the same edge length. The edge length does not necessarily determine the resolution since in our DG implementation a fourth-order hexahedron has 56 IPs and a tetrahedron has 20 IPs, yielding 56000 IPs and 48000 IPs for the Cartesian unstructured mesh, respectively. Therefore we can assume a nearly equal resolution even if the number of tetrahedrons does not multiply by a factor of six.

![Figure 1: \(L_2\)-norm of charge conservation error for the Cartesian mesh.](image1)

![Figure 2: \(L_2\)-norm of charge conservation error for the unstructured mesh.](image2)

The computations have been performed with \(\chi = [0, 1, 2, 5]\) and a fourth-order DG method. Figure 1 and 2 show the \(L_2\)-norm (9) for the Cartesian and the unstructured mesh computed with the PHM system. The results of both PHM systems are equal.
There is no difference between the PHM7 and PHM8 results. This is reasonable since the compared $L_2$-norm (9) is based in both cases on the same equations, i.e. (1) and (4) with the specific Lagrange multiplier $\Phi$. The influence of the magnetic field component in this early phase of the simulation is still small enough and does not influence the electric field. In a later phase when the magnetic field component is stronger developed it will also affect the electrical field and a difference between the PHM7 and PHM8 system will occur. In good comparison with results by [12, 13] the error is damped more strongly with increasing $\chi$.

Not very well visible, the Cartesian mesh evolves slightly lower errors than the unstructured mesh, especially for $\chi = 5$. It is known that unstructured grids evolve higher divergence errors [12, 13]. None the less, an optimal mesh requires a detailed analysis of the wave propagation directions. A spherical structured mesh might be an even better choice for this problem.

![Figure 3: $L_2$-norm of $\nabla \cdot B$ for the Cartesian mesh.](image1)

![Figure 4: $L_2$-norm of $\nabla \cdot B$ for the unstructured mesh.](image2)

Figure 3 and 4 show the divergence of the magnetic field for the Cartesian and the unstructured mesh. With the PHM7 system and the Cartesian mesh, with any $\chi$ the magnetic divergence is equal and growing. For the unstructured mesh it is continuously oscillating without increase. In both cases the divergence of the magnetic field is much larger than for the PHM8 system. This is obvious since (3) is not enforced by the PHM7 system. In contrast to that, for the PHM8 system with $\chi = \gamma = [1, 2, 5]$ the divergence is damped to a lower and not growing value. For the PHM8 system with $\chi = \gamma = 0$ the divergence evolves equal to the PHM7 system since the constraint (3) is not enforced either. In agreement to the previous results for the charge conservation, also the Cartesian mesh shows better results for the damping of the magnetic divergence.

The influence of the magnetic field on the electric field is described by (1). There it is added with the factor $c^2$ to the derivative of the electric field. Thus, even a small divergence error in the magnetic fields affects the electric field. The growing values of the magnetic divergence for the PHM7 system with the structured mesh and also the non-
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growing values for the unstructured mesh might become a problem for longer simulation times because the Poynting vector $\sim \mathbf{E} \times \mathbf{B}$ becomes erroneous. These results clearly demonstrate the necessity of enforcing also the magnetic divergence constraint, as in the PHM8 system.

Concerning the computational performance the expectation is that the PHM7 system is faster than the PHM8 system since one variable less has to be computed. In an optimal sense this would mean a reduction of the computational time of 12.5%. Of course this is not realistic since a certain overhead (data-structure, I/O, initialization, etc.) exists. None the less a significant reduction of about 5 to 10% can be expected.

Table 1 lists up the computational time $t_{Tot}$ for this example. The initialization time is below 1% of $t_{Tot}$ to guarantee that mainly the performance of the DG scheme is measured. The speed-up $S$ is given as $1 - t_{Tot,PHM7}/t_{Tot,PHM8}$.

Contrary to the expectation it seems as if the PHM7 system is slower than the PHM8 system. In total, we performed 11 runs leading to a mean value of $-0.025$ for the speed up and a relatively large standard deviation of 0.032, which means that in some runs we also achieved a positive speed up. Obviously for this test case the PHM7 system is even slower than the PHM8 system. None the less, w.r.t. the standard deviation we can identify a certain scattering of the results, which lies within the range of scattering that arises by performing the same computation again and again.

For the memory consumption we found a reduction of $\approx 1.5\%$ for the PHM7 system.

<table>
<thead>
<tr>
<th>$\chi = 0$</th>
<th>$\chi = 1$</th>
<th>$\chi = 2$</th>
<th>$\chi = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{Tot}$ [s]</td>
<td>PHM7</td>
<td>PHM8</td>
<td>PHM7</td>
</tr>
<tr>
<td>$S$ [-]</td>
<td>792.38</td>
<td>753.82</td>
<td>3111.71</td>
</tr>
<tr>
<td>-0.051</td>
<td>-0.003</td>
<td>0.021</td>
<td>-0.004</td>
</tr>
</tbody>
</table>

Table 1: Computational time $t_{Tot}$ and speed-up $S$ for the Issautier example with different $\chi$. Note, that the simulation time for each run was different.

### 2.2 Example - 2D Diode

To show the impact of the hyperbolic divergence cleaning, we chose a simple but very typical situation occurring in the context of PIC simulations. The domain $(0.1 \times 0.1 \times 0.0015 \text{ [m$^3$]}) is considered to be a plane diode with cathode and anode situated on the left and on the right sides, respectively. Figures 5 and 6 show the domain in the x-y-plane for a Cartesian and an unstructured mesh which have been used in the following computations. The spatial setup is a three-dimensional grid trying to imitate a plane two-dimensional diode. In x-direction we have implemented perfectly conducting, in y-direction open and in z-direction periodic boundaries.
Figure 5: Cartesian grid of $64 \times 64 \times 1$ second-order hexahedrons with $\approx 33000$ IPs.

Figure 6: Unstructured grid of $7452$ second-order tetrahedrons (edge length $0.0001$) with $\approx 30000$ IPs.

In the center of the cathode we inject an electron beam imitating a current density that has $75\%$ of the space charge limiting current density. The length of the emitter is $37.5$ [mm], the voltage is $100$ [kV] and the current density is $\approx 5536$ [Am$^{-2}$]. The current density is simulated by an electron beam where $9000$ charges/ns are injected with a macro particle factor$^1$ of $2.180367 \cdot 10^5$, which are accelerated in x-direction by an external electric field of $-10^6$ [Vm$^{-1}$]. In the following we will only consider the PHM8 system since no significant qualitative and quantitative differences compared to the PHM7 system have been found.

Figure 7: $E_x$-field at $50$ [ns] of y-x-plane slice at $50\%$ z-thickness for $\chi = 0$ with Cartesian mesh.

Figure 8: Particles for Cartesian mesh at $50$ [ns] with $\chi = 0$.

Figure 7 shows the situation for the Cartesian mesh at simulation time $t = 50$ [ns] without divergence cleaning, only using the hyperbolic evolution equations (1) and (2).

$^1$One macro particle imitates the presence of a certain number of real particles. This number is the macro particle factor.
Strong gradients of the $E_x$-field in the region of the electron beam indicate large charge conservation errors. Figure 8 shows the corresponding position of the particles. A weak bunching of the beam in the left part of the figure can be observed. Filaments of particles, specially on the edges of the beam, can be found in the right part of the figure. These filaments are a typical sign for inconsistencies between the electrical field and the charge density, i.e. a violation of Gauss’ law (4).

In Figure 9 and 10 we find the situation for $t = 50$ [ns] with $\chi = 1$. Here we can see a smooth electrical field without strong gradients and no significant divergence errors. The particle beam is diverging and filaments, especially on the edges, are not occurring. Moreover, a more homogeneous particle distribution can be found.

The results for the unstructured mesh without divergence cleaning can be found in Figure 11 showing the $E_x$ field and Figure 12 showing the corresponding particles at $t = 50$ [ns]. Strong scattering in the $E_x$-field indicates large charge conservation errors. The particles are totally scattered in a strong diverging fashion along the diode, which can be explained by the violation of the charge conservation. For $\chi = 1$ the results for the unstructured mesh are very similar to the results of the Cartesian mesh shown in Figure 9 and 10.

Figure 13 shows the charge conservation error for $\chi = [0, 1]$ in logarithmic scale due to a strong growth in the error with $\chi = 0$. We can find that for the unstructured grid the error grows significantly stronger than for the Cartesian grid. This can be explained by the propagation direction of the particles and the electromagnetic waves. While the Cartesian mesh is aligned with the propagation direction the unstructured mesh is not aligned. This leads to stronger errors.

Figure 14 shows the charge conservation error for the structured and unstructured grid with $\chi = [1, 2, 5]$. The errors evolve about linearly in the beginning phase and remain constant after 1.5 [ns]. Electrons are initially emitted from the left traveling about 1 [ns]
to the right. After the initial phase and another 0.5 [ns] the current is fully developed and the errors stay constant. For increasing $\chi$ the error decreases as expected. Again the unstructured mesh has larger errors than the Cartesian mesh, which can be explained as mentioned above.

Performance tests with seven runs revealed a small speed up of the PHM7 system with a mean value of 0.021 and a standard deviation of 0.035. This is not the expected speed up of $\approx 10\%$. Apparently, for a complex three-dimensional DG code on a modern cache-based CPU, it does not matter whether we use a seven or eight variable system. Latencies, caching and prefetching of data from the memory seem to have a greater effect than the computational overhead of one additional variable.
3 Conclusions

The necessity for divergence cleaning of the Maxwell equations has been demonstrated. Both test cases revealed no significant differences in the charge conservation error for both the PHM7 and PHM8 system. A significant difference exists for the enforcing of the magnetic divergence constraint. For the PHM7 system the magnetic divergence is increasing and influencing the results of electromagnetic wave propagation on a long time scale. On the short scale these errors do not influence the overall errors as shown in the pure Maxwell equations example. For an example where magnetic fields play an important role, such as the Weibel instability, this issue has to be taken into account.

A major influence on the errors is caused by the grid. In both examples the unstructured grid led to larger errors than the Cartesian grid. While for the PIC example significantly larger errors were observed, for the pure Maxwell equation example only slightly bigger errors appeared. When the grid is uniform with the wave and source propagation directions, errors are smaller than for a non-uniform grid. With $\chi = 1$ satisfactory results are achieved for both Cartesian and unstructured grids. None the less, a proper study of the wave propagation directions seems to be an important issue. A grid designed for these specific demands can improve the charge conservation and reduce magnetic divergence errors drastically and is better than using a high $\chi$. Using high values of $\chi$ additionally is not advisable since the time step decreases due to the CFL condition leading to longer computation times.

Performance tests revealed no significant speed up for the PHM7 system compared to the PHM8 system. But memory reductions of about 1.5% for the PHM7 system were measured. Apparently, for a complex three-dimensional DG code on a modern cache-based CPU, it does not matter whether we use a seven or eight variable system. Latencies, caching and prefetching of data from the memory seem to have a greater effect than the computational overhead of one additional variable. Thus performance considerations are not relevant for the choice of the system since the differences between them w.r.t. this issue are negligible.

In general we suggest to choose the PHM8 system since on long time scales not only the violation of charge conservation has to be considered, but also the harm of the magnetic divergence constraint, which affects the Poynting vector as well. While the PHM7 system neglects the magnetic divergence constraint the PHM8 system enforces this constraint.
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