Low-dissipation finite element strategy for low Mach number reacting flows
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Abstract

The present paper extends the conservative finite element convective scheme proposed by Charnyi et al. (Journal of Computational Physics 337, 2017, 289 - 308) originally formulated for incompressible flows to the low Mach regime. Similar to Lehmkuhl et al. (Journal of Computational Physics 390, 2019, 51 - 65) stabilisation is only introduced for the continuity equation by means of a non-incremental fractional-step method, modified in order to account for variable density flows. The final scheme preserves momentum and angular momentum for variable density flows. The error of kinetic energy conservation is of order $O(\delta t k^{k+1})$, thus dissipation is limited. Standard stabilised finite elements are used for the scalars. Time integration is carried out by means of an explicit third order Runge-Kutta scheme for all equations. The proposed strategy is tested on a set of relevant cases with available reference data using large-eddy simulations. First, an anisothermal turbulent channel flow is assessed. Later, a technically premixed turbulent flame in a swirl-stabilized configuration is considered. And finally, a turbulent jet
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diffusion flame in a low-velocity co-flow has been studied. In all cases the performance of the presented low Mach formulation is fairly good, showing better accuracy than skew-symmetric like strategies.
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1. Introduction

Modelling of combustion problems of practical interest is a complex task as it involves the solution of chemically reactive flows interacting with turbulence. The multicomponent flow is characterised by high density ratios as a consequence of heat release and the kinetic energy has to be correctly dissipated by viscous forces [1]. This aspect motivates the seek for low-dissipation strategies that can be used to solve turbulent reactive flow calculations with high accuracy.

In practice, flame propagation is typically a slow process, thus the flow velocities are kept moderate to ensure flame stability, and to provide sufficient residence time for the reactions to complete. These processes are characterised by moderate to high Reynolds numbers, but usually take place at low Mach numbers, for instance stationary gas turbines or aero-engines operate at these conditions [2, 3]. Thus, it is known, that turbulence has a strong effect on the flow, but compressibility can be negligible when the burners operate at these conditions. Therefore, low Mach number approximations of the Navier-Stokes equations are commonly used to model the flow on these applications, since they can be solved more efficiently from the numerical point of view.
It has been demonstrated that large-eddy simulation (LES) is a powerful tool for solving problems of industrial interest, and it has been extensively applied in the numerical analysis of turbulent reacting flows at the low Mach number limit. LES addresses highly unsteady phenomena that characterises these turbulent problems. It has been successfully applied using different combustion models on various reactive cases [1, 2, 4]. A collective requirement for the numerical methods irrespective of the choice of combustion model, is the accurate prediction of the velocity field, since advection plays a major role in the transport of the reacting components.

One of the key aspects in achieving high-fidelity predictions of the velocity field, is the formulation of the discrete operator applied for the convective transport of momentum. This topic has been extensively studied in incompressible [5, 6, 7] and compressible [8, 9, 10, 11, 12] flows likewise. The different operators are characterised by whether they inherently adhere to the conservation of physical quantities like kinetic energy, or momentum. More specifically, in the case of finite elements, it is well established, that kinetic energy conservation can be ensured by devising the convective term of the momentum equation such, that it preserves skew-symmetry at the discrete level [13]. Charnyi et al. [5] introduced a discretization strategy for this term, that ensures the conservation of linear and angular momentum besides kinetic energy. Their method is developed for incompressible flows using mixed finite elements to stabilise pressure. Recently, this method has been extended to equal order finite elements by Lehmkuhl et al. [14] and it has been tested in fully turbulent incompressible flows with success. Recently Coppola et al. [12] classified a family of commonly used discretization
strategies that stem from the splitting of the convective term. The present paper uses a different splitting method detailed below.

This study further extends the energy, momentum, and angular momentum conserving (EMAC) scheme to the low Mach regime. The underlying idea is to use a change of variables to preserve the fundamental properties of the incompressible implementation. In this case $A \equiv \sqrt{\rho}u$ is used in order to express the momentum flux as a vector product of two equal terms: $\rho u \otimes u = A \otimes A$. Such $\sqrt{\rho}$ formalism, appears in many studies related to variable density flows. Van Driest [15] introduced a scaling law for turbulent thermal boundary layers applying this transformation. Various studies used the formalism to study the effects of compressibility on forced and decaying turbulence in ideal gas [16, 17, 18]. More recently Rozema et al. [11] developed a conservative discretization scheme for compressible flows using finite volume method by using a $\sqrt{\rho}$ formalism in the state vector. In the present study we introduce a scheme, where the transport of $A$ is not required.

Similar to Lehmkuhl et al. [14] the pressure stabilization is done with a non-incremental fractional-step method, however here, the approach of Nicoud [8] is used to incorporate variable density effects. Scalar equations are solved by means of stabilised finite elements to describe the thermo-chemical state of the fluid. The final set of equations is time integrated using an explicit third order Runge-Kutta method.

The next section introduces the low Mach equations in the weak form, followed by the derivation of the EMAC formulation for variable density flows. Then, we present a comprehensive analysis of the conservation properties of the EMAC operator in thermally coupled flows. In the results section, we test
the developed scheme in representative cases of thermal flows with increased complexity: a fully developed channel flow with different temperature walls, a turbulent premixed swirling flame, and a non-premixed jet flame. Finally, conclusions are drawn.

2. Low Mach number approximation

In the low Mach number limit, the fully compressible Navier-Stokes equations can be simplified to decouple the thermochemical state of the flow from the momentum equation [19]. This splitting technique removes the acoustic modes forcing the flow to behave as incompressible, where the density can change due to temperature and composition variations. This can be achieved by a decomposition of the pressure into a spatially homogeneous thermodynamic pressure, and a hydrodynamic pressure: \( P(x, y, z, t) = P_0(t) + p(x, y, z, t) \).

The thermodynamic pressure \( P_0(t) \) is used in the equation of state, such as the ideal gas law:

\[
\rho = P_0 \frac{W}{R_u T},
\]

where \( W \), \( R_u \) and \( T \) represent the molecular weight, specific gas constant and temperature respectively. The hydrodynamic pressure \( p(x, y, z, t) \) is used in the momentum equation and is determined by mass conservation. In closed domains, the thermodynamic pressure is time dependent such that global mass conservation is ensured. In the case of the ideal gas law, the temporal evolution of thermodynamic pressure is calculated as:

\[
P_0(t) = \frac{M_{0} R_u}{\int_{\Omega} \frac{W}{T} \, dV},
\]
where \( M_{t_0} = \int_{\Omega} \rho \, dV \) is the initial mass in the domain. In open domains, the thermodynamic pressure is a known constant.

Considering a fluid flow in the low Mach number regime with variable composition, the problem consists of finding a velocity \( \mathbf{u} \), a hydrodynamic pressure \( p \), and scalars \( \xi_k \) in domain \( \Omega \) with boundary \( \Gamma \) for the time interval \((t_0, t_f)\). In conservative form:

\[
\begin{align*}
\partial_t \rho + \nabla \cdot (\rho \mathbf{u}) &= 0 \quad \text{on } \Omega \times (t_0, t_f), \\
\partial_t (\rho \mathbf{u}) + \nabla \cdot (\rho \mathbf{u} \otimes \mathbf{u}) + \nabla p - \nabla \cdot \mathbf{\tau}(\mathbf{u}) &= \mathbf{f} \quad \text{on } \Omega \times (t_0, t_f), \\
\partial_t (\rho \xi_k) + \nabla \cdot (\rho \xi_k \mathbf{u}) + \nabla \cdot \Phi_k &= S_k \quad \text{on } \Omega \times (t_0, t_f),
\end{align*}
\]

where \( \mathbf{\tau}(\mathbf{u}) = 2\mu \mathbf{S}^D(\mathbf{u}) \) is the viscous stress tensor with the deviatoric part of the strain rate: \( \mathbf{S}^D(\mathbf{u}) = \frac{1}{2} (\nabla \mathbf{u} + \nabla^T \mathbf{u}) - \frac{1}{3}(\nabla \cdot \mathbf{u}) \mathbf{I} \), \( \mathbf{f} \) is the body force, and \( \Phi_k = -\rho D_k \nabla \xi_k \) and \( S_k \) are the molecular flux and volumetric source term of scalar \( k \) respectively. The system is closed using the equation of state (1). The temperature \( T \), the molecular weight \( W \), the dynamic viscosity \( \mu \), and the diffusivity \( D_k \) are known functions of the solved scalars \( \xi_k \).

The selection of transported scalars depends on the physics of the problem and will be introduced in the application cases. Note, that for the ideal gas law considered here, the density only depends on these scalars and the thermodynamic pressure.

The problem has to be appended with appropriate initial and boundary conditions. The initial conditions are:

\[
\begin{align*}
\mathbf{u} &= \mathbf{u}_0, \quad \xi_k = \xi_{k,0} \quad \text{on } \Omega \times \{t_0\} \\
\text{and} \\
P_0 &= P_0^0 \quad \text{(for closed systems)}.
\end{align*}
\]
Dirichlet and Neumann boundary conditions are defined for the velocity $u$ on $\Gamma_{u,D}$ and $\Gamma_{u,N}$, and for the $k^{th}$ scalar $\xi_k$ on $\Gamma_{\xi_k,D}$ and $\Gamma_{\xi_k,N}$ respectively such that $\Gamma_{u,D} \cup \Gamma_{u,N} = \Gamma$ and $\Gamma_{\xi_k,D} \cup \Gamma_{\xi_k,N} = \Gamma$,

$$u = u_D \quad \text{on } \Gamma_{u,D} \times (t_0, t_f), \quad (8)$$

$$(-pI + \tau(u)) \cdot n = 0 \quad \text{on } \Gamma_{u,N} \times (t_0, t_f), \quad (9)$$

$$\xi_k = \xi_{k,D} \quad \text{on } \Gamma_{\xi_k,D} \times (t_0, t_f), \quad (10)$$

$$\nabla \xi_k \cdot n = 0 \quad \text{on } \Gamma_{\xi_k,N} \times (t_0, t_f). \quad (11)$$

The following definitions are needed to obtain the weak form of the governing equations. $V_D = H^1_D(\Omega)$, $V_0 = H^1_0(\Omega)$, $Q = L^2(\Omega)/\mathfrak{R}$, $E_{D,k} = H^1_D(\Omega)$, and $E_{0,k} = H^1_0(\Omega)$ are introduced, where $L^2(\Omega)$ is the square integrable function space. $H^1(\Omega)$ is a subspace of $L^2(\Omega)$, such that the derivatives of functions in $H^1(\Omega)$ are elements of $L^2(\Omega)$. Finally the 0 and $D$ subscripts mark the subspace of $H^1(\Omega)$ that is constant 0 on the boundary $\Gamma$, or satisfy the Dirichlet conditions on boundary $\Gamma$ respectively. $H^1_0(\Omega)$ and $H^1_D(\Omega)$ are their 2 or 3 dimensional vector counterparts. $(\cdot, \cdot)$ is the $L^2$ inner product.

For temporally evolving problems, the above mentioned function spaces are extended with a temporal component: $V_t \equiv L^2(t_0, t_f; V_D)$, $Q_t \equiv \mathcal{D}'(t_0, t_f; Q)$, and $E_{t,k} \equiv L^p(t_0, t_f; E_{D,k})$, where $L^p(t_0, t_f; X)$ is the space of time dependent functions in a normed space $X$ such that $\int_{t_0}^{t_f} \| f \|^p_X \, dt < \infty$, $1 \leq p \leq \infty$, and $Q_t$ consists of mappings whose $Q$-norm is a distribution in time. The weak form of equations (3), (4), and (5) is defined as: find $u \in V_t$, $p \in Q_t$, and $\xi_k \in E_{t,k}$.\[7]
and $\xi_k \in E_{t,k}$ such that:

$$
(\partial_t \rho, q) + (\nabla \cdot (\rho \mathbf{u}), q) = 0, \quad (12)
$$

$$
(\partial_t (\rho \mathbf{u}), \mathbf{v}) + (C(\rho, \mathbf{u}), \mathbf{v}) - (p, \nabla \cdot \mathbf{v}) + (\tau(\mathbf{u}), \nabla \mathbf{v}) = (f, \mathbf{v}), \quad (13)
$$

$$
(\partial_t (\rho \xi_k), \eta_k) + (\nabla \cdot (\rho \xi_k \mathbf{u}), \eta_k) + (\rho D_k \nabla \xi_k, \nabla \eta_k) = (S_k, \eta_k), \quad (14)
$$

for all $(q, \mathbf{v}, \eta_k) \in Q_0 \times V_0 \times E_{0,k}$, where $C(\rho, \mathbf{u})$ is the convective term of the momentum equation.

3. Convection of momentum in variable density flows

The discretization strategy of $C(\rho, \mathbf{u})$ is a critical feature of flow simulation algorithms, since the convection term should not introduce numerical dissipation [14]. A widely used discretized form for this term is the skew-symmetric formulation, which is preferred for its kinetic energy conserving nature,

$$
C_{skew}(\rho, \mathbf{u}) = (\rho \mathbf{u} \cdot \nabla) \mathbf{u} + \frac{1}{2} (\nabla \cdot (\rho \mathbf{u})) \mathbf{u}. \quad (15)
$$

Below we extend the Energy, Momentum, and Angular momentum Conserving (EMAC) formulation of Charnyi et al. [5] to variable density flows. The following definitions are used: For $\mathbf{u}, \mathbf{v}, \mathbf{w} \in H^1(\Omega)$ we define the trilinear form $b : H^1(\Omega) \times H^1(\Omega) \times H^1(\Omega) \rightarrow \mathbb{R}$ as:

$$
b(\mathbf{u}, \mathbf{v}, \mathbf{w}) = (\mathbf{u} \cdot \nabla \mathbf{v}, \mathbf{w}). \quad (16)
$$

The following identities hold assuming $\mathbf{u} \in H^1_0(\Omega)$. They follow directly from integration by parts,

$$
b(\mathbf{u}, \mathbf{v}, \mathbf{w}) = -b(\mathbf{u}, \mathbf{w}, \mathbf{v}) - ((\nabla \cdot \mathbf{u}) \mathbf{v}, \mathbf{w}), \quad (17)
$$

$$
b(\mathbf{u}, \mathbf{w}, \mathbf{w}) = -\frac{1}{2} ((\nabla \cdot \mathbf{u}) \mathbf{w}, \mathbf{w}). \quad (18)
$$
Furthermore, by definition, the trilinear form can be also written as:

\[ b(u, v, w) = ((\nabla v) u, w) = \left( (\nabla v)^T w, u \right). \]  

(19)

Additionally the symmetric part of the gradient is denoted as \( \nabla_s u \equiv D(u) = \frac{\nabla u + (\nabla u)^T}{2} \), while the skew-symmetric part is: \( \nabla_n u \equiv \frac{\nabla u - (\nabla u)^T}{2} \). For \( u, v \in H^1(\Omega) \) the following holds,

\[ (\nabla_n u) v = \frac{1}{2} (\nabla \times u) \times v, \]  

(20)

\[ (u \cdot \nabla) u = (\nabla \times u) \times u + \frac{1}{2} \nabla |u|^2, \]  

(21)

\[ (\nabla u) u = (\nabla_s u) u + (\nabla_n u) u = D(u) u + \frac{1}{2} (\nabla \times u) \times u. \]  

(22)

Furthermore (22) implies that,

\[ (D(u) u, u) = (\nabla u) u, u) = b(u, u, u). \]  

(23)

Using (20), (21), and (22) we get,

\[ (u \cdot \nabla) u = 2D(u) u - \frac{1}{2} \nabla |u|^2. \]  

(24)

Next we introduce the notation \( A \equiv \sqrt{\rho u} \). This change of variables allows us to preserve the symmetric properties used in the incompressible formulation of Charnyi at al. [5]. The nonlinear term can be written as:

\[ C = \nabla \cdot (A \otimes A) = (\nabla \cdot A) A + (A \cdot \nabla) A. \]  

(25)

Using (24) yields the proposed EMAC formulation for variable density flows,

\[ C_{emac}(\rho, u) \equiv 2D(A) A + (\nabla \cdot A) A - \frac{1}{2} \nabla |A|^2. \]  

(26)

These two discretizations of the convective term will be considered for analysis in turbulent conditions for flows with variable density and composition.
4. Conservation properties

This section presents an analysis of the conservation properties of the convective operators described above also referred as skew-symmetric and EMAC respectively.

4.1. Kinetic energy

The kinetic energy is defined as: 
\[ E = \frac{1}{2} \rho \mathbf{u} \cdot \mathbf{u} = \frac{1}{2} \int_{\Omega} \rho |\mathbf{u}|^2 \, d\Omega. \]

We formulate the equation of kinetic energy conservation using the weak form of the momentum equation. Testing (13) with \( \mathbf{v} = \mathbf{u} \) yields:

\[
(\partial_t (\rho \mathbf{u}) , \mathbf{u}) + (C (\rho, \mathbf{u}), \mathbf{u}) - (p , \nabla \cdot \mathbf{u}) + (\mathbf{\tau} (\mathbf{u}), \nabla \mathbf{u}) = (f , \mathbf{u}).
\]  

The pressure term of (27) expresses the volumetric work of the hydrodynamic pressure, which vanishes in the incompressible limit and corresponds to the work of dilatation otherwise. (E.g.: the flow accelerating due to heat release.)

This can be shown by reformulating the continuity equation (3) as:

\[
\left( \frac{1}{\rho} (\partial_t \rho + \mathbf{u} \cdot \nabla \rho) , q \right) = - (q, \nabla \cdot \mathbf{u}).
\]

Testing (28) with \( q = p \) and introducing the notation of material derivative \( \frac{D\rho}{Dt} = \partial_t \rho + \mathbf{u} \cdot \nabla \rho \) gives the term:

\[
- (p , \nabla \cdot \mathbf{u}) = \left( \frac{1}{\rho} \frac{D\rho}{Dt}, p \right).
\]

Using the common interpretation of the material derivative, this expression indicates, that if the density of fluid particles change, the hydrodynamic pressure is doing work on the fluid. From (27) the temporal evolution of the
total kinetic energy in the domain \( \Omega \) is:

\[
\frac{1}{2} \frac{d}{dt} \| \rho u^2 \| = - (C (\rho, u), u) - \left( \frac{1}{\rho} \frac{D\rho}{Dt}, \rho \right) - (2\mu S^D (u), \nabla u) + (f, u).
\]

(30)

To study the effect of the discretization strategy on the kinetic energy transport we consider a non-reacting \( (\frac{D\rho}{Dt} = 0) \), inviscid \( (\mu = 0) \) flow without body force \( (f = 0) \) on a periodic domain. Thus the kinetic energy over the whole periodic domain is preserved by the convective operator if: \( (C (\rho, u), u) = 0. \)

We can prove that the skew-symmetric formulation of the convective term is kinetic energy preserving, by using (18) to get,

\[
(C_{skew} (\rho, u), u) = ((\rho u \cdot \nabla) u, u) + \left( \frac{1}{2} (\nabla \cdot (\rho u)) u, u \right)
= b (\rho u, u, u) - b (\rho u, u, u) = 0.
\]

(31)

For the EMAC formulation the proof is the following:

\[
(C_{emac} (\rho, u), u) = 2 \left( D (A) A, \frac{A}{\sqrt{\rho}} \right) + \left( (\nabla \cdot A) A, \frac{A}{\sqrt{\rho}} \right) - \left( \frac{1}{2} \nabla \| A \|_2^2, \frac{A}{\sqrt{\rho}} \right).
\]

(32)

The first term of (32) is transformed using (19) and the definition of the trilinear form,

\[
2 \left( D (A) A, \frac{A}{\sqrt{\rho}} \right) = \left( (\nabla A) A, \frac{A}{\sqrt{\rho}} \right) + \left( (\nabla A)^T \frac{A}{\sqrt{\rho}} \frac{A}{\sqrt{\rho}} \right)
= 2b \left( A, A, \frac{A}{\sqrt{\rho}} \right) = 2 \left( (A \cdot \nabla) A, \frac{A}{\sqrt{\rho}} \right)
= 2 \left( (A \cdot \nabla) \frac{A}{\sqrt{\rho}} \frac{A}{\sqrt{\rho}} \right) = 2b \left( A, \frac{A}{\sqrt{\rho}}, \frac{A}{\sqrt{\rho}} \right).
\]

(33)

Using (18) the second term of (32) is:

\[
\left( (\nabla \cdot A) A, \frac{A}{\sqrt{\rho}} \right) = \left( (\nabla \cdot A) \frac{A}{\sqrt{\rho}}, \frac{A}{\sqrt{\rho}} \right) = -2b \left( A, \frac{A}{\sqrt{\rho}}, \frac{A}{\sqrt{\rho}} \right).
\]

(34)
Finally the last term of (32) is zero on the periodic domain, as it is the volume integral of the gradient of a scalar. Thus the EMAC formulation is kinetic energy conserving: \((C_{emac}(\rho, u), u) = 0\).

4.2. Momentum

The linear momentum is defined as: \( M = \int_{\Omega} \rho u d\Omega \). To prove its conservation, we are testing (12) and (13) with \( v = \chi(e_i) \) and \( q = 0 \), where \( \chi(e_i) \) is a function such that:

\[
\chi(e_i) = \begin{cases} e_i & \text{on } \hat{\Omega}, \\ g & \text{on } S = \Omega \setminus \hat{\Omega}, \end{cases}
\]

where \( g \) is an arbitrary function satisfying zero boundary conditions, and \( \hat{\Omega} \) is a strictly interior subdomain. Testing with this function yields,

\[
(\partial_t (\rho u), e_i) + (C(\rho, u), e_i) - (p, \nabla \cdot e_i) + (\tau(u), \nabla e_i) = (f, e_i). \tag{36}
\]

The terms \((p, \nabla \cdot e_i)\) and \((\tau(u), \nabla \cdot e_i)\) vanish, as \( e_i \) is constant. Thus (36) simplifies to:

\[
\frac{d}{dt} (\rho u, e_i) + (C(\rho, u), e_i) = (f, e_i), \tag{37}
\]

and linear momentum is conserved if \((f, e_i) = 0\) and \((C(\rho, u), e_i) = 0\). Latter term in the skew-symmetric formulation is non-zero. Using (17), the definition of the trilinear form, and the fact that the derivatives of \( e_i \) are
zero, we get:
\[
(C_{skew}(\rho, u), e_i) = ((\rho u \cdot \nabla) u, e_i) + \left( \frac{1}{2} (\nabla \cdot (\rho u)) u, e_i \right)
= b(\rho u, u, e_i) + \frac{1}{2} ((\nabla \cdot (\rho u)) u, e_i)
= -b(\rho u, e_i, u) - \frac{1}{2} ((\nabla \cdot (\rho u)) u, e_i)
= -\frac{1}{2} ((\nabla \cdot (\rho u)) u, e_i) \neq 0,
\]
(38)
hence the skew-symmetric formulation does not conserve linear momentum.

For the EMAC formulation the momentum conservation is proven as follows,
\[
(C_{emac}(\rho, u), e_i) = 2 (D(A) A, e_i) + ((\nabla \cdot A) A, e_i) - \left( \frac{1}{2} \nabla |A|^2, e_i \right).
\]
(39)
The first term of (39) is rearranged using (17) and (19),
\[
2 (D(A) A, e_i) = ((\nabla A) A, e_i) + \left( (\nabla A)^T A, e_i \right)
= b(A, A, e_i) + b(e_i, A, A)
= -b(A, e_i, A) - ((\nabla \cdot A) A, e_i) - \frac{1}{2} ((\nabla e_i) A, A)
= -((\nabla \cdot A) A, e_i),
\]
(40)
which cancels the second term. While the third term of (39) is constant 0 on a periodic domain using integration by parts. Thus, it is proved the EMAC formulation conserves linear momentum: \( (C_{emac}(\rho, u), e_i) = 0 \).

4.3. Angular momentum

The angular momentum is defined as: \( M_x = \int_{\Omega} \rho \mathbf{u} \times \mathbf{x} d\Omega \), where \( \mathbf{x} \) is the position vector. We are testing (12) and (13) with \( \mathbf{v} = \chi (\phi_i) \) and \( q = 0 \), where \( \phi_i \equiv \mathbf{x} \times e_i \),
\[
(\partial_t (\rho \mathbf{u}), \phi_i) + (C(\rho, \mathbf{u}), \phi_i) - (p, \nabla \cdot \phi_i) + (\tau(\mathbf{u}), \nabla \phi_i) = (f, \phi_i).
\]
(41)
The pressure term vanishes since $\nabla \cdot \phi_i = 0$, and in inviscid cases without source terms the requirement for angular momentum conservation is $(C(\rho, u), \phi_i) = 0$, similarly to above. For the skew-symmetric formulation, using the same arguments as for (40) yields:

$$(C_{\text{skew}}(\rho, u), \phi_i) = -\frac{1}{2} ((\nabla \cdot (\rho u)) u, \phi_i) \neq 0, \quad (42)$$

thus the skew-symmetric formulation does not conserve angular momentum. For the EMAC formulation,

$$(C_{\text{emac}}(\rho, u), \phi_i) = 2 (D(A) A, \phi_i) + ((\nabla \cdot A) A, \phi_i) - \left(\frac{1}{2} \nabla |A|^2, \phi_i\right), \quad (43)$$

the last term is 0 by the same argument as for Linear momentum. The remaining terms can be transformed using (19), and (17),

$$(C_{\text{emac}}(\rho, u), \phi_i) = 2 (D(A) A, \phi_i) + ((\nabla \cdot A) A, \phi_i)$$

$$= b(A, A, \phi_i) + b(\phi_i, A, A) + ((\nabla \cdot A) A, \phi_i)$$

$$= b(A, A, \phi_i) + ((\nabla \cdot A) A, \phi_i)$$

$$= -b(A, \phi_i, A) = 0, \quad (44)$$

since $\nabla \cdot \phi_i = 0$. Thus, it is shown, that the EMAC operator conserves also angular momentum.

5. Numerical methods

This section introduces a low-dissipation discretization strategy for variable density flows in the low Mach number limit within the finite element context. It includes the spatial discretization of the governing equations, where the stabilization of the pressure in the momentum equation comes from the
numerical dissipation of the fractional step scheme [14], while stabilized-finite elements are used for scalar transport. An explicit third-order Runge-Kutta temporal scheme is used for the momentum and scalar transport.

5.1. Spatial discretization

Finite elements are used to construct the spatial discretization. The following piecewise linear subspaces are approximating the continuous subspaces: $V_{D,h} \subset V_D$, $V_{0,h} \subset V_0$, $Q_h \subset Q$, $E_{D,k,h} \subset E_{D,k}$, and $E_{0,k,h} \subset E_{0,k}$. The discretized problem is: find $u_{h}^{n+1} \in V_{D,h}$, $p_{h}^{n+1} \in Q_h$, and $\xi_{k,h}^{n+1} \in E_{D,k,h}$ such that:

\begin{align}
(\partial_t \rho_h , q_h) + (\nabla \cdot (\rho_h \mathbf{u}_h) , q_h) &= 0, \quad (45) \\
(\partial_t (\rho_h \mathbf{u}_h) , \mathbf{v}_h) + (C (\rho_h \mathbf{u}_h) , \mathbf{v}_h) - (p_h, \nabla \cdot \mathbf{v}_h) + (\tau (\mathbf{u}_h), \nabla \mathbf{v}_h) &= (f, \mathbf{v}_h), \quad (46) \\
(\rho_h \partial_t \xi_{k,h}, \eta_{k,h}) + (\rho_h \mathbf{u}_h \cdot \nabla \xi_{k,h}, \eta_{k,h}) + (\rho D_k \nabla \xi_{k,h}, \nabla \eta_{k,h}) + \sum_{e=1}^{n_{el}} \tau_e (\rho_h \mathbf{u}_h \cdot \nabla \xi_{k,h} + \nabla \cdot (\rho D_k \nabla \xi_{k,h}) - S_k, \mathbf{u}_h \cdot \nabla \eta_{k,h}) &= (S_k, \eta_{k,h}), \quad (47)
\end{align}

for all $(q_h, \mathbf{v}_h, \eta_{k,h}) \in Q_h \times V_{0,h} \times E_{0,k,h}$. Note, that the scalars are transported using the advective form, and stabilization is introduced where $n_{el}$ is the number of elements, and $\tau_e$ is a local timescale for the stabilization in accordance with Codina et al.[13]. The discretized equations are used in matrix form, hereafter,

\begin{align}
M \partial_t \mathcal{D} + D [\mathcal{D} \mathbf{U}] &= R_c, \quad (48) \\
M l \partial_t [\mathcal{D} \mathbf{U}] + K_m \mathbf{U} + \mathbf{G} \mathbf{P} &= R_m, \quad (49) \\
M D \partial_t \Xi_k + K_k \Xi_k &= R_k. \quad (50)
\end{align}
We use \( a, b \) for the node indices, and \( i, j \) for the space indices. The shape function of node \( a \) is \( N^a \). The following notation is adapted in matrix form:

\[
M^{ab} = (N^b, N^a) \text{ is the mass matrix of the elements, } \mathbf{D}_j^{ab} = (\partial_j N^b, N^a) \text{ is the discrete divergence operator, } \mathbf{G}_i^{ab} = -(N^b, \partial_i N^a) \text{ is the discrete gradient operator, and } I_{ij} = \delta_{ij} \text{ is the identity tensor, with } \delta_{ij} \text{ being the Dirac-delta.}
\]

\( \mathcal{D}, \mathbf{U}, \mathbb{P}, \) and \( \Xi_k \) stand for the matrices of density, velocity, pressure, and \( k \text{th scalar respectively.} \)

\[
K_m = K_m^{\text{CONV}} + K_m^{\text{VISC}} \text{ is the matrix of convective and viscous terms in the momentum equation. The viscous term is discretized as,}
\]

\[
K_m^{\text{VISC}}_{ij} = (\mathbf{\tau} (N^b), \nabla N^a) \delta_{ij}, \tag{51}
\]

while the convective term with the skew-symmetric and EMAC operators are respectively,

\[
K_m^{\text{CONV}}_{\text{skew}}^{ab}_{ij} = (\mathcal{D} \mathbf{U} \cdot \nabla N^b, N^a) \delta_{ij} + \frac{1}{2} ((\nabla \cdot (\mathcal{D} \mathbf{U})) N^b, N^a) \delta_{ij}, \tag{52}
\]

\[
K_m^{\text{CONV}}_{\text{emac}}^{ab}_{ij} = \sqrt{\mathcal{D}} \left[ (\mathbb{A}_h \cdot \nabla N^b, N^a) \delta_{ij} + (\partial_i N^b \mathbb{A}_h^j, N^a) \right. \tag{53}
\]

\[
+ \left. (\nabla \cdot \mathbb{A}_h) N^b, N^a) \right) \delta_{ij} - \frac{1}{2} (\partial_i \mathbb{A}_h^j N^b, N^a) \right].
\]

For the scalar transport, the convective and diffusive terms are represented by \( K_k = K_k^{\text{CONV}} + K_k^{\text{DIFF}} \) matrix similarly. The two terms are discretized as,

\[
K_k^{\text{DIFF}}^{ab} = \mathcal{D} \mathcal{D}_k \left( \nabla N^b, \nabla N^a \right)
\]

\[
- \left( \nabla (\mathcal{D} \mathcal{D}_k) \cdot \nabla N^b + \mathcal{D} \mathcal{D}_k \Delta N^b, \mathbf{\tau}_e \mathbf{U} \cdot \nabla N^a \right), \tag{54}
\]

\[
K_k^{\text{CONV}}^{ab} = \mathcal{D} \left( \mathbf{U} \cdot \nabla N^b, N^a \right) + \mathcal{D} \left( \mathbf{U} \cdot \nabla N^b, \mathbf{\tau}_e \mathbf{U} \cdot \nabla N^a \right). \tag{55}
\]
Note the stabilization terms are included in the matrix forms. The residuals of the equations are treated as,

\[ R_{c}^a = 0, \]  
\[ R_{m_i}^a = f_i N^a, \]  
\[ R_{k}^a = S_k \left( N^a + \tau_e \mathbf{U} \cdot \nabla N^a \right). \] 

5.2. Temporal discretization

The time integration of the discretised governing equations is done using the standard 3\textsuperscript{rd} order Runge-Kutta scheme. For scalars, the \( \ell \text{th} \) Runge-Kutta substep (\( \ell = 2..3 \)) is accomplished as:

\[ \Xi_{k}^n = \Xi_{k}^n + \delta t \left( MD^n \right)^{-1} \sum_{m=1}^{\ell} a_{\ell m} \left( -K_k^n \Xi_{k}^n + R_k^n \right), \] 

where \( \delta t \) is the time step. The complete time step uses the linear combination of the right-hand-sides of the substeps,

\[ \Xi_{k}^{n+1} = \Xi_{k}^n + \delta t \left( MD^n \right)^{-1} \sum_{\ell=1}^{s} b_{\ell} \left( -K_k^n \Xi_{k}^n + R_k^n \right). \] 

For the time marching of the velocity field, the fractional step method is incorporated in the Runge-Kutta steps. First the convective, viscous, and force terms are considered to calculate \( \mathbf{U}^{\ell,*} \),

\[ \mathbf{U}^{\ell,*} = \mathbf{U}^n + \delta t \left( M ID^n \right)^{-1} \sum_{m=1}^{\ell} a_{\ell m} \left( -K_m \left( \mathbf{U}^m, D^n \right) \mathbf{U}^m + R_m^n \right). \] 

Then, the pressure equation is solved utilizing the discrete continuity equation (48) thus ensuring mass conservation,

\[ D \left[ (MI)^{-1} \mathbf{G}^{\ell} \right] = \frac{1}{c_e \delta t} \left( D \left[ D^n \mathbf{U}^{\ell,*} \right] + M \partial_t D^{\ell} - R_{c}^{\ell} \right), \]
where $\Phi = P + O(\delta t)$ is the pseudo-pressure: a first order approximation of the pressure. Optionally the pseudo-pressure in the substep can be approximated using the method of Capuano et al.[20]. By omitting the solution of the Poisson equation (Eq.(62)) in the substeps, the computational time is reduced significantly. Finally the velocity field of the next substep is calculated as:

$$U^\ell = U^{\ell,*} - c_\ell \delta t (MID^n)^{-1} G\Phi^\ell.$$  \hfill (63)

The complete Navier-Stokes time step is calculated similarly using the linear combination of the right-hand-sides to obtain $U^{n+1,*}$. Note that the computed pseudo-pressure for the time-step ensures mass conservation.

$$U^{n+1,*} = U^n + \delta t (MID^n)^{-1} \sum_{\ell=1}^s b_\ell \left( -K_m \left( U^\ell, D^n \right) U^\ell + R_m^n \right),$$  \hfill (64)

$$D \left[ (MI)^{-1} G\Phi^{n+1} \right] = \frac{1}{\delta t} \left( D \left[ D^n U^{n+1,*} \right] + MI\partial_t D^{n+1} - R_c^{n+1} \right),$$  \hfill (65)

$$U^{n+1} = U^{n+1,*} - \delta t (MID^n)^{-1} G\Phi^{n+1},$$  \hfill (66)

where $a_{\ell m}, b_\ell$, and $c_\ell = \sum_m a_{\ell m}$ are the Runge-Kutta coefficients. The time derivative of the density is approximated based on the known values,

$$\partial_t D^{n+1} = \frac{D^n - D^{n-1}}{\delta t}.$$  \hfill (67)

### 5.3. Approximation of the discrete Laplacian

As the use of the discrete Laplacian $(D (MI)^{-1} G)$ is a rather expensive operation, the use of an approximated Laplacian can reduce substantially the computational cost of the algorithm. Hence, the Laplacian is approximated as:

$$D (MI)^{-1} G = L,$$

with

$$L^{ab} = - (\nabla N^b, \nabla N^a).$$  \hfill (68)
A stabilizing effect is introduced to the pressure equation by this approximation. Denoting the difference between the discrete and continuous operators with $B = D(\text{MI})^{-1}G - L$, and using the approximation in equations (62) and (65) for the pseudo-pressure,

$$L\Phi^\ell = \frac{1}{c_\ell\delta t} \left( D\left[D^nU^{\ell,*}\right] + M\partial_tD^\ell - R_c^\ell \right), \quad (69)$$

$$L\Phi^{n+1} = \frac{1}{\delta t} \left( D\left[D^nU^{n+1,*}\right] + \text{MI}\partial_tD^{n+1} - R_c^{n+1} \right). \quad (70)$$

Furthermore re-arranging (63) into:

$$D^nU^{\ell,*} = D^nU^\ell + c_\ell\delta t (\text{MI})^{-1}G\Phi^\ell, \quad (71)$$

re-introduced to (69) we obtain,

$$c_\ell\delta tL\Phi^\ell = D\left[D^nU^\ell + c_\ell\delta t (\text{MI})^{-1}G\Phi^\ell\right] - R_c^\ell, \quad (72)$$

$$M\partial_tD^\ell + D\left[D^nU^\ell\right] + c_\ell\delta tB\Phi^\ell = R_c^\ell. \quad (73)$$

Similarly for the time step,

$$M\partial_tD^{n+1} + D\left[D^nU^{n+1}\right] + \delta tB\Phi^{n+1} = R_c^{n+1}. \quad (74)$$

Codina & Blasco [21] showed that error introduced by $B\Phi^{n+1}$ is the same order as the pressure interpolation error: $O(h^{k+1})$, where $k$ is the order of the elements. Using the stabilization term in (28), yields a kinetic energy dissipation term of $(\delta tB\Phi, \Phi)$. Thus the stabilization term introduces an error of $O(\delta t h^{k+1})$ in the kinetic energy conservation.

5.4. Overview of the algorithm

The complete approach is summarised in Algorithm 1. The time step is calculated as the minimum of the time step of the scalar and the momentum.
equations. For the scalar equations, the standard CFL condition is applied, while the self-adaptive strategy of Trias & Lehmkuhl [22] is used for the momentum equations. Then the scalars are transported using stabilized finite elements, and the new velocity field is calculated with the fractional step method. For the momentum transport the convective operator is assembled according to (52) or (53) for the skew-symmetric and EMAC discretizations respectively using the density ($D^n$) of the previous time step, and velocity ($U^n$) of the substeps. There is no need to solve a transport equation for $A$. 
\[
t = t_0; \\
\textbf{while } t \leq t_f \textbf{ do} \\
\quad \text{Evaluate } \delta t; \\
\quad t = t + \delta t; \\
\quad \ell = 2; \\
\quad \Xi_k^1 = \Xi_k^n; \\
\textbf{while } \ell \leq s \textbf{ do} \\
\quad \text{Evaluate } \Xi_k^\ell \text{ using (59)}; \\
\quad \ell = \ell + 1; \\
\textbf{end} \\
\text{Evaluate } \Xi_k^{n+1} \text{ using (60)}; \\
\quad \ell = 2; \\
\quad U_1 = U^n; \\
\textbf{while } \ell \leq s \textbf{ do} \\
\quad \text{Evaluate } U_\ell,^* \text{ using (61)}; \\
\quad \text{Evaluate } \Phi^\ell \text{ solving (69) or approximate } \Phi^\ell \text{ [20];} \\
\quad \text{Evaluate } U_\ell^\ell \text{ using (63)}; \\
\textbf{end} \\
\text{Evaluate } U_n^{n+1,*} \text{ using (64)}; \\
\text{Evaluate } \Phi_n^{n+1} \text{ solving (70)}; \\
\text{Evaluate } U_n^{n+1} \text{ using (66)}; \\
\text{Evaluate } D_n^{n+1} \text{ using (1) and evaluate other material properties;}
\]

\textbf{Algorithm 1: Overview of the algorithm}
6. Numerical tests

The developed algorithm has been extensively tested in incompressible conditions. A set of dedicated test cases has been published in the recent work of Lehmkuhl et al. [14]. The included tests are: the inviscid and viscous Taylor-Green vortex, a turbulent channel flow, flow past a sphere, and flow around an Ahmed body. Using the inviscid Taylor-Green vortex, it has been shown, that the kinetic energy dissipation introduced by the numerical scheme is indeed scaling as $O(\delta t \, h^{k+1})$. It is important to note, that the same code is used in the present study by adding the scalar transport equations, and the state dependent material properties, and by including the $\partial_t D$ term in (69) and (70). Thus the results of Lehmkuhl et al. [14] are retained in the incompressible limit with the present formulation. This section presents three application cases with increasing complexity to evaluate the proposed low Mach number discretization strategy for thermally coupled flows subjected to chemical reactions. The first test case corresponds to an anisothermal turbulent channel flow at constant composition with a relatively low density ratio. The second case is a turbulent premixed flame, that is represented by the transport of a reactive scalar also referred as progress variable that describes the thermochemical state of the flame. Finally, the third case corresponds to a turbulent diffusion flame, where a passive scalar also referred as mixture fraction is added as an additional variable to the progress variable to account for the effects of fuel/air mixing. Further details of these modelling approaches and description of the subgrid terms required for LES are given in the corresponding subsections.
6.1. Anisothermal channel flow

The effect of density gradients is tested in an isolated manner with the anisothermal channel flow case of Toutant and Bataille [23] using LES with Favre-averaged quantities [1]. Fig.1 illustrates the domain, which has the dimensions $L_x = 2\pi h$, $L_y = 2h$, and $L_z = \pi h$ in the streamwise, wall-normal, and spanwise directions respectively, where $h = 1$ m was chosen as the channel half-height. Toutant and Bataille [23] showed, that the two point correlations diminish over these distances, and these dimensions can be considered adequate for the problem. The domain is periodic in the spanwise and streamwise directions.

Figure 1: Channel geometry

In this case, the only transported scalar is the temperature. The governing equation substituting (5) using Favre-averaged quantities is:

$$c_p\rho\partial_t \tilde{T} + c_p\rho \tilde{u} \cdot \nabla \tilde{T} + \nabla \cdot \left( - \left( \lambda + \frac{c_p\mu_{SGS}}{Pr_t} \right) \nabla \tilde{T} \right) = \frac{dP_0}{dt},$$

where $\lambda$ is the thermal conductivity, and $c_p = 1005 \frac{J}{kgK}$ is the specific heat. The material properties are representing realistic gas-like behaviour. The filtering of the continuity and momentum equations (3) and (4) is taken using a standard LES closure based on Boussinesq [1] with the subgrid scale turbulent viscosity given by Vreman [24]. Here, the model constant is set to
$C = 0.1$, as it is the value recommended by the author for complex cases. The
equation of state (1) is used with a specific gas constant of $R = \frac{R_u}{W} = 287 \text{ J kg}^{-1} \text{K}^{-1}$, the dynamic viscosity is set by Sutherland’s law: $\mu = \frac{T^{3/2}}{T+111} \cdot 1.461 \cdot 10^{-6} \text{ Pa} \text{s} \sqrt{K}$, the thermal conductivity is calculated using a constant molecular Prandtl number: $\lambda = \frac{\mu c_p}{T}$ with $Pr = 0.71$, and a turbulent Prandtl number of $Pr_t = 0.9$ is set as proposed by Toutant and Bataille [23].

The mean flow is induced by applying a constant artificial pressure gradient ($f_x$) in the $x$ direction. Following the convention of incompressible channel simulations the flow is characterised by the wall Reynolds number, however the material properties are evaluated at the corresponding wall temperature,

$$Re_w = \frac{\rho_w u_\tau h}{\mu_w}, \quad (76)$$

where "$w$" indicates the wall state ($\rho_w = \rho(P_0, T_w)$, $\mu_w = \mu(T_w)$), and $u_\tau$ is the friction velocity: $u_\tau = \sqrt{\frac{\langle \tau_w \rangle}{\rho_w}}$ with $\langle \tau_w \rangle$ being the mean wall shear stress calculated as:

$$\langle \tau_w \rangle = \frac{1}{\Delta t} \sum_{t_0}^{t_0+\Delta t} \frac{|F_{n,w,x}^n|}{A_w} \delta t^n, \quad (77)$$

where $F_{n,w,x}^n$ is the friction force exerted on the wall in the streamwise direction at time step $n$, $A_w$ is the wall surface, $\Delta t$ is length of the averaging interval, and $\delta t^n$ is the time step size.

The two walls have different wall Reynolds numbers for non-unity temperature ratios ($Tr$). The usual approach to reach different temperature ratios is keeping the cold wall at room temperature while increasing the temperature of the hot wall. If Sutherland’s law is applied, the viscosity at the hot wall increases, and the wall Reynolds number decreases. However, the cases can
be characterised by the average wall Reynolds number,

\[ Re_\tau = \frac{Re_{\tau,c} + Re_{\tau,h}}{2}, \]  

(78)

where "c" and "h" indicating the cold and hot walls respectively. There are numerous approaches in the literature for comparing different temperature ratios. The DNS database considered in this work imposes a volumetric force term such that the average wall Reynolds number is defined \( (Re_\tau = 395) \) [23]. The force term is expressed as:

\[ f_x = \frac{\tau_c + \tau_h}{2h} = \frac{Re_{\tau,c}^2 \mu_c^2}{\rho_c} + \frac{Re_{\tau,h}^2 \mu_h^2}{\rho_h}. \]

(79)

To calculate the force term in the \( Tr = 2 \) case, the two wall Reynolds numbers are taken \textit{a priori} from the DNS [23] as: \( Re_{\tau,c} = Re_{\tau,c}^{DNS} = 235 \) and \( Re_{\tau,h} = Re_{\tau,h}^{DNS} = 565 \). A structured hexahedral mesh is applied with homogeneous size in \( x \) and \( z \). The mesh is refined in the wall-normal direction according to:

\[ y_i = h \left\{ 1 + \frac{1}{\alpha} \tanh \left[ \text{atanh}(\alpha) \left( \frac{2i}{N_{ey}} - 1 \right) \right] \right\}, \quad i = 0..N_{ey}, \]

(80)

where \( N_{ey} \) is the number of elements in \( y \), and \( \alpha \) is a parameter expressing the level of refinement. A coarse and a fine mesh are considered to evaluate the effects of resolution on the discretization strategy and the parameters of relevance for each mesh are listed in Tab.1.

Finally, the temperature scaling is based on the wall heat flux \( (\dot{q}_w) \) and the friction temperature can be defined as:

\[ T_\tau = \frac{\dot{q}_w}{\rho_w c_p u_\tau}. \]

(81)
Figure 2: Comparison of mean and RMS properties of the case: $Re_{t} = 395, Tr = 2$ on the cold side, a: mean stream-wise velocity, b: stream-wise velocity RMS, c: wall-normal velocity RMS, d: span-wise velocity RMS, e: mean temperature ($T^+ = \frac{T_w - \langle T \rangle}{T_{\tau}}$), f: temperature RMS; squares: DNS of Toutant and Bataille [23] (truncated at $y^+ = 200$), dashed blue line: EMAC on coarse mesh, dotted orange line: skew-symmetric on coarse mesh, dash-dotted blue line: EMAC on fine mesh, solid red line: skew-symmetric on fine mesh
Figure 3: Comparison of mean and RMS properties of the case: $Re_\tau = 395$, $Tr = 2$ on the hot side, a: mean stream-wise velocity, b: stream-wise velocity RMS, c: wall-normal velocity RMS, d: span-wise velocity RMS, e: mean temperature ($T^+ = \frac{T_w - \langle T \rangle}{T_\tau}$), f: temperature RMS; squares: DNS of Toutant and Bataille [23] (truncated at $y^+ = 200$), dashed blue line: EMAC on coarse mesh, dotted orange line: skew-symmetric on coarse mesh, dash-dotted blue line: EMAC on fine mesh, solid red line: skew-symmetric on fine mesh.
Results for the mean and RMS profiles of the present LES simulations with the DNS of Toutant and Bataille [23] are shown in Figs. 2 and 3 for comparison. The plots indicate a good level of correlation overall with the reference data for the cold and hot sides of the channel. In particular, the results in the cold side are in good agreement for the first-order statistics (normalized streamwise velocity and temperature), while the second-order statistics show a higher dependency with the mesh resolution. On the hot side, the correlation with the reference data is substantially improved when compared to the cold side, and show less dependency on the resolution. The reason behind this different behaviour can be explained by the flow Reynolds number. The flow in the cold side is characterised by higher density than the hot side, and hence, it features a higher Reynolds number. As the mesh was constructed with the same refinement law along the wall-normal direction, the momentum and thermal boundary layer thicknesses are not as well resolved on the cold side as on the hot one. The results also indicate, that there are no significant differences between the skew-symmetric and the EMAC discretizations under these conditions. The wall Reynolds numbers predicted by the present work are listed in Tab.2, and they agree well with the DNS values in all cases.
<table>
<thead>
<tr>
<th></th>
<th>EMAC, coarse</th>
<th>Skew, coarse</th>
<th>EMAC, fine</th>
<th>Skew, fine</th>
<th>DNS[23]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cold</td>
<td>553 (-2.1%)</td>
<td>560 (-0.9%)</td>
<td>571 (+1.1%)</td>
<td>580 (+2.7%)</td>
<td>565</td>
</tr>
<tr>
<td>Hot</td>
<td>239 (+1.7%)</td>
<td>236 (+0.4%)</td>
<td>238 (+1.3%)</td>
<td>235 (0%)</td>
<td>235</td>
</tr>
</tbody>
</table>

Table 2: Wall Reynolds numbers on the hot and cold sides at different cases, and the relative error compared to DNS[23]

6.2. Turbulent premixed swirling flame

The second test case corresponds to a technically premixed turbulent flame in a swirl-stabilized bluff-body configuration also known as PREC-CINSTA burner. The operating point to be investigated corresponds to an equivalence ratio of $\phi = 0.75$ that burns in stable operation at Reynolds number $Re = 35000$ (based on the swirler outer diameter). Experimental measurements of this burner [25] and previous LES results [26] suggest the perfectly premixed assumption holds for this operating point and the burning of a homogeneous methane/air mixture can be considered to describe the reacting process. The flame exhibits a constant temperature ratio of $Tr \approx 6$ with fluctuations around the adiabatic unstretched value caused by turbulence/chemistry interactions. This test poses an additional degree of complexity as the density ratio is substantially increased respect to the previous case, and small fluctuations of density will appear influencing the turbulent burning velocity, which is the key element to be predicted here. Furthermore the heat release in the reacting layer causes thermal dilatation, that effectively acts as a volumetric momentum source through the $\partial_t \mathcal{D}$ term. The results available for this operating point correspond to mean and fluctuations of velocity, and those will be used for comparison with the proposed
discretization strategies.

The turbulent combustion model used for this problem is based on flamelet modelling. The governing equations of the problem in the context of LES using Favre-average filtering include the scalar equations for enthalpy ($\tilde{h}$), scaled progress variable ($\tilde{C}$), and its subscale variance ($C_v$), where the notation ($\tilde{\cdot}$) is used for density-weighted variables. The resulting system of equations for scalar transport reads:

$$\frac{\partial}{\partial t} \left( \rho \tilde{h} \right) + \nabla \cdot \left( \rho \tilde{h} \tilde{u} \right) + \nabla \cdot q = \frac{dP_0}{dt}, \quad (82)$$

$$\frac{\partial}{\partial t} \left( \rho \tilde{C} \right) + \nabla \cdot \left( \rho \tilde{C} \tilde{u} \right) + \nabla \cdot \Phi_C = \tilde{\omega}_C, \quad (83)$$

$$\frac{\partial}{\partial t} \left( \rho C_v \right) + \nabla \cdot \left( \rho C_v \tilde{u} \right) + \nabla \cdot \Phi_{C_v} = -\rho \chi_{SGS}^{C_v} - 2\Phi_{SGS}^{C_v} \cdot \nabla \tilde{C} + \tilde{\omega}_{C_v}, \quad (84)$$

where the filtered continuity and momentum equations, as well as the subgrid scale turbulent viscosity corresponds to the ones of the previous case. Here, the constant of the Vreman model is also set to $C = 0.1$, as before. The diffusive fluxes are:

$$q = -\rho \left( D + D_{SGS}^{\tilde{h}} \right) \nabla \tilde{h}, \quad \Phi_C = -\rho \left( D + D_{SGS}^{\tilde{C}} \right) \nabla \tilde{C},$$

$$\Phi_{C_v} = -\rho \left( D + D_{SGS}^{\tilde{C}} \right) \nabla C_v.$$ The subscale Schmidt number is: $Sc_{SGS}^{C_v} = 0.7$.

The flamelet database was generated with the GRI3.0 mechanism [27] using a single unstretched adiabatic premixed flamelet at the global equivalence ratio of $\phi = 0.75$. In this case the $\beta$-FPDF was applied on the scaled progress variable to account for turbulence-chemistry interaction [28].

The computation domain and measurement locations are presented in Fig.4. The domain includes the plenum, swirler and combustion chamber. A hybrid mesh of 4M DoF is applied with boundary layer refinement on the walls and tetrahedral mesh in the bulk flow. The base mesh size is 1.5 mm with 1 mm refinement in the combustion chamber up to 55 mm from the
swirler outlet. Another refinement region with mean mesh size of 0.5 mm is enclosing the reacting layers. For this problem a single and optimised mesh is used to evaluate the low Mach discretization strategy and the two discretization strategies for the convective term.

The numerical results are compared to the measurements of Meier et al.[25] and are shown in Fig.5 and Fig.6 for analysis. The results indicate the proposed discretization strategy with the two convective term operators provide reasonably good correlation with the experimental data. At upstream locations, the mean values of the three components of the velocity match fairly well the measurements, see first column of Fig.5. The flow in this location, is highly influenced by the anchoring of the flame between the central and corner recirculation zones. The flame is located within the refinement region, and the prediction of velocity is in good agreement. As the flow develops downstream and the mesh is coarsened, the differences between the results
with the two operators increase. The case with EMAC discretization predicts better the magnitude of the reverse flow of the central recirculation zone, and also the peak values of the axial velocity at the two downstream locations, see Fig.5 a,b. However, the trends are well predicted by the two operators and show the validity of the proposed low dissipation strategy to solve complex reacting flows. The fluctuating components show the impact of the discretization of the convective term more clearly. While the predicted RMS values at the upstream location are rather similar, the impact of the EMAC discretization at downstream locations is evident, see Fig.6. The EMAC approximation, with enhanced conservative properties with respect to the skew-symmetric operator, show better prediction of the Reynolds stresses in regions with lower resolution.

The relation between the presence of heat release and the worse performance of the skew-symmetric operator can be better understood considering (38). The error in momentum conservation is proportional to \(-\nabla \cdot (\rho \mathbf{u})\), which is equal to \(\partial_t \rho\) in accordance with mass conservation. Thus in the presence of unsteady reacting layers (\(|\partial_t \rho| \gg 0\)), the error introduced by the skew-symmetric discretization is magnified. The EMAC discretization does not have this error. This difference between the two operators is apparent in the downstream measurement locations.

6.3. DLR-A non-premixed jet flame

The final case for validation corresponds to a turbulent jet diffusion flame in a low-velocity coflow. This case incorporates certain aspects of the previous case, as it requires solving a reacting flow field subjected to density variations caused by heat release. However in this case, these variations
Figure 5: Comparison of mean velocity profiles in the PRECCINSTA burner at three axial locations: $x \in \{2.5, 15, 35\}$ mm; a: mean axial velocity, b: mean radial velocity, c: mean tangential velocity; squares: measurement of Meier et al. [25], dash-dotted blue line: EMAC, solid red line: skew-symmetric
Figure 6: Comparison of RMS velocity profiles in the PRECCINSTA burner at three axial locations: $x \in \{2.5, 15, 35\}$ mm; a: axial velocity RMS, b: radial velocity RMS, c: tangential velocity RMS; squares: measurement of Meier et al. [25], dash-dotted blue line: EMAC, solid red line: skew-symmetric
are caused by differences in fuel/air concentration and mixing, so different
burning and combustion characteristics are expected in this problem. While
in the previous case, the density variation is function of the progress vari-
able ranging from unreacted to fully reacted mixture, the density is direct
function of the fuel/air ratio and the progress variable in this problem. In
diffusion-dominated conditions, composition variations can be described by
the use of an additional transport equation, that is the mixture fraction.
Note that fluctuations of mixture fraction are expected to play an impor-
tant role here as the thermochemical state of the flow is characterised by
two controlling variables. This test represents the second fundamental type
of regime found in combustion applications, and it has great relevance in
practical applications.

The test case considered here is the well-established DLR-A jet flame
for which reliable experimental data was generated by DLR and Sandia
Labs. [29]. This is a turbulent round jet of a fuel mixture of CH\textsubscript{4}/H\textsubscript{2}/N\textsubscript{2}
burning in a low-velocity air coflow. The fuel nozzle has a diameter of 8 mm,
the jet is composed of 22.1\% CH\textsubscript{4}, 33.2\% H\textsubscript{2}, and 44.7\% N\textsubscript{2} by volume, and
is supplied at a Reynolds number of 15200. The temperature ratio at stoii-
chiometric conditions is \( T_r_{st} = 7 \), which is quite similar to the previous case,
though this temperature changes also with the mixture fraction to account
for fuel/air mixing. The results available for this operating point correspond
to mean and fluctuations of velocity, mixture fraction and temperature, and
those will be used for comparison with the proposed discretization strategies.

A flamelet model based on diffusion flamelets is used to describe the
combustion process in this case, and the filtered scalar transport equations
to be solved along with Eqs. (3) and (4) reads:

\[ \partial_t (\rho \tilde{h}) + \nabla \cdot (\rho \tilde{h} \tilde{u}) + \nabla \cdot q = \frac{dP_0}{dt}, \]  
(85)

\[ \partial_t (\rho \tilde{Z}) + \nabla \cdot (\rho \tilde{Z} \tilde{u}) + \nabla \cdot \Phi_Z = 0, \]  
(86)

\[ \partial_t (\rho Z_v) + \nabla \cdot (\rho Z_v \tilde{u}) + \nabla \cdot \Phi_{Z_v} = -\rho \chi_{SGS} - 2 \Phi_Z^{SGS} \cdot \nabla \tilde{Z}, \]  
(87)

\[ \partial_t (\rho \tilde{Y}_c) + \nabla \cdot (\rho \tilde{Y}_c \tilde{u}) + \nabla \cdot \Phi_{Y_c} = \bar{\omega}_{Y_c}, \]  
(88)

where \( h, Z, Z_v, \) and \( Y_c \) are the enthalpy, filtered mixture fraction, subscale mixture fraction variance, and filtered progress variable respectively, with diffusive fluxes: 

\[ q = -\rho (D + D^{SGS}) \nabla \tilde{h}, \quad \Phi_Z = -\rho (D + D^{SGS}) \nabla \tilde{Z}, \quad \Phi_{Z_v} = -\rho (D + D^{SGS}) \nabla \tilde{Z}_v, \quad \Phi_{Y_c} = -\rho (D + D^{SGS}) \nabla \tilde{Y}_c. \] 

The molecular diffusivity is \( \rho D = \frac{\lambda}{c_p} \) assuming unity Lewis number, and \( \rho D^{SGS} = \frac{\mu_{SGS}}{S_{SGS}} \) is the subscale diffusivity, where the subscale Schmidt number is constant: \( S_{SGS} = 0.7. \)

The subscale mixture fraction variance has a dissipation term: \( \chi_{Z_v}^{SGS} = 2 \tilde{Z}_v \tau_t \) associated with the time scale of the subgrid turbulence: \( \tau_t = \left( C_\epsilon \nu_t \frac{|S|^2}{\Delta^2} \right)^{-1/3} \) where \( C_\epsilon = 3.24 \) is a modelling constant of the subgrid model, \( \nu_t \) is the subgrid viscosity, \( S \) is the strain rate tensor, and \( \Delta \) is the element size.

Opposing diffusion flamelets are computed using the GRI3.0 mechanism [27] for generating the flamelet tables. The turbulence-chemistry interaction is considered with \( \beta \)-function as the Filtered Probability Density Function (FPDF) of the mixture fraction. The necessary material properties, and the source term of the progress variable are integrated with the FPDF a-priori and tabulated as function of \( \tilde{Z}, Z_v, \) and \( \tilde{C} = \frac{\tilde{Y}_c - \tilde{Y}_c^0(\tilde{Z}, Z_v)}{\tilde{Y}_c^{eq}(\tilde{Z}, Z_v)} - \tilde{Y}_c^0(\tilde{Z}, Z_v), \) where \( \tilde{C} \) is the scaled progress variable, \( \tilde{Y}_c^0 \) and \( \tilde{Y}_c^{eq} \) are the minimum and maximum of progress variable at given \( \tilde{Z} \) and \( Z_v. \)

Two unstructured meshes are used to simulate this case, named coarse
Figure 7: DLR-A jet flame measurement locations, the jet is visualized with temperature iso-lines: $T \in \{800, 1000, 1200, 1600, 1800, 2000\}$K on the fine mesh using EMAC discretization and fine. The jet axis is in the $x$ direction. A zoomed section of the computational domain with iso-contours of temperature are shown in Fig.7 along with the studied measurement locations. This section of interest corresponds to the refinement region in the two meshes. The main properties of the two meshes are listed in Tab.3. The coarse one is a rectangular domain, with a width of 1.4 m and a length of 2 m. A fully tetrahedral unstructured mesh is applied in this case, an element size of 60 mm is set in the far field, the mesh around the jet is refined in 3 steps, with a mesh size of 4 mm up to $x/D = 125$, 2 mm up to $x/D = 45$, and 1 mm up to $x/D = 22.5$. The refinement regions are following the expected jet spreading angle.

The fine mesh has a reduced domain size with a width of 0.24 m and a length of 0.48 m. Up to $x/D = 30$ the mesh is extruded from the plane of the inlet with a size of 0.5 mm in the axial direction. The remaining part ($x/D > 30$) is a buffer region with unstructured mesh. The inlet plane is meshed with a base size of 5 mm, it has a refinement region with a 0.06 m
radius with a size of 1 mm, that decreases to 0.25 mm in the vicinity of the nozzle.

<table>
<thead>
<tr>
<th></th>
<th>$\Delta_{\text{axial}}$</th>
<th>$\Delta_{\text{radial}}$</th>
<th>DoF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse</td>
<td>1.0 mm</td>
<td>1.0 mm</td>
<td>970k</td>
</tr>
<tr>
<td>Fine</td>
<td>0.5 mm</td>
<td>0.2 .. 1.0 mm</td>
<td>6.9M</td>
</tr>
</tbody>
</table>

Table 3: DLR-A jet mesh size

In order to ensure the correct boundary conditions using the two meshes, the same surface mesh is applied for the fuel inlet in the two cases, so that the same turbulent boundary condition is imposed. The center of the inlet is meshed with a size of 0.2 mm and is refined near the edge of the inlet. The synthetic turbulent inlet strategy of [30] is adapted. In an a priori sensitivity study, we found the adequate turbulent length scale to be 3.5% of the diameter. A fully developed turbulent pipe flow profile is imposed for the mean and RMS values. The mean profile is reconstructed from the log-law using second order continuous polynomial interpolation in the core and buffer regions, while the RMS profiles are taken from the DNS data of [31].

The results of the present LES calculation with comparison of the measurement data of Meier et al. [29] are shown in Fig.8 and Fig.9 for analysis. The results show similar trends as those observed in the previous cases, but with more clear evidence of the influence of the discretization of the convective term. The results using the EMAC operator have shown improved predictions for fluctuating quantities, but also for mean values in this case. At upstream locations ($x/D = 5$) the axial velocity and mixture fraction are
Figure 8: Comparison of mean profiles in the DLR A jet flame at three axial locations: $x \in \{5D, 10D, 20D\}$; a: mean axial velocity, b: mean mixture fraction, c: mean temperature; squares: measurement of Meier et al.[29], dashed blue line: EMAC on coarse mesh, dotted orange line: skew-symmetric on coarse mesh, dash-dotted blue line: EMAC on fine mesh, solid red line: skew-symmetric on fine mesh
Figure 9: Comparison of RMS profiles in the DLR A jet flame at three axial locations: $x \in \{5D, 10D, 20D\}$; a: axial velocity RMS, b: mixture fraction RMS, c: temperature RMS; squares: measurement of Meier et al.[29], dashed blue line: EMAC on coarse mesh, dotted orange line: skew-symmetric on coarse mesh, dash-dotted blue line: EMAC on fine mesh, solid red line: skew-symmetric on fine mesh
in good agreement with experimental data. Jet penetration and spreading are well captured at this distance, which results in an accurate prediction of the temperature. The impact of the mesh resolution for EMAC at this axial location is quite low, though it becomes more relevant at downstream locations. In this test case, the EMAC discretization is clearly superior on both meshes. The mean profiles are predicted considerably well even on the coarse mesh except the edge of the jet at the $x/D = 10$ axial location (Fig.8). The refinement corrects this discrepancy, and improves the RMS values (Fig.9). The skew-symmetric operator is found to be quite sensitive to the mesh resolution, but the results even with the fine mesh are still poor compared to those with EMAC, see Fig.8 a,b. At more downstream locations, see Fig. 8 at $x/D = 10$ and $x/D = 20$, the same trend is maintained and the penetration of the jet is better predicted by EMAC. As the axial velocity exhibits a fast decay when using the skew-symmetric approximation, the mixture fraction deviates substantially from the reference values with flattened profiles. This results in large over-predictions of the flame temperature and jet spreading. The results using EMAC show an excellent correlation of velocity and mixture faction at all locations for mean and fluctuating quantities, and therefore predicts all flow parameters better.

Analysing the momentum conservation of the skew-symmetric operator in this case gives further insight on this issue. The jet shows self similar properties in the measurement for axial velocity and mixture fraction. These two properties are also similar to each other in the studied locations for the measurement and the EMAC operator (Fig.8 a,b). However the fluctuating heat release in the reacting layer surrounding the jet induces the momentum
loss in the skew-symmetric case. The discrepancies in the mixture fraction profile are a consequence of the error in velocity, thus the similarity between the two quantities is broken.

7. Conclusions

In this study, we present a low-dissipation finite element scheme for low Mach number flows in the context of large-eddy simulation using an explicit third order Runge-Kutta method in conjunction with appropriate subgrid models.

The low Mach number approximation of the Navier-Stokes equations have been introduced in the weak form. We derived the energy, momentum, and angular momentum conserving formulation of the non-linear term of the momentum equation for variable density flows. The symmetry properties of the original incompressible implementation are preserved by introducing a change of variables: $A \equiv \sqrt{\rho} u$. The conservation properties of the EMAC and the well-known skew-symmetric operator are derived for specific test conditions, where mass conservation is not strictly imposed. As postulated, by writing in terms of $A$, the EMAC formulation preserves its conservative properties for variable density flows.

The complete spatio-temporal discretization scheme using finite elements and explicit time integration is presented. We exploit the stabilizing effect introduced by using an approximate Laplacian to stabilize the pressure equation. Otherwise no additional stabilization is introduced for the mass and momentum conservation. The error of kinetic energy conservation is of order $O(\delta t h^{k+1})$, thus dissipation is limited.
The strategy has been tested on three physical problems: a fully developed anisothermal channel flow, a premixed swirling flame, and a non-premixed jet flame. Both the skew-symmetric and the EMAC operators perform well in the anisothermal channel flow. The difference between the two strategies is minor. In general we observe higher discrepancies on the cold side, where the Reynolds number is higher, since a symmetric mesh is applied. Mesh refinement is shown to improve the results with both operators.

In the reacting cases, the EMAC discretization clearly performs better. It captures well both the velocity peaks and the central recirculation zone of the swirling flame. The skew-symmetric strategy produces high discrepancies in these locations, and it consistently underpredicts the fluctuations. In general it appears to give a more diffusive solution. In the DLR-A jet flame the level of complexity of the problem is increased. The results with the EMAC operator agree very well with the measurements, and mesh refinement leads to a clear improvement. On the other hand the error introduced by the skew-symmetric formulation breaks the relationship between the scalar and velocity fields of the jet, thus the error in the fluctuating properties is less deterministic.

Overall the proposed low-dissipation scheme with the EMAC discretization shows good agreement with the reference data in all test cases. The benefit of using the EMAC discretization with respect the classical skew-symmetric is more relevant in the reacting cases. We postulate this is caused by the lack of volumetric source term in anisothermal channel flow case. Specifically the heat release from combustion causes high density variations.
in a Lagrangian frame of reference, this effect is lacking in the channel case, where the density of a fluid particle is primarily modified by molecular and subgrid thermal diffusion. To conclude, in all three cases the performance of the proposed strategy is rather good and it has been capable of reproducing the results with excellent accuracy outperforming the classical skew-symmetric approach.
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