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Abstract. The co-simulation methods considered here are based on the idea of splitting an 
overall model into different subsystems; the subsystems are then simulated as a coupled 
problem. Such an approach can be used advantageously for analyzing complex problems, for 
example the simulation of systems including different physical disciplines so that different 
specialized solvers have to be coupled in time domain. Another possible application of co-
simulation methods, which is discussed here, concerns the parallelization of a 
monodisciplinary model. 
 
 
1 INTRODUCTION 

Co-simulation or solver coupling methods are used in various fields of applications. 
Examples can be found in [1] and [2]. The basic idea of co-simulation is to decompose an 
overall system into coupled subsystems. The formulation of the coupling conditions between 
the two subsystems depends on the considered problem. In the case of mechanical systems, 
coupling may be achieved by cutting through joints or by cutting through elements 
representing a physical force (torque). This leads to a coupling by reaction forces/torques 
[3][4] (constraint coupling) or to a connection by applied forces/torques (applied-force 
coupling). Co-simulation methods may further be subdivided into force/force-, 
force/displacement- and displacement/displacement-coupling approaches [5]. In this 
contribution, a force/force-decomposition approach is used and the subsystems are connected 
by nonlinear spring/damper-elements. 

The methods presented here are weak coupling approaches, which implies that each 
subsystem is solved independently from the other subsystems within a macro-time step. 
Information (i.e. coupling variables) is only exchanged between the subsystems at certain 
communication-time points. The unknown coupling variables are approximated 
(extrapolated/interpolated) in the subsystems within a macro-time step. The separate 
integration of the subsystems is the crucial point for parallelizing the computation. 

In this manuscript, two different numerical methods for solving the coupled problem are 
examined: an explicit co-simulation technique and a semi-implicit integration scheme. The 
semi-implicit method is based on a predictor/corrector procedure, where the corrector step is 
carried out only once. 
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2 CO-SIMULATION METHODS 
To investigate the performance of the explicit and the semi-implicit co-simulation 

approach with regard to computation time, we use a nonlinear, large-scaled test model, which 
is described in the following subsection. 

2.1 Nonlinear test model 
One requirement for the test model is that it is straightforward to scale with respect to the 

number of degrees of freedom and with regard to the number of subsystems. Therefore, a 
series of  masses connected by nonlinear spring/damper-elements is used as test model. 

Denoting the displacements of the oscillator-masses by the displacement coordinates  
and the corresponding velocities by , we obtain a system of 2 ordinary differential 
equations of the form  

    
            

     
    

 
     

     
     

    

(1) 

with   1. . . . We assume that the chain is fixed at both ends (       0). The system parameters are the masses , the linear stiffness coefficients , the 
linear damping coefficients , the nonlinear stiffness coefficients  and the nonlinear 
damping coefficients . The values of the parameters used for the simulations are given in 
Table 1. 

Table 1: Model parameters 

 1.07   1.0  1.09  1.0-4  1.0 
  

Figure 1: Nonlinear test model 
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2.2 Decomposition of the test model 

As mentioned above, the overall system is split into coupled subsystems by a force/force-
decomposition approach [5]. This is achieved by cutting through certain nonlinear 
spring/damper-elements and by using the corresponding forces as coupling variables. The 
number of subsystems  is arbitrary, but usually it is much smaller than the number  of 
degrees of freedom of the overall system. 

The set of  equations of motion for a subsystem reads as 

	  	  

	  	
	  	  	   	

	  	  	   	
	  	  	  

 	
	  	  	   	

	  	  	   	
	  	  	 

 

 	
	  	  	   	

	  	  	   	
	  	

	  

(2) 

with   1. . .  and 	  	  	  	  	  	  	  	  0. 
The coupling forces are denoted by 	  and 	 ; they are only required for the coupling 
bodies (  1 and   ) and are set to zero for the remaining bodies ( 	  ⋯  	  0).  

The coupling condition for two adjacent subsystems  and  reads (assuming that body  
of subsystem  is coupled with body 1 of subsystem ) 

	 ≔ 	  	  	  	   	  	  	   	  	  	 
 	  	  	   0 

(3) 

with the coupling force 	  	  	 , the coupling parameters 	 	, 	 	, 	  and 	  and the state variables of the two coupling bodies. 

Figure 3: Coupling of two adjacent subsystems  and  

Figure 2: Arbitrary subsystem L 
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2.3 Explicit co-simulation scheme 

To solve the decomposed system as a coupled problem by using an explicit co-simulation 
method, the time interval is discretized with a macro-time grid. The macro-step size ℎ is 
chosen to be constant. Within an arbitrary macro-step from  to     ℎ, each 
subsystem is integrated using extrapolation (interpolation) polynomials to approximate the 
coupling forces. After the subsystem integrations, the resulting states of the coupling bodies 
are substituted into the coupling condition to obtain the coupling force at the new macro-time 
point  (update of the coupling variables). The explicit co-simulation method has the 
advantage that a repetition of the macro-step is not necessarily required if a constant macro-
step size is used. This may be a crucial point, if commercial subsystem solvers are used which 
often do not allow solver reintialization. 

2.4 Semi-implicit co-simulation scheme 

A detailed description of the implemented semi-implicit co-simulation procedure can be 
found in [6]. The basics of the approach are only briefly explained next.  

The macro-time grid is assumed to be equidistant (macro-step size ℎ  .). As 
mentioned above, the presented semi-implicit co-simulation method is based on a 
predictor/corrector approach with only one corrector step. An arbitrary co-simulation step 
from  to  is explained in the following subsections. 

2.4.1 Predictor step 

Within the predictor step, each subsystem is integrated twice from  to : firstly with 
predicted (extrapolated) coupling variables (coupling forces)  ( 	  	  	 ) and 
secondly with perturbed predicted coupling variables  ( 	  	  	 ). Note that 
for the reason of a concise representation, the subsystem indeces have been ommitted. The 
perturbed coupling variables are obtained by adding a small, user-defined perturbation to the 
predicted coupling variables, i.e.     Δ. 

With the predicted state variables  and the perturbed predicted states  at , the 
partial derivatives of the states with respect to the coupling variables can be approximated by 
finite differences 

   lim→
  Δ  Δ ≈   Δ 	. (4) 

Note that partial derivatives only have to be calculated for the coupling bodies. 

2.4.2 Corrector step 

The approximated partial derivatives obtained in the predictor step are utilized to compute 
improved (corrected) coupling variables. Therefore, the coupling condition (3) is considered 
as a function of the coupling variable  at  and expanded in a Taylor series. Choosing  
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as expansion point and neglecting higher-order terms , one obtains the linearized 
coupling condition 

 ≔       

     	  	     	  	    	  	 

  	  	 
 

 1    	
 

   	
 

  	  	
 

   	
 

 

3	 	  	   	
 

   	
 

 

3	 	  	   	
 

   	
 

     0		. 

(5) 

Solving equation (5) for the coupling variable  yields the corrected coupling force . In 
general, the predicted state variables and the predicted coupling force will not fulfill the 
coupling condition. The corrected coupling force (together with the corrected state variables), 
however, fulfills at least the linearized coupling condition (5). The subsystem integration 
within the corrector step is carried out by interpolating the coupling variables and making use 
of the corrected coupling forces . 

The corrected state variables together with the corrected coupling force will in general not 
fulfill the nonlinear coupling conditions. To achieve consistent coupling forces, an update of 
the coupling forces at  is useful. Therefore, the corrected state variables of the coupling 
bodies are substituted into the coupling condition (3) in order to calculate updated coupling 
forces. 

2.5  Subsystem solver 

The subsystems are solved with the IDA solver from the SUNDIALS (Suite of Nonlinear 
and Differential/Algebraic Equation Solvers) package [7]. This implicit DAE solver is based 
on a variable-order variable-coefficient BDF implementation combined with either direct 
(sparse) or iterative methods for solving the linear system within the Newton iteration. For the 
present studies, the direct sparse linear solver is used. 

2.6  Parallelized computation 

Within a macro-step, each subsystem is integrated independently. Exchange of information 
takes only place before or after the integration processes. Therefore, all subsystems can be 
solved in parallel. The simulations have been carried out on a cluster so that all subsystem 
integrations could be fully parallelized. 
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Applying a parallel implementation, the simulation time is usually strongly reduced. The 
computation time for the co-simulation can be estimated by  

 ≈   								or								 ≈ 2   		,	 (6) 

where  denotes the computation time of the monolithic model and  the number of 
subsystems.  represents the scaling factor of the computation time of the multibody 
implementation with respect to the number of degrees of freedom. For typical multibody 
systems, the value of  is between one and three, depending on the formulation of the 
equations of motion and the solving strategy. The overhead caused by the synchronization of 
parallel threads and additional calculations due to the co-simulation approach (e.g. solving 
equations (4) and (5) for the semi-implicit method) is summarized in the parameter . The 
formula for  implies the assumption that the overall system is split into similar subsystems 
so that the integration times for the different subsystems are similar.  
 

3 SIMULATION RESULTS 
In order to compare the co-simulation results with a reference solution, the normalized root 

mean square error (NRMSE) is computed for the state variables of the coupling bodies. The 
reference solution has been obtained by solving the monolithic model with a relative and 
absolute error tolerance of 1.0-12. 
  

Figure 4: Parallelization scheme: a) explicit co-simulation and b) semi-implicit co-simulation 
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3.1 Convergence Analysis 
The convergence behavior of the co-simulation methods is investigated by varying the 

(constant) macro-step size and by evaluating the local error of the coupling bodies. The test 
model used for the convergence analysis consists of   144 bodies and it is split into  48 equally sized subsystems. The model parameters are listed in Table 1. The analyses have 
been carried out for different approximation orders  of the coupling force. Also, two 
different error tolerances of the subsystem solver have been analyzed. 

Fig. 5 shows the local error of the coupling bodies on position level. Two different 
subsystem error tolerances have been used, namely 1.0-12 (a) and 1.0-6 (b). The local 

Figure 6: Convergence analysis for the explicit co-simulation with different subsystem 
error tolerances:  a) 1.0-12 and b) 1.0-6 

Figure 5: Convergence analysis for the semi-implicit co-simulation with different subsystem 
error tolerances:  a) 1.0-12 and b) 1.0-6 
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error of the co-simulation with the subsystem error tolerance 1.0-12 shows a convergence 
order of ℎ . Errors with a magnitude of less than 1.0-12 are not resolved here because 
of the limited accuracy of the reference solution (tol  1.0-12). The local error of the 
velocities (not shown here) converges with ℎ . The results on the right hand side of Fig. 
5 are influenced by inaccuracies of the subsystems solver. For small macro-step sizes, the 
order of interpolation becomes less relevant, because the subsystem solver takes usually only 
one integration step within each macro-step. The arrows indicate the point at which the 
macro-steps are of the same magnitude as the micro-steps (subsystem solver steps). Since the 
micro-step size is limited by the macro-step size here, the subsystem accuracy increases for 
small macro-step sizes. 

The explicit co-simulation method shows a similar convergence behavior (Fig. 6) as the 
semi-implicit co-simulation approach. 

3.2 Analysis of the computation time 
The benefit of a parallel implementation with a co-simulation strategy can clearly be seen 

in the simulation of large-scaled models. Fig. 7 shows the computation times of models with a 
varying number of degrees of freedom; the plot has been generated with an explicit co-
simulation method. The coupling forces were approximated by polynomials of order two. The 
co-simulation was carried out using a different number of subsystems. The black dashed line 
shows the resulting computation time of a monolithic simulation. The macro-step size was set 

to 5.0-6 so that the numerical error of the co-simulation is of the same magnitude as the error 
of the monolithic simulation. Because of the simple structure of the test model, the system 
matrix is very sparse. Therefore, the computation time scales almost linear with the number of 
degrees of freedom. The curves in Fig. 7 show that a co-simulation with seven subsystems 
reduces the computation time by over 33% compared to the monolithic simulation. A co-
simulation with 127 subsystems turns out to be 16 times faster than the monolithic simulation. 
In a further study, not presented here in detail, a model with 2 million degrees of freedom was 
analyzed. Applying a semi-implicit co-simulation with 287 subsystems reduced the 
computation time by a factor of 120 compared to the monolithic simulation. 

Figure 7: Computation time, explicit co-simulation 
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4 CONCLUSIONS 
An explicit and a semi-implicit co-simulation approach have been used in order to 

parallelize a nonlinear dynamical model. The convergence behaviour of the two co-simulation 
methods has been investigated. It has been shown that the parallel implementation based on a 
solver coupling approach may significantly reduce the computation time compared to a 
monolithic model without increasing the numerical error markedly.  
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