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Abstract 

The Internet data traffic constant growth caused by the popularization of cloud services, 

mobile and social networks, demand changes to the networks in order to enable scalable 

growth in traffic volume, while supporting a high level of dynamic connectivity, full 

flexibility, reduced end-to-end latency and increased energy-efficiency. Cost-effective and 

energy efficient solutions for flexible network subsystems are also required to provide 

future sustainable networks. This thesis is focused on pushing the current state of the art of 

metro and access networks to provide a new flexible infrastructure supporting 5G services. 

To achieve that objective, it is presented cost-effective and flexible all-optical commutation 

nodes—reconfigurable add/drop multiplexer (ROADM) and optical cross-connect 

(OXC)—and transceivers that can be remotely managed by a software defined networking 

(SDN) controller, able to satisfy the requirements of future converged metro-access 

networks. Network simulations are conducted to prove the capabilities of presented 

solutions as network elements for different traffic conditions. Benefits of proposed 

solutions are the usage of off-the-shelf components, reduced cost, pay-as-you-grow, low 

response time, reduced power consumption and coexistence with legacy systems.  

This thesis also investigates experimentally new modulation formats that can triple the 

current transmission data rate in both metro and access networks, while simultaneously 

reducing the total power consumption, using low-cost commercial devices. Thanks to that, 

the use of investigated modulation can also be extended to mobile fronthaul and data center 

(DC) networks, where cost and power consumption are key parameters as well. 

Specifically, alternative 5G multicarrier modulation formats—filter bank multicarrier 

(FBMC), universal filtered multicarrier (UFMC) and generalised frequency division 

multiplexing (GFDM)—and orthogonal frequency division multiplexing (OFDM) are 

assessed and compared for a high-layer split fronthaul scenario. Non-orthogonal multiple 

access (NOMA) combined with multi-band carrierless amplitude phase modulation (MB-

CAP) is proposed and evaluated for high-capacity passive optical networks (PONs) and 

DC optical interconnects. Finally, it is also demonstrated the convergence of wireless 

NOMA-CAP waveform and PAM-4 wired signal in a PON scenario.  

It shall be mentioned that this thesis has been mainly carried out in the framework of the 

projects SUNSET and ALLIANCE founded by the Spanish Ministry of Economy and 

Competitiveness under contracts TEC2017-90034-C2-1-R and TEC2017-90034-C2-2-R, 
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Chapter 1. Introduction 

1.1 Evolution of optical communication networks 

Over the last three decades, optical communication networks (OCNs) have gone through 

an extensive and rapid evolution [1], [2], [3], [4], [5]. Fig. 1.1 summarizes the evolution of 

OCNs through the years, highlighting the main traits of each evolutionary step with respect 

to link capacity, network topology and functionality.  

   
Fig. 1.1. Evolution of optical communication networks (OCNs) thorough the years, highlighting the main 

traits of each evolutionary step with respect to link capacity, network topology and functionality. 

1st Generation (1G) OCNs, showing low functionality, were based on point-to-point (p-

t-p) optical links connecting optical nodes mainly present in major cities. In this generation, 

the used transmission technologies were plesiochronous digital hierarchy (PDH) [6], fiber 

channel (FC) [7] and first implementations of optical Ethernet [8], providing transmission 

bit rates up to 140 Mb/s. Although these transmission technologies using optical fibers 

signified a great progress compared to legacy systems using co-axial or in general coper 

wire cables, the lack of standards and switching technologies along with strict 
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synchronization requirements limited their use for rapid service provisioning demanded by 

network’s vendors. In order to overcome those limitations, synchronous digital hierarchy 

and synchronous optical network (SDH/SONET) were proposed and standardized in the 

1990’s [9], setting the 2nd Generation (2G) OCNs. These standards considered mainly p-t-

p and ring topologies including automatic protection switching (APS) technologies to 

increase network resilience to failures. Unlike previous transmission technologies, 

SDH/SONET could provide a vendor independent and sophisticated network structure, 

resulting into the development of new applications, new network equipment and more 

management flexibility. Additional services were supported as high/low speed data (from 

50 Mb/s to 2.5 Gb/s), local area network (LAN) interconnections, voice, high definition 

TV (HDTV) and broadband integrated services digital network (ISDN), therefore 

extending the use of the optical fiber up to the end-users, often replacing copper-

pair/coaxial-based links. 

3rd Generation (3G) OCNs were characterized by providing high transmission 

capacities—from 50 Mb/s to 40 Gb/s—thanks to the emergence of wavelength division 

multiplexing (WDM) technologies [10], which enabled the multiplexing of multiple 

wavelength channels into the same fiber link through a fixed grid, enhancing the utilization 

of the optical spectrum. This increased the network functionally and flexibility compared 

to the previous generation. SDH/SONET, well developed and standardized, were the used 

transmission technologies working over p-t-p, ring and mesh topologies, all of them using 

APS technology.  

Until the 3G OCNs, although the transmission between end-points were performed 

through optical fibers, the whole end-to-end link was not exempt of multiple electrical 

interfaces. Indeed, all the traffic incoming to a node had to undergo an optical-electrical-

optical (O-E-O) conversion for control functionalities, therefore, increasing substantially 

the cost and the power consumption of nodal equipment. Furthermore, as the optical fiber 

solutions were evolving to higher bit rates, the electronic processing was starting to become 

an important bottleneck in terms of network scalability. To overcome that situation, all-

optical solutions were developed, remaining in the optical domain the whole end-to-end 

link between the source and destination nodes. One of the key elements to enable such 

functionality was the optical add/drop multiplexer (OADM) [11], [12]. OADMs allow for 

the insertion/extraction of certain wavelength channels to/from the network, while letting 

the remaining wavelength channels to optically pass through the node. This reduced end-

to-end latency connections since E-O and O-E conversion just needed to be done at the 
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end-points of the connections. Similar to OADMs, optical cross-connects (OXCs) allow 

for a totally optical commutation of the signals coming from any incoming port to any 

outgoing port, thus eliminating costly electronic processing. This commutation node was 

particularly interesting for mesh topologies, enabling a better optical resource utilization 

and resilience schemes. 

Nowadays, a 4th Generation (4G) OCN is divided into three main segments as is depicted 

in Fig. 1.2 [13]. The segments are backbone (or core) network which is used for long-

distance transport (>1000 km), metro/regional network that is responsible for traffic 

grooming and multiplexing functions (<100 km), and access network which provides end-

user connectivity (<20 km).  

 
Fig. 1.2. Generic structure of a 4th Generation optical communication network (OCN). 

The backbone network, using a mesh topology and dense WDM (DWDM)-based 

technology including reconfigurable OADMs (ROADMs) and OXCs, is the segment of the 

network which shows the highest functionality. It makes used of optical transport networks 

(OTN) concept and optical data unit (ODU) switching technology [14]. Here, the optical 

spectrum is typically divided into fixed channels of 50 GHz and the transmission 

technology is 100G [15], providing transmission bit rate up to 100 Gb/s. Similar to the 

backbone network, metro network uses DWDM-based technology with the difference that 

fixed channels are typically of 100/200 GHz, although higher bandwidths are also 

considered to reduce costs [16]. In this segment, the topology is typically a dual ring where 

the channels can be added/dropped using OADMs. Optical Ethernet, SDH/SONET and FC 

are the most common transmission technologies, reaching a maximum transmission bit rate 
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of 40 Gb/s. Finally, the access network is the segment that connect the central office (CO), 

placed at the edge of a metro network, with the end-users. In this case, passive optical 

networks (PONs) have been considered as the best solution, where non-active multiplexing 

devices are used and a single optical fiber is serving multiple end-points, keeping the 

complexity at the terminals [17]. In PONs, multiplexing can be performed in time domain 

(TDM), in frequency domain (WDM) or in both domains (TWDM). The common 

transmission technologies are 1 gigabit Ethernet PON (1G-EPON) and gigabit-capable 

PON (G-PON) since their supports compatibility with legacy systems [18], [19]. The 

maximum bit rates supported in 1G-EPON and G-PON are 1 Gb/s and 2.5 Gb/s, 

respectively. Other more recent transmission technologies are NG-PON1 [20] and 

10G-EPON [21], providing bit rates up to 10 Gb/s, and 25G-EPON [22] and NG-PON2 

[23], providing up to 25 Gb/s and 40 Gb/s, respectively. 

In the last years, the Internet data traffic has grown exponentially and is expected to 

continue this trend, up to the point that over 10,000 million handsets are expected by 2022 

[24], [25]. Such an enormous number of terminals connected to the Internet, all of them 

running a wide and heterogeneous set of data applications will push current OCNs capacity 

and flexibility far beyond their limits. Therefore, a new generation of OCNs, providing a 

high-capacity and futureproof backhaul/fronthaul for 5th Generation (5G) wireless 

networks, is demanded. In this context, the main target to be accomplished by designing 

new 5G OCNs is to develop technologies for fast and efficient provisioning of high data 

rate optical connections [1], [26], [27], [28]. According to [1], [26], [27], [28], [29], this 

target can be possible by developing and optimally utilizing flexible, bandwidth-variable 

and software-controllable optical systems and sub-systems, as well as, by using advanced 

network concepts such as elastic optical networking (EON) and hybrid optical switching 

(HOS). Additionally, the introduction of the software-defined networking (SDN) concept 

in the optical domain will be key for high-performance OCNs. Recent efforts and 

achievements in several research areas have pointed out the way towards 5G OCNs, 

especially through:  

 Increasing capacity, performance, flexibility and energy efficiency. 

 Defining, standardizing and implementing optical SDN. 

 Extending the reach of optical access networks and integrating metro and access 

segments. 

 Developing strategies for optical-wireless convergence in support of 5G wireless 

networks. 
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In the following, the main enabling technologies for 5G OCNs and recent efforts in the 

above-mentioned fields are briefly outlined. 

1.2 Enabling technologies for 5G optical communication networks 

There has been recently a lot of research effort focused on developing new components and 

methods for increasing capacity and performance of optical transmission systems and 

networks, while making the optical infrastructure more flexible and energy efficient. 

1.2.1 Bandwidth-variable and software-controllable optical transceivers 

Bandwidth-variable optical transceivers (BVOTs) controlled by software are considered as 

key enabling components for 5G OCNs. Therefore, it is expected that BVOTs can operate 

on flexible-wavelength grid (FlexGrid) with new and demanding small spectral granularity 

as low as 12.5 GHz or 6.25 GHz, while being able to accommodate flexible traffic needs 

by varying bit rate, reach and spectral efficiency [1], [29], [30], [31], [32]. New-generation 

optical transceivers with digital signal processing already provide a high level of 

adaptability to support trade-offs between bit rate, spectral efficiency and reach. They can 

also provide different modulation formats such as on-off keying (OOK), 4-level pulse 

amplitude modulation (PAM-4), binary phase shift keying (BPSK), quadrature phase shift 

keying (QPSK) and quadrature amplitude modulation (QAM). Recently, other more 

advanced modulation formats as orthogonal frequency division multiplexing (OFDM) and 

Nyquist frequency division multiplexing (NFDM) [33] are also supported.  

Several approaches for a flexible variation of the three key parameters of a transceiver 

(bit rate, reach and spectral efficiency) have been proposed in [32], [34], [35], [36], [37], 

[38], [39], [40], [41], [42], [43], [44]. All of them targeted to achieve a trade-off between 

complexity of the implementation in electrical and optical domains and realizing format-

flexible digital signal processing (DSP) in a resource-efficient manner.  

1.2.2 Flexible and elastic optical network nodes 

Nodes for 5G OCNs should provide a high level of flexibility in various multiplexing 

domains, supporting elastic switching over a FlexGrid. Other key requirements are 

adaptability, scalability and resilience. Thus, there is a need for new node architectures 

providing flexibility and adaptability through a reconfigurable and on-demand structure 

[45], [46], [47], [48], [49], [50]. Components such as FlexGrid wavelength selective 

switches (WSSs) [51], [52], multiplexers/demultiplexers [53], [54], optical amplifiers, fast 
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optical and/or electronic switches [53], [54] and transponders are part of a flexible 

architecture to best cope with changing traffic demands [55]. Therefore, a modular 

architecture should enable scalability and an easy extension of the node functionality 

through adding new functional modules or replacing the old ones in order to optimally 

support future services. Furthermore, inactive modules can be switched off, thereby 

reducing the energy consumption and increasing energy efficiency. 

1.2.3 Software-defined networking  

The software-defined networking (SDN) concept is based on the complete decoupling 

between the data plane (physical layer) and a logically-centralized programmable control 

plane so as to enable the abstraction of network resources to develop new applications [56]. 

A centralized network intelligence makes possible, e.g., to inspect all the network 

concurrently to determine a path and transport technology that best suites to carry traffic. 

The SDN controller can also evaluate the performance of the network to dynamically 

reroute traffic or add more bandwidth to avoid congestions, finding optimal (or sub-

optimal) solutions in milliseconds. The SDN, thus, opens the way for dynamic network 

optimization as well as for automated congestion control and cost management. Therefore, 

the main role of the control plane is to provide a common set of basic services that all 

applications can leverage. 

Current SDN implementations are focused mainly on Ethernet networks for data centers 

(DCs) [56], [57]. It is essential to extend and apply the SDN concept to OCNs where there 

is currently a lack of standards and products providing automated provisioning. Modern 

OCNs already provide a relatively high level of flexibility and controllable attributes, so an 

SDN controller can control them. Moreover, many optical systems available on the market 

implement the path computation element (PCE), which is standardized in IETF RFC 4655 

as a control protocol for MPLS and GMPLS networks [58]. PCE engine can be 

implemented in an SDN controller as a software module to provide path computation across 

several layers. Topology management and virtual routing modules are also available. 

However, additional standardization is required to allow the SDN controllers to directly 

manage optical transmission components such as BVOTs, ROADMs and OXCs. Within 

the network, the available spectrum can also be flexibly handled by allocating one, two or 

more spectral slices to a data flow. Some realizations of ROADMs and OXCs are very 

flexible and allow the control of the wavelength channel without restrictions [59], [60], 

[61], [62], [63], [64], [65]. Fig. 1.3 shows examples of components that can be used to 
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implement SDN-based 5G OCNs together with parameters that could potentially be 

controlled by software. 

 
Fig. 1.3. Examples of parameters and network elements that could potentially be software-controlled in 

optical software-defined networks. 

1.2.4 Coherent ultra-dense WDM technology for PONs  

Time division multiplexing (TDM) technique offers a cost-effective solution for PONs. 

Nevertheless, this technique requires transceivers with electrical bandwidths being orders 

of magnitude higher than the bandwidth accessible by each individual end-user, making it 

unfeasible for the provisioning of multi-gigabit/s per end-user [66]. Alternatively, DWDM 

technologies are being considered by network’s vendors due to their high level of bit rate 

scalability [67], [68]. 

To enable flexible network operation by allowing filterless operation, coherent receivers 

have been proposed for PONs, as recently done for backbone and metro networks. Coherent 

receivers can select a wavelength channel simply by tuning the local oscillator (LO) laser 

to the wavelength of the channel of interest. Filterless operation is desirable to make 

receivers cost-effective in volume production due to its standardized design, and more 

manageable for network’s vendors by expediting its operation and maintenance [69]. 

Besides, fine wavelength selectivity in coherent DWDM-PONs enables also the use of 

ultra-dense wavelength spacing (<25 GHz) while avoiding the requirement for 

sophisticated optical wavelength filtering. Recent demonstrations include both 

unidirectional and bidirectional coherent u-DWDM transmissions [38], [44] [70], [71], 

[72], [73], ,  [74], providing a maximum bit rate per channel of 10 Gb/s for a 5 GHz grid. 

In addition to this key advantage, coherent receivers offer significantly higher receiver 

sensitivities and higher chromatic dispersion (CD) tolerance compared to direct detection 

(DD) receivers [75], [72]. These are the major advantages for future PONs, operating at 
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multi-gigabit/s per end-user, and offering higher power budgets, enabling higher split ratios 

(i.e., increased number of end-users) and longer reach.  

1.2.5 50-100 Gb/s PON-based access networks  

PAM-4 providing 50 Gb/s per lane has already been standardized by IEEE 802.3bs for 200 

and 400 gigabit Ethernet and are expected to displace 100 Gb/s per lane in DCs from 2020 

[76]. An obvious choice therefore would be to adopt IEEE 802.3bs proposed solution for 

the next generation 50G TDM-PON. Nevertheless, high costs and reduced available power 

budgets (PBs) make this solution unfeasible for PON-based access networks, where the 

required PB is typically higher than 20 dB for a maximum reach of around 20 km. 

Therefore, the biggest technical challenges that must be successfully addressed when 

increasing the bit rate to 50-100 Gb/s for PONs are the reduction in PB, reduced fiber reach 

and decreased CD tolerance. To increase PB and reach, the most promising solution is 

semiconductor optical amplifiers (SOAs) [76], [77], [78], due to their low cost and large 

optical bandwidth as well as their small size and ability to be integrated with other optical 

devices. Other solution is to use more powerful FEC techniques, such as low-density parity-

check used in 25G-EPON [22], but increasing the de/coder complexity. In terms of 

enhancing CD tolerance, optical duobinary or cyclic-prefix (CP) OFDM can be used, 

although they might require a top-performance Mach-Zehnder modulator (MZM) at the 

transmitter side. Alternatively, CD pre-compensation methods can also be used but at the 

cost of increasing digital signal processing (DSP) complexity [79]. 

Finally, u-DWDM deployment, where each connected end-user can be assigned a 

unique wavelength, plus coherent technology can also be considered as a potential 

alternative solution to intensity modulation direct detection (IM-DD) TDM-PON 

implementations to reach bit rates between 50 and 100 Gb/s [76]. This solution increases 

both PB and CD tolerance. 

1.2.6 Metro-access convergence 

As mentioned previously, current metro and access are two completely distinct networks 

that differ in terms of technology and protocols, see Fig. 1.2. Maintaining these two 

different networks is complex and expensive and the node that interconnects both networks 

must perform O-E-O conversions of the data traversing from one network to the other, so 

as to produce coexisting signals. This means that it must be able to handle the different 

technologies and protocols employed in both networks, making these interconnection 

nodes rather costly. Therefore, new network architectures and technologies for metro-



Chapter 1: Introduction  9 

 

 

 

access networks convergence, given their potential for additional cost savings, are required. 

The converged metro-access network needs high capacity at the links traversed by the 

traffic to/from all of the subscribers. Different cost-effective and scalable solutions to 

increase this transmission capacity, avoiding the deployment of more optical fibers, have 

been proposed in the literature [80], [81]. For example, the SARDANA network 

transparently merges single-fiber TDM-PONs with a main double-fiber WDM ring using 

remote nodes (RN), as shown in Fig. 1.4(a) [80]. The 100 km WDM ring transports up to 

32 wavelengths for >1000 users, allowing a maximum TDM-PON splitting ratio of 1:32 

and only one wavelength per TDM-PON. Fig. 1.4(b) shows the DISCUS end-to-end 

network [81], comprising a flat optical core and a long-range PON (LR-PON) that 

combines metro and access networks. DISCUS approach can offer a physical split up to 

512 (logical split up to 1024) and a maximum range of 125 km. In this architecture, 10 Gb/s 

time-division multiplexing dense wavelength-division multiplexing (TDWDM) LR-PONs 

can coexist with business 100 Gb/s dedicated channels.  

 
Fig. 1.4. Examples of converged metro-access network architectures: (a) SARDANA network and 

(b) DISCUS network. 

On the other hand, since receivers’ sensitivity and frequency selectivity are higher, 

coherent optical systems has been proposed as an excellent solution to enable cost-effective 

u-DWDM-PON-based metro-access scenarios [38], [44], [71], [72], [73], [74]. In this 

context, systems with wavelength spacing of 12 GHz, can improve highly the spectral 

efficiency regarding TDM and enabling heterogeneous traffic demands scenarios [71], 

[82].  
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1.2.7 5G wireless modulation formats  

In radio access networks (RANs), the design of the access to the medium is essential to 

improve the system capacity and to dynamically allocate the available resources. OFDM 

has been adopted in fourth generation (4G) wireless networks, brought to the fact that it 

brings about numerous benefits, such as immunity to interferences, high resilience to 

frequency selective fading and efficient/flexible resource management [83], [84], [85]. 

However, traditional OFDM is unable to accomplish several of the requirements for future 

wireless networks, such as reduced out-of-band (OOB) noise and, high power and spectral 

efficiency. In order to address these new challenges, filter bank multicarrier (FBMC), 

universal filtered multicarrier (UFMC) and generalised frequency division multiplexing 

(GFDM), all considered as feasible alternatives for implementing 5G orthogonal 

multicarrier modulation formats, have recently been proposed as promising candidate 

technologies [86]. Alternatively, carrierless amplitude phase modulation (CAP) has gained 

more attention for future wireless networks since it allows less complex transceivers than 

OFDM [87] and has shown better results as well [88], [89]. Finally, to support a massive 

number of and dramatically different classes of users and applications, non-orthogonal 

multiple access (NOMA) schemes, for example, multiplexing various users in 

power/amplitude domain, have been also considered [86], [89], [90].  

1.2.8 Optical fronthaul and wire-wireless convergence 

It is expected that modern macrocell wireless networks will reach their limits in terms of 

capacity, flexibility, reliability and latency very soon [24]. To overcome that situation, 

small-cell-based mobile networks are considered as the most promising solution. However, 

in that network solution, a large number of small cells must be deployed to provide wide 

coverage. This makes it particularly important to simplify remote cell sites to reduce cost 

and increase energy efficiency. In this context, cloud radio access networks (C-RANs) have 

recently been proposed as a hopeful network architecture solution [91], [92]. That solution 

considers the division of the traditional base station, which integrated all the functionalities 

of radio and baseband processing, into several only-transmitting simple and cheap remote 

radio heads (RRHs) and a single cloud-hub base band unit (BBU) located at the central 

office (CO), where complex processing is centralised. As a consequence of that, a new 

connectivity segment called fronthaul is deployed between the multiple distributed RRHs 

and the centralised BBU. 
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On the one hand, the most common standard, used by fronthaul’s vendors, is known as 

common public radio interface (CPRI) [93]. That standard uses the digitized baseband 

signal transmission over fiber (DBBoF) technique, where the base band IQ samples are 

digitised and serially transmitted at a constant bit rate. As a result, CPRI transmission needs 

huge bandwidth. For example, for 100 MHz radio bandwidth and multiple-input multiple-

output (MIMO) degree of 8, the data rate per sector of the fronthaul transmission system 

should be of 49.3 Gb/s [94], [95]. To overcome this issue, alternatively, radio-over-fiber 

(RoF) technology has recently gained more and more attention [96], [97], [98], [99], not 

only for simplifying the interfaces of both BBUs and RRHs (digitisation and format 

conversion are not required), but also for saving bandwidth. Thus, for the aforementioned 

scenario, the RoF-based fronthaul just needs 2.4 GHz of bandwidth [99]. That means a 

reduction of the required bandwidth of 30 times regarding to CPRI when the OOK 

modulation format is used. On the other hand, massive small cell deployment requires a 

huge number of optical fibers. To solve that issue, high-layer split DWDM-PON-based 

fronthaul architecture has been proposed in [20]. In this architecture, transmission 

techniques based on u-DWDM are a promising solution. 

Finally, in order to minimize both the capital expenditure (CAPEX) and the operation 

expenditure (OPEX) [100], operators expect to provide both broadband wireline and 

wireless access for end-users through the existing access network infrastructures. In this 

context, deployed PONs are already the most competitive solution to serve as mobile 

fronthaul, since high capacity, low latency and high level of flexibility can be achieved 

[91]. Wire-wireless convergence has been widely studied before in [101], [102], [103], 

[104], for long-term evolution (LTE) signals, basically OFDM, but mentioned convergence 

for 5G wireless signals have been little studied. In [105], the convergence of wire and 

wireless services was studied in a PON scenario for UFMC and GFDM. 

1.2.9 Optical interconnects for data centers 

Data centers (DCs) are considered as an important part of future networks. Most of the 

applications hosted in the DC servers such as cloud computing and search engines are data-

intensive and require high interaction between the servers in the DC [106]. This interaction 

demands more efficient interconnection schemes providing high bandwidth and reduced 

latency while keeping the total power consumption inside the racks as low as possible due 

to thermal constraints [107]. In order to overcome this situation, optical interconnects have 

gained more and more attention as a key building block to ensure end-to-end energy 
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efficient solutions, offering high throughput, low latency and reduced energy consumption 

compared to current networks based on active optical cables. An efficient way to perform 

such optical interconnects is to make use of multi-core fibers (MCFs), which multiplex 

several channels in space domain through the use of different cores inside the same 

cladding [108], [109]. This technique allows for increasing the system capacity far beyond 

the Shannon limit of standard single-mode fibers (SSMF). However, the main drawback of 

MCFs is the inter-core crosstalk which reduces the transmission reach of signals. Recently, 

the design and fabrication of several types of MCFs have been reported in [110], [111], 

[112], showing low loss and low crosstalk. Moreover, MCF has been experimentally 

demonstrated for ultra-high-capacity transmission archiving up to 100 Tb/s [113]. All this 

pushes MCFs as a promising technology for communications inside DCs since no complex 

signal processing is required to reduce crosstalk effects as well as minimizing the CAPEX 

and OPEX costs of the network [111], [114], [115], [116], [117], [118], [119]. 

1.3 Objectives of the thesis 

Fig. 1.5 shows the flexible 5G metro-access network scenario considered in this thesis. It 

provides the infrastructure to establish connectivity services among heterogeneous actors 

such as 5G-based radio stations, business, home users and data centers (DCs). Bringing 

DCs close to end-users allows low-latency services. An SDN-based controller is considered 

to achieve programmatic control over the network devices, allowing for a dynamic and 

flexible configuration of the whole network. The objectives of this thesis are various: 

 Design, implementation, characterization and modelling of optical nodes that can be 

managed by a centralized SDN controller for future metro-access networks based on u-

DWMD transmission technologies. This objective is mainly focused on the design of 

ROADMs and OXCs. In the design and implementation of these nodes, a trade-off 

between flexibility, complexity and economical costs must be achieved. The 

characterization of those nodes must be done in terms of insertion losses, power 

consumption and commutation time. Once the nodes have been characterized, they can 

be modelled for the SDN controller understanding. 

 Development of algorithms and strategies for optical resource allocation that maximize 

the performances of converged u-DWDM metro-access networks based on proposed 

ROADM and OXC nodes in terms of the throughput or bandwidth blocking probability.  
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 Study the suitability of alternative 5G wireless modulation formats in optical domain 

for different applications such as mobile fronthaul, 50-100 Gb/s PONs and MCF-based 

optical interconnects inside of DCs, as well as the potential convergence of wired and 

wireless services in a heterogeneous access network. 

 
Fig. 1.5. Flexible 5G metro-access network scenario considered in the thesis. 

1.4 Organization of the thesis 

This thesis is organized as follows. Chapter 2 presents the design of cost-effective and 

flexible optical nodes (ROADM and OXC) and transceivers, remotely managed by an SDN 

controller, as essential building blocks for metro-access networks supporting 5G services. 

In particular, the overall architecture including both the novel data plane nodes and the 

SDN control plane is discussed. 

Chapter 3 studies through simulations the performance of the proposed cost-effective 

ROADM as a metro-access ring network element for both online and offline cases in a 

u-DWDM scenario. For both cases, different heuristics are proposed to determine the best 

node design which maximizes the network capacity.  

Chapter 4 demonstrates that proposed cost-effective OXC enables the migration from a 

ring-based u-DWDM metro-access network with cost-effective ROADMs to a 

reconfigurable mesh topology. A heuristic based on an iterative process is presented for 

determining the best design of proposed cost-effective OXC and ROADM nodes to offer 

maximum network throughput while the node cost is minimized. 
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Chapter 5 experimentally assesses and compares alternative 5G multicarrier waveforms 

(FBMC, UFMC and GFDM) and OFDM in terms of the system performance in a high-

layer split u-DWDM-PON-based fronthaul scenario using the RoF technique with direct 

and quasi-coherent detection. 

Chapter 6 experimentally assesses NOMA-CAP modulation for high-capacity PONs 

(50-100 Gb/s) and DC optical interconnects with cost-effective intensity modulation and 

direct detection (IM-DD). For PONs, SOA-based amplification is considered to increase 

available power budget, while for DC optical interconnects, multi-core fiber (MCF) is 

deemed to increase link capacity. 

Chapter 7 demonstrates the downlink transmission of wireless NOMA-CAP waveform 

converged with a single-carrier wired signal in a PON scenario using a cost-effective 

IM-DD-based system.  

Finally, chapter 8 concludes this thesis with general conclusions and also offers the 

reader some future work suggestions. 
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Chapter 2. SDN-Enabled Optical Node Designs 

and Transceivers for Flexible Sustainable 

u-DWDM Metro-Access Networks Convergence 

2.1 Introduction 

The current exponential growth of internet data traffic due to the popularization of cloud 

and new multimedia streaming services, the deployment of the Internet of Things (IoT) and 

the convergence between optical and wireless communications at the 5G paradigm and 

beyond [24], [25], demand changes to the networks so as to enable scalable growth in traffic 

volume, while supporting a high level of dynamic connectivity, full flexibility, reduced 

end-to-end latency and increased energy-efficiency. These features can be achieved by 

considering the cooperation between the network control and data planes. On the one hand, 

the management and control of networks are evolving towards an SDN centralized 

architecture (see Fig. 2.1). On the other hand, conventional ring-based metro networks are 

been migrated to a partially or fully reconfigurable mesh topology solution by adding new 

fiber links and new nodes to the network with new functionalities [49], [50], [62], as shown 

in Fig. 2.1. Moreover, metro networks are converging with access networks and evolving 

towards all-optical solutions [81], [80]. In this context, transmission techniques based on 

u-DWDM are a promising alternative to time division multiplexing (TDM) solutions due 

to their high spectral efficiency [72], which is accomplished by the division of a DWDM 

channel of 100(200) GHz into smaller channels called frequency slots (FS) wherein the 

uplink (U) and the downlink (D) for each end-user can be established (see Fig. 2.1) [38], 

[44]. Finally, in order to reduce network costs, the access networks are based on PON 

solutions as depicted in Fig. 2.1.  

According to the scenario shown in Fig. 2.1, the metro-access network relies on different 

node elements such as the optical metro-core node (OMCN), the optical aggregation node 

(OAN), the optical network unit (ONU), the reconfigurable optical add-drop multiplexer 

(ROADM) and the optical cross-connect (OXC). The ROADM and the OXC are the all-

optical nodes of the network. In particular, the ROADM is the node that connects the metro 

to the access networks while the OXC is responsible of conveying information through the 
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metro network, adding extra flexibility and resilience. The OMCN, OAN and ONU, still 

performing O-E-O conversion for their functions, are the nodes that allow the transfer of 

information between the metro and core network, the metro network and a DC or a 5G 

fronthaul, and the access network and end-users, respectively. In this chapter, it is presented 

the design of flexible optical nodes and transceivers, remotely managed by an SDN 

controller, as essential building blocks for metro-access networks supporting 5G services. 

In particular, the overall architecture including both the novel data plane nodes and the 

SDN control plane is discussed. 

  
Fig. 2.1. Flexible 5G metro-access network scenario. (Inset) Proposed flexible ultra-dense WDM full-

duplex frequency slot division. 

The remainder of this chapter is organized as follows. Section 2.2 shows different 

transmitter and receiver technologies available in the literature that can be used for the 

implementation of the OMCN, OAN and ONU supporting u-DWDM feature. In this 

section, it is also summarized the most representative attributes of considered transmitters 

and receivers. Section 2.3 presents two possible node designs for the ROADM and the 

OXC. The first design, presenting top performance but high implementation cost, is based 

on WSSs and it shall be considered as the ideal architecture to compare in this thesis. The 

second design, based on cost-effective devices, shall be the technology considered for the 

implementation of the ROADM and OXC for future converged metro-access networks. 

Section 2.4 collects the main advantages of the proposed cost-effective ROADM and OXC. 

Section 2.5 presents the experimental characterization of proposed cost-effective ROADM 

and OXC in terms of the insertion loss, sensitivity and crosstalk as well as the experimental 

setup used for their characterization. Section 2.6 discusses a possible implementation of the 
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SDN control plane that can interact with the data plane based on presented optical nodes 

and transceivers. Finally, section 2.7 completes the chapter with the main conclusions. 

2.2 Cost-effective optical transceivers for OMCN, OAN and ONU 

implementation 

The OMCN, OAN and ONU, being the interface between different network segments with 

different transmission techniques, must be able to: add/remove specific channels to/from 

the network segments to which they are connected without affecting the other channels; 

aggregate and de-aggregate traffic tributaries; implement conversion of modulation 

formats, etc. To perform all these functionalities, it is necessary to conduct an O-E-O 

conversion using cost-effective optical transceivers. Fig. 2.2 shows the proposed node 

architecture for the OMCN, OAN and ONU. While the ONU is a simple node based on a 

transmitter and a received connected by a low-cost device, e.g., a power splitter, the OMCN 

and the OAN are more complex devices. The OAN consists of N stacked cards where each 

card represents a port of the node. A card is composed of different optical transceivers that 

are connected to a single fiber port through a DWDM multiplexer (MUX). The OMCN 

node architecture can be divided into two parts. The first one presents a similar architecture 

to the OAN and the second one, is the part of the node which is connected with the core 

network. This node second part implementation shall not be discussed in this thesis. 

 
Fig. 2.2. OMCN, OAN, ONU node architecture. 

Table 2.1 and Table 2.2 show respectively the most representative attributes of different 

cost-effective solutions proposed in the literature for transmitters (TX) and receivers (RX), 
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functionalities. The proposed transmitters are based on: i) a Mach-Zehnder modulator 

(MZM) plus a tuneable laser potentially covering C and L bands; ii) a distributed feedback 

laser (DFB), whose emission wavelength can be tuned thermally within a range of 4-5 nm; 

iii) a continuous-emitting vertical cavity surface emitting laser (VCSEL) plus a phase-

modulated reflective semiconductor optical amplifier (RSOA) with a range of use of 5 nm; 

and iv) a VCSEL that can be employed within a range of 5 nm. For each of these 

transmitters, it is indicated the modulation format, the baud rate and the transmission power 

that can be implemented or obtained. A set of transmitters are proposed as a selection of 

the most appropriate O-E-O node for each case. 

Table 2.1. Cost-effective transmitter for ONU, OAN, OMCN. 

Transmitter 

based on 

O-E-O 

Node 

Wavelength 

Range (nm) 

Modulation 

Format 

Baud Rate 

(GBd) 

Tx 

Power 

(dBm) 

Refs. 

MZM 

OAN & 

OMCN 

 

(C+L)~120 

OOK 1-10 

-6 to 0 [44] 

DPSK 1-10 

QPSK 0.5-5 

8-PSK 0.25-2.5 

8-QAM 0.25-2.5 

16-QAM 0.125-1.25 

M-QAM 0.125-40 

DFB 

ONU, 

OAN & 

OMCN 

4-5 

OOK 1-10 

-6 to 0 [44] 

DPSK 1-10 

QPSK 0.5-5 

8-PSK 0.25-2.5 

8-QAM 0.25-2.5 

16-QAM 0.125-1.25 

VCSEL-

RSOA 

ONU, 

OAN & 

OMCN 

5 

OOK 1-10 

-3 [38] 

DPSK 1-10 

QPSK 0.5-5 

8-PSK 0.25-2.5 

8-QAM 0.25-2.5 

16-QAM 0.125-1.25 

VCSEL 

ONU, 

OAN & 

OMCN 

5 
OOK 1-5 -3 to 0.6 [38], [40]  

DPSK 0.125-2.5 -2 to 0 [43] 

The proposed receivers are based on: i) direct detection (DD), ii) a coherent receiver in 

which the detected signal is mixed with a local oscillator based on a DFB (Coh. DFB), iii) 

a coherent receiver in which the local oscillator is a VCSEL (Coh. VCSEL), and iv) a 

colorless coherent integrated receiver that uses a 120º hybrid. For all these receptors, the 

receiver sensitivity, defined as the minimum received power to ensure a BER of 2.2∙10-3, 

corresponding to 7% overhead (OH) for forward error corrections (FEC) [120], is presented 

as a function of the modulation format and baud rate. Polarisation dependency is also 
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indicated so that for those receivers, where frequency selectivity is possible, double the 

number of channels that could be received. All these proposed transmitters and receivers 

can be adapted to implement transmission techniques based on u-DWDM, in which each 

WDM channel is divided into FS wherein the U and the D for each end-user can be 

established (see Fig. 2.1), offering different bit rates as required. 

Table 2.2. Cost-effective receivers for ONU, OAN, OMCN. 

Receiver 

Wav. 

Range 

(nm) 

Modulation 

Format 

Baud Rate 

(GBd) 

Rx Sens. 

(dBm) 

Pol. 

Dep. 

Wav. 

Select. 
Refs. 

DD (C+L)~120 OOK 1-10 -26 NO NO [23] 

Coh. 

DFB 
4 

OOK 1-10 -48.5 

YES YES 

[38], 

[121], 

[122] 

DPSK 1-10 -52 

QPSK 0.5-2.5 -48.8 

8-PSK 0.125-1.25 -43.3 

8-QAM 0.125-1.25 -43.7 

16-QAM 0.0625-0.625 -40.9 

Coh. 

VCSEL 
5 

OOK 1-10 -45.5 

YES YES 

[40], 

[121], 

[122] 

DPSK 1-10 -49 

QPSK 0.5-2.5 -45.8 

8-PSK 0.125-1.25 -40.3 

8-QAM 0.125-1.25 -40.7 

16-QAM 0.0625-0.625 -37.9 

Coh. 

Integrated 
C~40 

DPSK 1-10 -39.1 to -34.1 

YES YES 
[41], [42], 

[122] 

QPSK 0.5-2.5 -35.9 to -30.9 

8-PSK 0.125-1.25 -30.4 to -25.4 

8-QAM 0.125-1.25 -30.8 to -25.8 

16-QAM 0.0625-0.625 -28 to -23* 

*For acceptable optical signal-to-noise ratio (OSNR) penalty of 1.5 dB 

2.3 ROADM and OXC node architecture design 

In general, ROADMs and OXCs are considered as key elements for future metro-access 

networks because they can help to overcome the strict limitations of conventional DWDM-

based metro networks with fixed OADMs [123]. The four main features considered as 

essential in the design of ROADMs and OXCs are: directionless, colorless, contentionless, 

FlexGrid and bidirectionality [59], [60], [61], [62], [63], [64], [65]. These features are 

defined as follows. 

 Colorless means that any port of the node is not wavelength channel selective; that is, 

any wavelength channel can be switched from one port to any of the other ports of the 

node. 

 Directionless means that any port of the node can be connected with any of the other 

ports of the node. 
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 Contentionless means that there is no wavelength channel blocking, allowing the 

switching of two channels with the same wavelength from different input ports to the 

same output port. Thanks to this characteristic, wavelengths can be more easily reused 

multiple times without any manual configuration. 

 FlexGrid refers to the node feature to operate over a flexible grid. 

 Bidirectionality determines if the data can be transmitted in both directions, allowing 

full-duplex communications. It can be implemented through different fibers or using a 

WDM technique. 

Nowadays, ROADMs and OXCs with colorless, directionless, contentionless, FlexGrid 

and bidirectional features are solutions designed exclusively for core networks due to their 

high cost, making them prohibitive for converged metro-access networks [124]. Therefore, 

new sub-optimal solutions are required, e.g., removing contentionless and relaxing the 

FlexGrid feature. This substantially reduces the cost of the node [125], [126]. 

Only few works have been reported in the literature focused on the design of cost-

effective ROADMs and OXCs for metro-access networks. In [45], the authors present a 

hybrid coarse WDM and dense WDM (C/DWDM) ROADM node architecture, which can 

be used for developing scalable metro/access networks that initially use CWDM 

wavelengths and allow vendors to add new DWDM channels as demand grows. Although, 

the CWDM ROADM can be migrated to a hybrid C/DWDM system by simply connecting 

a DWDM multiplexer (MUX) to the given CWDM module as demand grows, it uses WSSs 

for it switching functionalities, keeping a high cost of the node. In [46], authors propose a 

stackable ROADM (S-ROADM) node architecture for single-fiber coarse wavelength 

division multiplexing (CWDM) ring networks. The S-ROADM consists of some modules 

with different wavelengths filters and optical switches that are reconfigured manually to 

perform low-cost commutation nodes. In [48], authors present an OXC architecture based 

on semiconductor optical amplifiers (SOAs) that allows switching data signals in 

wavelength and time for fully exploiting statistical multiplexing. Hereunder, cost-effective 

DWDM ROADM and OXC node are proposed for future converged metro-access 

networks. 

2.3.1 WSS-based node solutions 

ROADMs and OXCs are conventionally based on WSSs, consisting of micro electro-

mechanical systems (MEMS) and liquid crystal on silicon (LCoS) technologies [55]. 

Although technologically mature and providing high switching performances, both MEMS 
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and LCoS technologies are not scalable enough to be applied to metro and access networks 

where cost, volumes, power consumption, and reliability are extremely significant features 

[80], [81]. Therefore, this WSS technology is considered as the ideal case for the ROADM 

and OXC implementation, and it is compared with the investigated solutions in this thesis. 

Fig. 2.3(a) and Fig. 2.3(b) show respectively an example of architecture of a 

bidirectional ROADM and OXC with colorless and directionless features based on WSSs 

that can be used in the proposed scenario shown in Fig. 2.1. Both metro network and access 

network transmission systems are based on single bidirectional fiber links and the 

considered multiplexing technique is u-DWDM, characterized by dividing each DWDM 

channel into FSs. The ROADM is based on three 1x2 WSSs which allow implementing 

add/drop and pass-through functions for each wavelength channel individually. In this way, 

when add/drop function is selected for a specific wavelength channel, it can be routed 

to/from the West (W) or East (E) ports in the metro part of the network from/to the 

Add/Drop (A/D) port where the access part of the network is connected, see Fig. 2.3(a). On 

the other hand, when the pass-through function is chosen, the selected wavelength channel 

can be routed from/to W/E port to/from E/W port. The OXC is composed of four 1x3 WSSs, 

which allow the implementation of the switching functions between any pair of ports of the 

OXC over each channel individually, see Fig. 2.3(b). Both nodes architecture can be 

implemented to work with a FS granularity of 12.5 GHz using nowadays commercial WSSs 

[51], [52], and it is expected to supports 6.25 GHz granularity and even lower in the near 

future. These WSS-based nodes, providing a high performance colorless and directionless 

functionality at the FS level, though at relatively high cost due to the WSS modules [126], 

are specifically the reference node architectures for comparison in this thesis. In order to 

reach a trade-off solution between performance and costs, a cost-effective DWDM node 

architecture for the ROADM and OXC are proposed below. 

  
Fig. 2.3. WSS-based reference node architecture setup with colorless and directionless features for: 

(a) ROADM and (b) OXC. 
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2.3.2 Cost-effective DWDM-based node solutions 

The ROADM and OXC node design for future converged metro-access networks are 

basically driven by new network-level requirements, such as full flexibility, adaptability, 

scalability (pay-as-you-grow), resilience and increased energy-efficiency [1], [29]. To offer 

all those features, it is here proposed a cost-effective DWDM-based node architecture 

design for the ROADM and the OXC. 

 
Fig. 2.4. (a) Setup of a basic module of the cost-effective DWDM ROADM (D-ROADM). (b) Cost-

effective ROADM design for N modules. 

Fig. 2.4(a) shows the basic module of the bidirectional cost-effective ROADM that can 

switch a group of frequency slots of the same WDM channel. The basic module of the 

ROADM consists of two three-port DWDM-fixed filters that are characterized by their 

3 dB bandwidth (𝐵𝑊𝑖) and two latched switches (SWs). The filtered WDM channel may 

pass through the module or can be added/dropped from/to the access network depending 

on the 2x2 SW configuration. The 1x2 SW determines over which port, Ei or Wi, the 

connection is established. For a group of FSs outside of the DWDM channel managed by 

the ROADM module, it is transparent for them. This ROADM design can be scaled to 

manage other channels through the addition of similar modules to that shown in Fig. 2.4(a) 

as it is indicated in Fig. 2.4(b), where a 1 to N power splitter (1:N) can be used for this 

purpose, thus reducing the cost of the proposed ROADM. However, the losses of the 

ROADM increase significantly when the number of modules of the ROADM (N) improves 

due to the splitter. In this way, an optical insertion loss (𝐼𝐿) study of the cost-effective 

ROADM depending on the 𝑁 must be made. Section 2.5.1 shall provide that study, 

proposing an 𝐼𝐿 model for the DWDM ROADM with N modules. In addition, for cases 

where the number of modules could be high, a wavelength division multiplexer (WDM) 

can be used instead of the power splitter for reducing losses. Therefore, it enables the 

coverage of both C and L bands. In that case, the cost-effective ROADM works as a 
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colorless directionless all-optical node at DWDM channel level, while the WSS-based 

reference ROADM, Fig. 2.3(a), is a colorless directionless ROADM at FS level.  

 
Fig. 2.5. (a) Setup of a basic module of the DWDM OXC (D-OXC). (b) Possible ports configurations of the 

basic module of the D-OXC for the different switches (SWs) states: straight (S) and cross (X). (c) D-OXC 

design for N modules. 

Fig. 2.5(a) exhibits the basic module of the cost-effective OXC that can switch a group 

of FSs of the same DWDM channel bidirectionally. The module is based on two 2x2 SWs 

and four three-port DWDM-fixed filters (𝐵𝑊𝑖) that determine the DWDM channel which 

is added/dropped. Then, the filters are used for the A/D of a group of FSs, whereas the SWs 

are used for guiding those FSs between any pairs of ports of the OXC. Each of the SWs has 

two states: straight (S) and cross (X). Therefore, a total of 22=4 combinations of the 

switches states are available in one OXC module, but just three of them generate different 

ports configurations to the module, as it is shown in Fig. 2.5(b). Specifically, the module 

configuration 1 (Conf. 1) defined in Fig. 2.5(b), corresponding to the connection between 

ports 1i and 2i and, 3i and 4i, has two possible switches combinations. In this case, it is 

chosen the SWs combination in which both SWs are in S state. Moreover, note that for 

other different groups of FSs from those supported by the DWDM channel of the OXC 

module, it is transparent for them. In other words, if a group of FSs are out of range of the 

module’s bandwidth, it leaves through the module by ports 2i and 4i when the input ports 

are 1i and 3i, respectively, see Fig. 2.5(a). Finally, the cost-effective OXC design can also 

be scaled to manage more DWDM channels as shown in Fig. 2.5(c). Thus, the DWDM 
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OXC through the addition of more modules can switch any channel of the C and L bands. 

In that case, the proposed cost-effective OXC (𝑁) works as a colorless directionless all-

optical node, thought at the DWDM channel level, differing from the reference WSS-based 

reference OXC that switches at FS level, see Fig. 2.3(b). In section 2.5.1, it shall be 

proposed an 𝐼𝐿 model for the cost-effective OXC with 𝑁 modules as well. 

2.4 Advantages of cost-effective DWDM ROADM and OXC 

Taking into account the proposed cost-effective DWDM ROADM and OXC node 

architecture, the major advantages that vendors can enjoy are: 

 Off-the-shelf components. Both proposed cost-effective all-optical nodes, Fig. 2.4 and 

Fig. 2.5, consist mainly of three-port fixed filters and latched switches (1x2 and 2x2). 

On the one hand, there is a huge choice of switches in the niche market that can operate 

over C and L bands at lower cost [53], [54]. On the other hand, the prize of the fixed 

filters depends on their bandwidth, being highly available those whose bandwidth is 

between 2 THz and 50 GHz [53], [54]. Therefore, the proposed cost-effective all-

optical nodes can be easily adapted to work with coarse or dense WDM channels relying 

upon the requirements of vendors. For lower node granularities, it is necessary to 

change the used technology to MUXs based on arrayed waveguide grating or WSSs. 

These technologies increase the implementation cost of the proposed nodes [51], [52], 

[55], [127], while obtaining a commutation bandwidth granularity of 12.5 GHz. 

 Bidirectionality and reconfigurability. Current metro networks use two different fibers 

to provide full-duplex communications while just one fiber is generally used in access 

networks. This increases the complexity of the node that connects both networks. Since 

the proposed cost-effective ROADM and OXC are bidirectional, full-duplex 

communications can be stablished through one fiber using a WDM technique. Thanks 

to that, less complex and homogenous single-fiber metro-access networks can be 

provided by the proposed cost-effective ROADM and OXC. Regarding 

reconfigurability, the cost-effective ROADM and OXC also offer different protection 

schemes to the network. 

 Reduced cost. The proposed cost-effective ROADM and OXC are based on the so-

called first-generation of all-optical commutation nodes of type I [128], [129]. They 

employ different demux-switch-mux approaches to enforce their functionalities. Those 

approaches are characterized by presenting low-cost, scalable implementation. Table 
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2.3 and Table 2.4 allow to benchmark the cost implementation of the WSS-based 

ROADM and OXC and, the cost-effective DWDM ROADM and OXC. In particular, 

Table 2.3 shows the unit cost values (in arbitraries units) of different components 

required for both nodes and for both considered node implementations. Those values 

have been normalized to the cost of a 200 GHz spacing single channel DWDM 

multiplexer, e.g., DWDM-200-47 whose price is 175 $ as it is indicated in [130]. Table 

2.4 shows the required components number and the total unit cost (TUC) for: i) a WSS-

based reference ROADM and OXC node at FS level, Fig. 2.3; ii) a WSS-based 

ROADM and OXC at DWDM channel level; and iii) the proposed cost-effective 

ROADM and OXC design, Fig. 2.4 and Fig. 2.5; all of them covering the whole C band. 

So, for the WSS-based ROADM and OXC, two different granularities have been 

considered. The first one is 12.5 GHz, which corresponds with the considered 

frequency slot granularity. The second one is 100 GHz that is a granularity close to the 

proposed cost-effective ROADM and OXC of 125 GHz. That value for the cost-

effective ROADM and OXC granularity shall be demonstrated in section 2.5.1. Due to 

the fact that for both ROADM and OXC architectures all the components are off-the-

shelf, factors such as the maturity, production volume and components’ performance 

have been taken into account to calculate the TUCs of the different ROADM and OXC 

implementations proposed. Finally, the considered configuration of the proposed cost-

effective ROADM and OXC design covering the whole C band, with 𝑁=20, Fig. 2.4(b) 

and Fig. 2.5(c), can be considered the worst case, while in general 1≤𝑁≤20, and for 

many cases a single module ROADM and OXC, 𝑁=1, as in Fig. 2.4(a) and Fig. 2.5(a), 

is enough, as it shall be study in chapters 3 and 4. From Table 2.4, it can be noticed that 

the proposed cost-effective DWDM ROADM TUC is, for the case of 𝑁=20(𝑁=1), 

10.6(190.2) times lower than the TUC of the WSS-based ROADM with a FS 

granularity of 12.5 GHz, and 8.1(146.3) times lower than the TUC of the WSS-based 

ROADM with a 100 GHz granularity. In the case of the cost-effective DWDM OXC, 

for 𝑁=20(𝑁=1), the TUC is of 101.6(5.08), as reported in Table 2.4. That value is 

7.2(143.3) times lower than the total TUC of the WSS-based OXC working with a 

commutation granularity of 100 GHz. In the case of a WSS-based OXC with a 

commutation granularity of 12.5 GHz, the TUC is 9.1(181.1) times higher than the TUC 

of the cos-effective DWDM OXC with 𝑁=20(𝑁=1). 
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Table 2.3. Normalized unit cost for proposed components. 

Component Normalized unit cost Refs. 

1x32 splitter 0.34 [131] 

Dual 1x2 SW 0.40 [132] 

Dual 2x2 SW 0.54 [133] 

1x2 WDM MUX (175 GHz) 1 [130] 

1x2 WSS (12.5 GHz) 208 [51], [126] 

1x4 WSS (12.5 GHz) 230 [51], [126] 

1x2 WSS (100 GHz) 160 [51] 

1x4 WSS (100 GHz) 182 [51] 

 Pay-as-you-grown. The proposed cost-effective ROADM and OXC are excellent low-

cost solutions for growing metro-access networks. If the number of demands increases, 

the number of channels can be increased, as one module handles one channel. Adding 

one new channel at a time allows on-demand service introduction with minimal initial 

investment. However, the proposed architecture for the cost-effective ROADM and 

OXC shown respectively in Fig. 2.4 and Fig. 2.5 have to be upgraded so as to avoid 

that the ongoing traffic could be interrupted because of adding new modules.  

 Low commutation time. The commutation time of the proposed cost-effective ROADM 

and OXC only depends on the commutation speed of a switch. In that case, the 

potentially switching speed of these proposed cost-effective nodes is lower than 8 ms 

[132], [133]. That value is within the same order of magnitude of the switching speed 

of the WSS-based node whose switching speed is of a few milliseconds [51], [52]. 

Table 2.4. Components number list for WSS-based ROADM and OXC for different granularities and for 

the cost-effective DWDM ROADM and OXC and, their total unit cost (TUC). 
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WSS-based 
12.5     3    624 

100       3  480 

Cost-effective 125 1 20 20 40     59.14 

O
X

C
 

WSS-based 
12.5      4   920 

100        4 728 

Cost-effective 125   40 80     101.6 

 Reduced power consumption. Table 2.5 shows the worst case of power consumption of 

both WSS-based and cost-effective node implementations for the ROADM and OXC 
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when they work for the whole C band. For the cost-effective ROADM and OXC, the 

worst-case power consumption corresponds to 𝑁=20 when it is considered that each 

module presents an effective bandwidth of 125 GHz. From Table 2.5, it can be noticed 

that the power consumption of the cost-effective ROADM is 3.5 times lower than the 

WSS-based ROADM, while for the cost-effective OXC is 4.7 lower than WSS-based 

OXC. That node power consumption reduction is because of the proposed cost-

effective ROADM and OXC uses latched switches [132], [133] which maintain their 

state after being commuted, allowing keeping the power consumption reduced. This 

makes the cost-effective ROADM and OXC to be a good solution for future sustainable 

networks. Furthermore, cost-effective ROADM and OXC reduce the instances of 

O-E-O conversions by setting all-optical links between metro and access nodes. That 

helps to reduce the power consumption of the network. 

 Coexistence with legacy systems. The proposed granularity for the cost-effective 

DWDM ROADM and OXC permits that they can be compatible with various 

technology transmission systems such as NG-PON which requires channels with 

100 GHz of bandwidth [23] and u-DWDM [38], [39], [44]. Regarding the compatibility 

with existing metro networks, the present solution is fully compatible, provided there 

are enough free spectral resources. Furthermore, it should be noted that this solution 

employs a wavelength division duplexing and it does not require any additional fiber to 

this end. 

Table 2.5. Power consumption of the WSS-based and cost-effective ROADM and OXC. 

Node Power Consumption (W) 

ROADM 
WSS-based 25.2 

Cost-effective 7.2 

OXC 
WSS-based 33.6 

Cost-effective 7.2 

2.5 Experimental characterization of the cost-effective DWDM 

ROADM and OXC  

In order to characterize the basic module of the proposed cost-effective ROADM and OXC, 

three types of measurements have been realized: i) spectral characterization which permits 

to determine the effective bandwidth, the insertion loss (𝐼𝐿) and the isolation among node 

ports; ii) single channel data transmission sensitivity for checking potential distortions in 

the received signal; and iii) multiple channel data transmission sensitivity for checking 
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potential crosstalk due to lack of full isolation between proposed cost-effective node ports. 

Since both cost-effective ROADM and OXC have similar architectures and use the same 

technology to implement their functionalities, all mentioned measurements have only been 

performed for a single module ROADM based on two fixed filters with a bandwidth of 

175 GHz and centered at 1539.77 nm (JDS Uniphase [130]), and two commercial opto-

mechanical latched switches [132], [133], controlled by a prototype current source and a 

micro-PC. 

2.5.1 Insertion loses measurement 

Fig. 2.6 shows the ROADM effective bandwidth (at −3 dB cut-off frequencies), 

𝐵𝑊𝑒𝑓𝑓=125 GHz, and its 37.5 GHz guard bands (GB). The out-band and in-band insertion 

losses for the pass-through configuration (PT 𝐼𝐿 line in Fig. 2.6, measured W↔E and 

switch 2x2 in Fig. 2.4(a) in straight state) are: 𝐼𝐿𝑜−𝑏𝑎𝑛𝑑
𝑃𝑇 =0.6 dB and 𝐼𝐿𝑖−𝑏𝑎𝑛𝑑,𝑃𝑇

𝑃𝑇 =2 dB, 

respectively. And the in-band 𝐼𝐿 for the add/drop configuration (A/D 𝐼𝐿 line in Fig. 2.6, 

measured from W/E↔A/D and switch 2x2 in Fig. 2.4(a) in cross state) is 

𝐼𝐿𝑖−𝑏𝑎𝑛𝑑,𝐴 𝐷⁄  
𝐴 𝐷⁄

=2 dB. The in-band add/drop isolation, equivalent to an 𝐼𝐿 between pass-

through ports, but when the channel is added/dropped, is 𝐼𝐿𝑖−𝑏𝑎𝑛𝑑,𝐴 𝐷⁄
𝑃𝑇 =35 dB (A/D 

isolation line, measured W↔E and switch 2x2 in Fig. 2.4(a) in cross state). On the other 

hand, the in-band pass-through isolation, equivalent to an 𝐼𝐿 between W/E and A/D ports 

when the channel pass-through the module, is 𝐼𝐿𝑖−𝑏𝑎𝑛𝑑,𝑃𝑇
𝐴 𝐷⁄

>60 dB (PT isolation line, 

measured W/E↔A/D and switch 2x2 in Fig. 2.4(a) in straight state). Those measurements 

were obtained with a BOSA high resolution optical complex spectrum analyser (HROCSA) 

from Aragon Photonics Labs.  

  
Fig. 2.6. Single module cost-effective ROADM insertion loss for pass-through (PT) and add/drop (A/D); 

and isolation: add/drop (A/D) and pass-through (PT). 
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Once characterized the insertion losses of a single ROADM module, the optical 𝐼𝐿 for 

a ROADM based on 𝑁 modules can be calculated as it is indicated in Eqs. (2.1)-(2.4), 

where 𝑖 and 𝐵𝑊𝑒𝑓𝑓−𝑖 are the module position in the ROADM and the range of wavelengths 

inside the effective bandwidth of the 𝑖-module, respectively. Eq. (2.1) represents the 

ROADM insertion loss between W and E ports, expressed in dB, for wavelengths out of 

the range of operation of all ROADM modules, 𝜆 ∉ 𝐵𝑊𝑒𝑓𝑓−𝑖 (1≤𝑖≤𝑁), 𝐼𝐿𝜆∉𝐵𝑊𝑒𝑓𝑓−𝑖
𝑊↔𝐸 , while 

in Eq. (2.2) is indicated the losses between W and E ports for wavelengths in the range of 

operation of the ROADM 𝑖-module (1≤𝑖≤𝑁),  𝐼𝐿𝜆∈𝐵𝑊𝑒𝑓𝑓−𝑖
𝑊↔𝐸 , in PT configuration. As it can 

be seen in both 𝐼𝐿𝜆∉𝐵𝑊𝑒𝑓𝑓−𝑖
𝑊↔𝐸  and  𝐼𝐿𝜆∈𝐵𝑊𝑒𝑓𝑓−𝑖

𝑊↔𝐸  equations, they scale linearly with the number 

modules of the ROADM. Eqs. (2.3) and (2.4) express the insertion loss between W and 

A/D ports and E and A/D ports, respectively, for the add/drop configuration. In both cases, 

the third term includes the insertion loss of a real 1:N power splitter. As commented, also 

a WDM MUX can be used instead of the power splitter for reducing losses in case of high 

𝑁. Thus, for 𝑁≥4, an arrayed-waveguide grating-based MUX, whose typical insertion loss 

of 5 dB independent of the number of wavelength channels, can be used. In this thesis, it is 

considered a 1:N power splitter since it covers the worst-case node implementation. Taking 

into account Eqs. (2.1)-(2.4), the worst-case insertion loss (𝐼𝐿𝑊𝐶) of the cost-effective 

ROADM working for the whole C band, 𝑁=20 using 200 GHz spaced filters, is 30.9 dB 

while the WSS-based ROADM is of 10 dB [51]. Nevertheless, the 𝐼𝐿𝑊𝐶 of cost-effective 

ROADM can be reduced to 18.4 dB when an arrayed-waveguide grating-based MUX [134] 

is used instead of the power splitter. Furthermore, in many cases, a single module cost-

effective ROADM (𝑁=1, Fig. 2.4) could be enough to provide service to the users of a 

PON, as it shall be demonstrate in chapters 3 and 4. In that case, the 𝐼𝐿𝑊𝐶 of the cost-

effective ROADM is just of 2 dB. 

𝐼𝐿𝜆∉𝐵𝑊𝑒𝑓𝑓−𝑖
𝑊↔𝐸 (𝑑𝐵) = 𝐼𝐿𝑜−𝑏𝑎𝑛𝑑

𝑃𝑇 ∙ 𝑁 = 0.6 ∙ 𝑁 (2.1) 

𝐼𝐿𝜆∈𝐵𝑊𝑒𝑓𝑓−𝑖
𝑊↔𝐸 (𝑑𝐵) = 𝐼𝐿𝑜−𝑏𝑎𝑛𝑑

𝑃𝑇 ∙ (𝑁 − 1) + 𝐼𝐿𝑖−𝑏𝑎𝑛𝑑,𝑃𝑇
𝑃𝑇 =  0.6 ∙ (𝑁 − 1) + 2 (2.2) 

𝐼𝐿𝜆∈𝐵𝑊𝑒𝑓𝑓−𝑖
𝑊↔𝐴 𝐷⁄ (𝑑) = 𝐼𝐿𝑜−𝑏𝑎𝑛𝑑

𝑃𝑇 ∙ (𝑖 − 1) + 𝐼𝐿𝑖−𝑏𝑎𝑛𝑑,𝐴 𝐷⁄
𝐴 𝐷⁄ + 3.5 ∙ 𝑐𝑒𝑖𝑙( 𝑙𝑜𝑔2(𝑁))

= 0.6 ∙ (𝑖 − 1) + 2 + 3.5 ∙ 𝑐𝑒𝑖𝑙( 𝑙𝑜𝑔2(𝑁)) (2.3) 
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𝐼𝐿𝜆∈𝐵𝑊𝑒𝑓𝑓−𝑖
𝐸↔𝐴 𝐷⁄ (𝑑𝐵) = 𝐼𝐿𝑜−𝑏𝑎𝑛𝑑

𝑃𝑇 ∙ (𝑁 − 𝑖) + 𝐼𝐿𝑖−𝑏𝑎𝑛𝑑,𝐴 𝐷⁄
𝐴 𝐷⁄ + 3.5 ∙ 𝑐𝑒𝑖𝑙( 𝑙𝑜𝑔2(𝑁))

= 0.6 ∙ (𝑁 − 𝑖) + 2 + 3.5 ∙ 𝑐𝑒𝑖𝑙( 𝑙𝑜𝑔2(𝑁)) (2.4) 

From previous spectral characterization of the basic module of the cost-effective 

ROADM, it can also be deduced the 𝐼𝐿s for the different port configurations of the cost-

effective OXC module (see Fig. 2.5(b)) that works with a given 𝐵𝑊𝑒𝑓𝑓 determined by the 

combination of considered fixed filters (see Fig. 2.6). Those 𝐼𝐿𝑠, in dB, are indicated in 

Eqs. (2.5)-(2.9), where 𝐼𝐿𝑆𝑊
𝑆 , 𝐼𝐿𝑆𝑊

𝑋 , ILWDM
PT , ILWDM

A D⁄
, are the typical insertion losses for the 

S and X states of the considered 2x2 latched switches and the 𝐼𝐿 of the 1x2 WDM MUX 

for PT and A/D modes, respectively; 𝐼𝐿𝑜−𝑏𝑎𝑛𝑑
1𝑖↔2𝑖|3𝑖↔4𝑖  is the out-band (𝜆 ∉ 𝐵𝑊𝑒𝑓𝑓) insertion 

losses for the connection between ports 1i and 2i and, 3i and 4i; 𝐼𝐿𝑖−𝑏𝑎𝑛𝑑,𝐶𝑜𝑛𝑓1
1𝑖↔2𝑖  and 

𝐼𝐿𝑖−𝑏𝑎𝑛𝑑,𝐶𝑜𝑛𝑓1
3𝑖↔4𝑖  are respectively the in-band (𝜆 ∈ 𝐵𝑊𝑒𝑓𝑓) insertion losses for the connection 

between ports 1𝑖 and 2𝑖 and, 3𝑖 and 4𝑖 for the first module ports configuration (Cong. 1) 

defined in Fig. 2.5(b); 𝐼𝐿𝑖−𝑏𝑎𝑛𝑑,𝐶𝑜𝑛𝑓2
1𝑖↔4𝑖|2𝑖↔3𝑖  is the in-band (𝜆 ∈ 𝐵𝑊𝑒𝑓𝑓) 𝐼𝐿 for the connection 

between ports 1i and 4i and, 2i and 3i, corresponding to the second configuration of the 

module ports (Conf. 2) defined in Fig. 2.5(b); and, 𝐼𝐿𝑖−𝑏𝑎𝑛𝑑,𝐶𝑜𝑛𝑓3
1𝑖↔3𝑖|2𝑖↔4𝑖  is the in-band (𝜆 ∈

𝐵𝑊𝑒𝑓𝑓) 𝐼𝐿 for connections between ports 1𝑖 and 4𝑖, 2 𝑖 and 3𝑖 for the third ports 

configuration (Conf. 3) of the D-OXC module defined in Fig. 2.5(b). 

𝐼𝐿𝑜−𝑏𝑎𝑛𝑑
1𝑖↔2𝑖|3𝑖↔4𝑖 = 2 ∙ 𝐼𝐿𝑊𝐷𝑀

𝑃𝑇 = 0.6 𝑑𝐵 (2.5) 

𝐼𝐿𝑖−𝑏𝑎𝑛𝑑,𝐶𝑜𝑛𝑓1
1𝑖↔2𝑖 = 2 ∙ 𝐼𝐿𝑊𝐷𝑀

𝐴 𝐷⁄ + 𝐼𝐿𝑆𝑊−1
𝑆 =  2.1 𝑑𝐵 (2.6) 

𝐼𝐿𝑖−𝑏𝑎𝑛𝑑,𝐶𝑜𝑛𝑓1
3𝑖↔4𝑖 = 2 ∙ 𝐼𝐿𝑊𝐷𝑀

𝐴 𝐷⁄ + 𝐼𝐿𝑆𝑊−1
𝑆 + 𝐼𝐿𝑆𝑊−2

𝑆 =  2.2 𝑑𝐵 (2.7) 

𝐼𝐿𝑖−𝑏𝑎𝑛𝑑,𝐶𝑜𝑛𝑓2
1𝑖↔4𝑖|2𝑖↔3𝑖 = 2 ∙ 𝐼𝐿𝑊𝐷𝑀

𝐴 𝐷⁄ + 𝐼𝐿𝑆𝑊−1
𝑋 + 𝐼𝐿𝑆𝑊−2

𝑆 = 2.6 𝑑𝐵 (2.8) 

𝐼𝐿𝑖−𝑏𝑎𝑛𝑑,𝐶𝑜𝑛𝑓3
1𝑖↔3𝑖|2𝑖↔4𝑖 = 2 ∙ 𝐼𝐿𝑊𝐷𝑀

𝐴 𝐷⁄ + 𝐼𝐿𝑆𝑊−1
𝑋 + 𝐼𝐿𝑆𝑊−2

𝑋 = 3 𝑑𝐵 (2.9) 

Once the 𝐼𝐿s of a cost-effective OXC module are determined, the optical 𝐼𝐿s for a cost-

effective OXC based on 𝑁 modules can be calculated as it is shown in Eqs. (2.10)-(2.15), 
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where 𝑖, and 𝐵𝑊𝑒𝑓𝑓−𝑖 are the module position in the cost-effective OXC and the range of 

wavelengths inside the effective bandwidth of the i-module, respectively. Eq. (2.10) 

represents the cost-effective OXC insertion loss between the ports 1 and 2 and, 3 and 4 for 

wavelengths out of the range of operation of all cost-effective OXC modules, 𝜆 ∉ 𝐵𝑊𝑒𝑓𝑓−𝑖 

(1≤𝑖≤𝑁), 𝐼𝐿𝜆∉𝐵𝑊𝑒𝑓𝑓−𝑖
1↔2|3↔4

. Meanwhile, in Eqs.(2.11) and (2.12) are respectively expressed the 

losses between the ports 1 and 2 and, 3 and 4 for wavelengths in the range of operation of 

the cost-effective OXC 𝑖-module, 𝜆 ∈ 𝐵𝑊𝑒𝑓𝑓−𝑖 (1≤𝑖≤𝑁), 𝐼𝐿𝜆∈𝐵𝑊𝑒𝑓𝑓−𝑖,𝐶𝑜𝑛𝑓1
1↔2  and 

𝐼𝐿𝜆∈𝐵𝑊𝑒𝑓𝑓−𝑖,𝐶𝑜𝑛𝑓1
3↔4 , for the first module ports configuration (Conf. 1) shown in Fig. 2.5(b). 

The Eq. (2.13), expresses the 𝐼𝐿 between ports 1 and 4 and, 2 and 3, 𝐼𝐿𝜆∈𝐵𝑊𝑒𝑓𝑓−𝑖,𝐶𝑜𝑛𝑓2
1↔4|2↔3

, for 

the second module ports configuration (Conf. 2) defined in Fig. 2.5(b). Finally, Eqs. (2.14) 

and (2.15) respectively represent the 𝐼𝐿 between ports 1 and 3, 𝐼𝐿𝜆∈𝐵𝑊𝑒𝑓𝑓−𝑖,𝐶𝑜𝑛𝑓3
1↔3 , and, 2 

and 4, 𝐼𝐿𝜆∈𝐵𝑊𝑒𝑓𝑓−𝑖,𝐶𝑜𝑛𝑓3
2↔4 , for the third module ports configuration (Conf. 3) defined in Fig. 

2.5(b). Taking into account Eqs. (2.10)-(2.15), the 𝐼𝐿𝑊𝐶 of the cost-effective OXC working 

for the whole C band, 𝑁=20, is 25.8 dB, while for the WSS-based OXC is 10 dB [51]. 

Nevertheless, finding out an optimal design of the cost-effective OXC for a considered 

network example, the 𝐼𝐿𝑊𝐶 can be significantly reduced, as it shall be shown chapter 4. 

𝐼𝐿𝜆∉𝐵𝑊𝑒𝑓𝑓−𝑖
1↔2|3↔4 (𝑑𝐵) = 𝐼𝐿𝑜−𝑏𝑎𝑛𝑑

1𝑖↔2𝑖|3𝑖↔4𝑖 ∙ 𝑁 = 0.6 ∙ 𝑁 (2.10) 

𝐼𝐿𝜆∈𝐵𝑊𝑒𝑓𝑓−𝑖,𝐶𝑜𝑛𝑓1
1↔2 (𝑑𝐵) = 𝐼𝐿𝑜−𝑏𝑎𝑛𝑑

1𝑖↔2𝑖|3𝑖↔4𝑖 ∙ (𝑁 − 1) + 𝐼𝐿𝑖−𝑏𝑎𝑛𝑑,𝐶𝑜𝑛𝑓1
1𝑖↔2𝑖  

= 0.6 ∙ (𝑁 − 1) + 2.1 (2.11) 

𝐼𝐿𝜆∈𝐵𝑊𝑒𝑓𝑓−𝑖,𝐶𝑜𝑛𝑓1
3↔4 (𝑑𝐵) = 𝐼𝐿𝑜−𝑏𝑎𝑛𝑑

1𝑖↔2𝑖|3𝑖↔4𝑖 ∙ (𝑁 − 1) + 𝐼𝐿𝑖−𝑏𝑎𝑛𝑑,𝐶𝑜𝑛𝑓1
3𝑖↔4𝑖

= 0.6 ∙ (𝑁 − 1) + 2.2 (2.12) 

𝐼𝐿𝜆∈𝐵𝑊𝑒𝑓𝑓−𝑖,𝐶𝑜𝑛𝑓2
1↔4|2↔3 (𝑑𝐵) = 𝐼𝐿𝑜−𝑏𝑎𝑛𝑑

1𝑖↔2𝑖|3𝑖↔4𝑖 ∙ (𝑁 − 1) + 𝐼𝐿𝑖−𝑏𝑎𝑛𝑑,𝐶𝑜𝑛𝑓2
1𝑖↔4𝑖|2𝑖↔3𝑖  

= 0.6 ∙ (𝑁 − 1) + 2.6 (2.13) 

𝐼𝐿𝜆∈𝐵𝑊𝑒𝑓𝑓−𝑖,𝐶𝑜𝑛𝑓3
1↔3 (𝑑𝐵) = 2 ∙ 𝐼𝐿𝑜−𝑏𝑎𝑛𝑑

1𝑖↔2𝑖|3𝑖↔4𝑖 ∙ (𝑖 − 1) + 𝐼𝐿𝑖−𝑏𝑎𝑛𝑑,𝐶𝑜𝑛𝑓3
1𝑖↔3𝑖|2𝑖↔4𝑖

=  1.2 ∙ (𝑖 − 1) + 3 (2.14) 
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𝐼𝐿𝜆∈𝐵𝑊𝑒𝑓𝑓−𝑖,𝐶𝑜𝑛𝑓3
2↔4 (𝑑𝐵) = 2 ∙ 𝐼𝐿𝑜−𝑏𝑎𝑛𝑑

1𝑖↔2𝑖|3𝑖↔4𝑖 ∙ (𝑁 − 𝑖) + 𝐼𝐿𝑖−𝑏𝑎𝑛𝑑,𝐶𝑜𝑛𝑓3
1𝑖↔3𝑖|2𝑖↔4𝑖

= 1.2 ∙ (𝑁 − 𝑖) + 3 (2.15) 

2.5.2 Sensitivity and crosstalk measurements 

The experimental setup for sensitivity and crosstalk measurements are shown in Fig. 2.7. 

The transmitter (TX) was based on an external cavity, 100 kHz linewidth, tunable laser 

source (TLS), modulated by a Mach-Zehnder modulator (MZM). The TLS was used to 

adjust its wavelength inside the frequency slot for these measurements. The MZM was set 

at the minimum transmission point of the MZM for phase modulation and it was thermally 

controlled to ensure its stability. The optical transmitter used a digital transmitter (DTX) 

unit, where a total of 218 bits were randomly generated. The data were differentially 

encoded and shaped to achieve maximum performance for a 1 Gb/s data-stream. The 

transmitted symbols in the digital transmitter (DTX) were filtered using a Nyquist pulse 

shaper filter with a length of 12 symbols and a roll off factor value of zero. The DTX was 

implemented in MATLABTM and the electrical signals were generated by a 12 GSa/s 

arbitrary waveform generator (AWG) [38], [39], [44].  

  
Fig. 2.7. Experimental setup for: (a) sensitivity and (b) crosstalk measurements. 

The receiver (RX) was based on a single photodetector heterodyne detection. The local 

oscillator (LO) was also an external cavity TLS. In the proposed setup, the LO and the 

signal were coupled at the photodiode using an optical coupler and a polarization controller, 

though this heterodyne receiver can be easily upgradeable to a polarization insensible 

heterodyne receiver as it is indicated in [75], [135]. After the heterodyne detector, the 
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received signal was optically down-converted to an intermediate frequency (IF) equal to 

2 GHz. The IF signal passed through a DC block and it was digitized with a 40 GSa/s digital 

oscilloscope [38], [39], [44]. The first step in the digital processing was the bandpass 

filtering of the digitized signal with a finite impulse response (FIR) filter in order to reduce 

the noise. Then, to demodulate the DPSK format, the signal was multiplied with itself 

delayed one symbol and lowpass filtered with a FIR filter. Finally, the BER was calculated 

comparing the detected data-stream with the original one. A variable optical attenuator 

(VOA) was used to modify the received power. 

The sensitivity for a FEC limit of 7% OH [120] has been evaluated for a 1 Gb/s data-

stream over a 12.5 GHz FS. Nevertheless, the proposed network scenario shown Fig. 2.1 

considers that the D and U for an end-user are in the same FS. It has been demonstrated in 

[38], [39], [44] that the penalty when both U and D are established in the same FS is 

negligible for a similar transmission as the system shown in Fig. 2.7(a). Therefore, any 

possible penalty in the sensitivity is just due to the proposed cost-effective nodes and it can 

be evaluated using only one channel in the FS.  

The sensitivity measurement is taken in five different cases. The sensitivity for back-to-

back (B2B) transmission is -48 dBm, as shown in Fig. 2.8(a). No sensitivity penalties were 

observed for a single channel located out-band and in-band for pass-through configuration 

and also for in-band for the add/drop configuration, at the single module ROADM 

characterized in Fig. 2.6. Hence, neither the used latched switches nor the band filters do 

add any observable penalties.  

 
Fig. 2.8. (a) BER versus received power for a 1Gb/s over a 12.5 GHz frequency slot for back-to-back 

(B2B), pass-through (PT) and add/drop (A/D) configurations. (b) BER versus received power for a 1 Gb/s 

data-stream over a 12.5 GHz frequency slot when a similar channel is dropped at the ROADM A/D port. 

(b)(a)
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In order to measure the impact of the limited pass-through isolation between W and E 

ports (35 dB, Fig. 2.6), the following crosstalk measurement has been done (Fig. 2.7(b)): a 

dummy 1 Gb/s data-stream over a 12.5 GHz FS is dropped at the ROADM A/D port, while 

the BER of another similar 1 Gb/s channel at the same wavelength is measured. For a 

dummy channel received power of -38 dBm, the crosstalk penalty is 1.75 dB as shown in 

Fig. 2.8(b). That crosstalk penalty value is reduced as the number of modules increases. 

2.6 SDN control plane for future converged metro-access network 

The SDN-based architecture proposed is depicted in Fig. 2.9. The figure depicts an overall 

design, which is valid for every type of optical nodes described in the previous sections. 

The architecture shows a full north-south integration, including the optical node to be 

controlled, the agent of the optical node that enables the SDN-based configuration of the 

node, the SDN controller itself, and the REST APIs that communicate the controller with 

the upper layers (i.e. applications, orchestration, etc.). The modelling of each node becomes 

crucial to define the requirements for the agent running on top of it. In this case, each 

particular agent contains a set of modules that allow the communication between the optical 

node and the SDN controller. As shown in Fig. 2.9, the hardware communication module 

establishes a connection towards the optical node, providing control and retrieval of optical 

features. The information model module sets up a local database, where the node state 

information is stored in XML format. Finally, the OpenFlow protocol module establishes 

an OpenFlow (OF) protocol-based connection [136] with the controller, exposing the 

particular node features and capabilities. For this purpose, an extended version of the OF 

protocol can be used, which allows handling the features of the optical nodes.  

  
Fig. 2.9. SDN-based optical node. 

The SDN controller defines the centralized logic component of this architecture, where 

the information received from the optical node, through OF protocol messages, is analysed 

and exposed to upper layers (e.g., applications, orchestration) by means of well-

SDN-Controller

OpenFlow

OPT-Agent
OpenFlow Protocol

.xml Information Model

Hardware Comunication



Chapter 2: Optical Node Designs and Transceivers 35 

 

 

 

implemented northbound REST APIs [137]. These types of APIs provide access to optical 

related data managed by the controller.  

2.7 Conclusions 

In this chapter, a model for each of the presented node is proposed: OMCN, OAN, 

ROADM, OXC, ONU. Each model includes the basic functionality of each network node 

and its most representative attributes. In particular, a set of transmitters and receivers 

proposed in the literature have been considered for the OMCN, OAN and ONU 

implementation supporting u-DWDM feature. Moreover, a cost-effective DWDM 

ROADM and OXC, whose implementation maximum cost value is at least 1 order of 

magnitude (or even 2 orders of magnitude, depending on the configuration) lower than a 

WSS-based ROADM and OXC, have been proposed in order to satisfy the future metro-

access networks convergence requirements. Also, the investigated cost-effective DWDM 

ROADM and OXC requires a factor 5 less energy to operate than a WSS-based ROADM 

and OXC. A spectrum characterization of single module of the cost-effective DWDM 

ROADM and OXC has been also performed. From this characterization, a general insertion 

losses model for the cost-effective ROADM and OXC with 𝑁 modules has been proposed. 

Finally, the north to south architecture of the network control plane is proposed as well. In 

this, the optical resources can be managed directly from the application level. 
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Chapter 3. Cost-effective DWDM ROADM De-

sign to Maximize the Capacity of Ring-Based 

u-DWDM Coherent Metro-Access Networks 

3.1 Introduction 

ROADMs are considered as the key element for future converged metro-access networks 

because they reduce the instances of O-E-O conversions by setting all-optical links between 

metro and access nodes (see Fig. 3.1). Benefits of this solution include terabits per second 

bandwidth with low bit error rates, lower network’s power consumption, data transparency, 

and freedom from interference leading to a secure communication system. 

  
Fig. 3.1. Flexible 5G ring-based metro-access network scenario. (Inset) Considered flexible ultra-dense 

WDM frequency slot division. 

The ROADM design is basically driven by new network-level requirements, such as full 

flexibility, adaptability, scalability, resilience and increased energy-efficiency [1], [45], 

[46], [47], [48], [49], [50]. In order to reach those features, two alternative colorless 

directionless ROADM architectures, which can be used in ring-based u-DWDM metro-

access network scenarios as shown in Fig. 3.1, have been proposed in chapter 2. The first 

ROADM solution, being fully flexible and compacted but far more expensive, is based on 

wavelength selective switches (WSSs) that can work with frequency slot (FS) granularity. 

Using this WSS-based ROADM, the add/drop (A/D) and pass-through (PT) functions can 

be run over each FS individually (see Fig. 3.2). The second ROADM solution, more cost-
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effective and modular, works with DWDM channel granularity. In particular, a module 

consists of two DWDM fixed filters and two switches that manage one DWDM channel 

(Fig. 3.2). Then, the A/D and PT functions can be applied on a group of FSs at the DWDM 

channels of the DWDM ROADM (D-ROADM), see Fig. 3.2. For a group of FSs whose 

DWDM channel is not supported by the D-ROADM, it is transparent for them, achieving 

vendors’ requirements. Taking into account that the D-ROADM switches a group of FSs, 

the main target of the chapter is to demonstrate if networks based on cost-effective 

D-ROADM with a low number of modules (𝑁) could achieve a similar performance as 

networks using colorless WSS-based ROADMs for both online and offline scenarios. 
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Fig. 3.2. WSS-based ROADM vs. DWDM ROADM (D-ROADM) functionalities. 

The remainder of this chapter is structured as follows. Section 3.2 shows main concepts 

about resource allocation in FlexGrid networks, defining both offline and online scenarios. 

Section 3.3 studies the design of ring-based metro-access networks with D-ROADMs to 

prove the cost-effective D-ROADM capabilities in an offline scenario. Specifically, sub-

section 3.3.1 presents the offline problem statement, sub-section 3.3.2 shows a heuristic 

based on an iterative process for the design of each D-ROADM of a network to obtain the 

achievable network throughput, sub-section 3.3.3 presents the details and assumptions of 

the evaluated u-DWDM metro-access network scenario and, sub-section 3.3.4 shows the 

obtained numerical results of evaluating the proposed heuristic with regarding to the 

throughput of a network against to the same network using WSS-based ROADMs. Section 

3.4 studies the ring-based metro-access network design with D-ROADMs for an online 

scenario. Sub-section 3.4.1 shows the online problem statement for the design of ring-based 

metro-access networks with D-ROADMs, sub-section 3.4.2  presents two different 

heuristics for the design of the D-ROADMs of a network, sub-section 3.4.3 shows the 

details and assumptions of the evaluated networks, sub-section 3.4.4 gathers the obtained 
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numerical results of evaluating both heuristics with regarding to the traffic load capacity of 

a network compared to the same networks using WSS-based ROADMs. Finally, section 

3.5 completes the chapter with the main conclusions. 

3.2 Resource allocation in FlexGrid networks 

Resource allocation (RA) is one of the important problems in optical networks for service 

provisioning since an efficient strategy increases the quality-of-service (QoS) and, hence, 

the incomes of network’s operators. In this section, it is presented different aspects to be 

considered during RA process for both offline and online scenarios.  

The RA problem consists of fulfilling connection demands given some input parameters 

such as network topology, frequency grid granularity, network equipment, traffic demand, 

etc. The RA is commonly oriented towards the minimization of the network cost, power 

consumption or maximization of QoS. In order to evaluate the efficiency of RA process, 

several network metrics can be used such as throughput, blocking probability, blocking 

bandwidth probability, spectral utilization, spectral occupation, spectrum fragmentation, 

connection provisioning time, etc.  

At the data plane (or physical layer), connection demands are established through 

lightpaths. Essentially, a lightpath is a physical path (route) plus the spectrum range over 

which optical signals are transmitted. Initially, the spectrum range was denoted as 

wavelength in traditional WDM networks arising the well-known route and wavelength 

assignment (RWA) problem [138], [139], [140], [141]. This problem can be jointly solved 

or can be divided into sub-problems [142].  

For solving the route assignment sub-problem, there are three basic approaches, namely, 

fixed, fixed-alternate and adaptive routing [138]. The fixed approach is the simplest and 

consists of assigning always the same path, for example, the Dijkstra shortest path (SP). 

Fixed-alternate maintains a kind of pre-computed routing table with an ordered set of K-SPs 

computed, for example, by means of Yen’s algorithm [143]. Finally, adaptive routing 

approach is the most flexible allowing assigning dynamically different routes depending 

on the network state, e.g., the spectrum occupation, physical layer impairments, etc.  

Regarding wavelength assignment, in WDM networks, channels of fixed spectral width 

(for example, 50 GHz) are assigned to connections. Later on, when the concept of FlexGrid 

networks appeared, the term wavelength was generalized to as FS (with spectral width of 
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12.5 GHz), thus giving rise to the route and spectrum assignment (RSA) problem [142], 

[144].  

Finally, there are two important constraints to be considered for spectrum assignment. 

The first one is the spectrum continuity that imposes to assign the same spectrum range 

along the path for transparent routing. Since FlexGrid allows assigning a set of FSs, the 

second constraint, namely, spectrum contiguity states that these FSs have to be contiguous 

in all links of the selected path. Different allocation policies for spectrum assignment sub-

problem can be used, e.g., first-fit, last-fit, best-fit, random-fit, etc. 

3.2.1 Offline scenario 

This scenario assumes that all traffic demands are known in advance and the target is to 

accommodate such traffic demands in the most efficient way. Essentially, RA problem for 

this scenario can be solved by using two approaches, namely, integer linear programming 

(ILP)-based and heuristic-based algorithms [145]. 

On the one hand, ILP-based algorithms are mathematical formulations of the problem 

expressed in the form of an objective function plus some constraints, which are linear. They 

provide optimal solutions pursuing a maximization or minimization objective. The main 

drawback of this type of solutions is that time complexity can significantly grow with the 

problem size. In fact, several works in the literature have demonstrated that RWA and RSA 

problems are non-deterministic polynomial (NP)-hard (i.e., the problem cannot be 

optimally solved in a deterministic time by means of an algorithm) [146], [147]. On the 

other hand, heuristics are practical methods of finding sub-optimal solutions.  

3.2.2 Online scenario 

Unlike offline scenarios, in an online scenario, traffic demands arrive/departure to/from the 

network randomly. Two parameters define the traffic demands profile in online scenarios. 

The first one is the inter-arrival time (IAT) which is defined as the time between each traffic 

demand arrival and the next. The second one is the holding time (HT) that corresponds to 

the time in which a traffic demand occupies some network resources [148]. In general, 

traffic demands are one-by-one allocated in a network as they arrive to the network. Since 

connections with different spectrum requirements are set-up and turn-down, the spectrum 

fragmentation is an “intrinsic issue” of dynamic FlexGrid networks [149], [150], affecting 

the overall network performance. Solving this issue requires of defragmentation techniques 

[151]. 
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3.3 Metro ring network design based on cost-effective DWDM 

ROADM: offline scenario 

In this section it is studied the performance of the proposed cost-effective D-ROADM as 

an all-optical metro-access converging element in an offline scenario. The assessment is, 

therefore, performed in terms of the maximum throughput that the network can achieve 

taken into account that each DWDM channel is divided into FS and the proposed cost-

effective ROADM switches all frequency slots of a DWDM channel in the same direction, 

as described previously. It shall be also proved that to reach that maximum throughput 

value it is not necessary that all D-ROADMs of the network present the colorless feature. 

That also means a reduction of the implementation cost and the insertion loss of some of 

the D-ROADMs of the network. For that purpose, a network simulator has been 

implemented in MATLABTM. 

3.3.1 Offline problem statement 

In our study, two important aspects must be considered. The first one is that the proposed 

D-ROADM switches all frequency slots of a DWDM channel in the same direction through 

the configuration of the switches of each module. The second one is that the cost-effective 

ROADM provides higher switching flexibility and therefore higher network throughput 

when a higher number of modules is used. Nevertheless, the D-ROADM insertion loss 

increases with the number of modules. Hence, a problem to solve here is to find out the 

minimum number of modules of each D-ROADM of the network and their switches 

configuration so as to reach the network throughput maximum value, while keeping the 

cost-effective ROADM insertion losses as low as possible. In this way, the optimal design 

solution for a cost-effective D-ROADM may lose the colorless feature, therefore its 

implementation cost is thus reduced. 

3.3.2 Cost-effective DWDM ROADM design with a heuristical approach 

A greedy way to determine the best configuration of each D-ROADM to support the 

maximum throughput would be to consider firstly that each cost-effective D-ROADM is 

able to commute all the DWDM channels. In this way, the problem is simplified to search 

for the best configuration of the D-ROADM module’s switches. Then, the useless modules 

or the modules which are configured to work as pass-through mode have to be removed. 

However, this technique may dramatically increase the computational complexity with the 

number of ROADMs (𝑁𝑅𝑂𝐴𝐷𝑀𝑠) and DWDM channels (𝑁𝐷𝑊𝐷𝑀−𝐶) of the network. 
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Specifically, knowing that each module of the D-ROADM has three possible operation 

modes, a set of 3𝑁𝐷𝑊𝐷𝑀−𝐶∙𝑁𝑅𝑂𝐴𝐷𝑀𝑠  different network configurations have to be analysed to 

learn the network configuration that best suits to the traffic demands set. This means that 

the offline RSA problem has to be solved for each possible network configuration. Thus, 

for example, for a simple network with 𝑁𝑅𝑂𝐴𝐷𝑀𝑠=2 and 𝑁𝐷𝑊𝐷𝑀−𝐶=3, the number of times 

that the offline RSA must be solved is 729 times, while for the same network working in 

the whole C band, i.e. 𝑁𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠=20 using modules with 125 GHz of effective bandwidth 

(bandwidth value measured in the chapter 2), is ~1.2∙1019. Therefore, this technique is 

unviable. Alternatively, the following heuristic can be used: 

1. A first step involves finding the best configuration of the switches per D-ROADM in a 

network to achieve a throughput maximum value when a different DWDM channel is 

assigned to each D-ROADM of a network. To find that throughput value out, the offline 

RSA problem must be solved 2𝑁𝑅𝑂𝐴𝐷𝑀𝑠  times, covering all possible network 

configurations when E-A/D and W-A/D configurations are only considered for a 

D-ROADM’s module. In this initial step, the D-ROADM pass-through configuration is 

not considered since it causes disconnection between the ring part of the network and 

the PONs. In case different configurations generate the same network throughput 

maximum value, the configuration of the D-ROADMs which presents a smaller value 

of the worst-case path attenuation of the network (𝛼𝑃𝑊𝐶) is selected. The worst-case 

path of a network (𝑃𝑊𝐶) is defined as the path between a pair of source-destination 

nodes which presents the highest total attenuation of the network. Such 𝑃𝑊𝐶 value must 

always be lower than the considered power budget per connection; otherwise more 

sophisticated transmission technologies, providing a higher power budget, would be 

required. 

2. For each D-ROADM, we calculate the utilization factor (𝑈𝐹). This factor is defined as 

the sum of the number of occupied FS between each pair of I/O ports, that is E-W, 

E-A/D, and W-A/D. 

3. In this step, it is decided which D-ROADM is going to be upgraded to explore potential 

increase of the network’s throughput. The considered upgrading rule is adding extra 

modules to the D-ROADM which presents the minimum 𝑈𝐹 value. If the D-ROADM 

with minimum 𝑈𝐹 is the same as the D-ROADM of the previous iteration, we select 

the D-ROADM with the next higher 𝑈𝐹 minimum value to the current D-ROADM. If 

different D-ROADMs have the same 𝑈𝐹, we select one of them randomly. 
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4. After the selection of the D-ROADM to be upgraded, ROADMx, it is determined the 

number of modules, 𝑁𝑥, for upgrading ROADMx.  For that purpose, the next equation 

can be used: 

𝑁𝑥 = 𝑚𝑖𝑛

{
 
 
 

 
 
 

𝑁𝐶 ∙ 𝐵𝑊𝐷𝑊𝐷𝑀−𝐶
𝐵𝑊𝐹𝑆

− 𝑈𝐹𝑥

(
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 (3.1) 

where: 

 𝑁𝐶 is the number of the DWDM channels of the network, 𝑁𝐶 = 𝑁𝐷𝑊𝐷𝑀−𝐶. 

 𝐵𝑊𝐷𝑊𝐷𝑀−𝐶 is the bandwidth of the DWDM channel. It coincides with the 

effective BW (𝐵𝑊𝑒𝑓𝑓) of each ROADM module.  

 𝐵𝑊𝐹𝑆 is the bandwidth of each frequency slot (FS). 

 𝑈𝐹𝑥 is the previous defined utilization factor of the ROADMx. 

 𝐴𝑅 is a percentage that determines the amount of resources which can be 

assignment to each PON. 

 𝑁𝐷𝑃𝑂𝑁𝑥 is the total number of demanded frequency slots that present origin or 

destination in a node belonging to the PON connected to ROADMx. 

 𝑁𝐷𝑆𝑃𝑂𝑁𝑥 is the number of frequency slots of 𝑁𝐷𝑃𝑂𝑁𝑥 that have been allocated 

until the current iteration. 

The first term of Eq. (3.1) represents the potential maximum modules number taking 

into account the number of FSs that are available. The second one allows determining 

the modules number as a function of the resources assigned to each PON. It opens the 

possibility to assign different priorities to the different PONs connected to the metro 

network. The minimum of both terms has to be selected because there might not be 

enough allowed FSs to establish the priority required. This situation takes place when 

throughput of the network is close to the achievable maximum. If  𝑁𝑥 value is a non-

integer, it is rounded to the nearest integer. 

5. For determining which DWDM channels can be allocated to ROADMx, we select those 

DWDM channels whose FSs are not associated with any demand for the different pair 

of the D-ROADM I/O ports.  

6. For the added modules, it is searched the best switches configuration in order to reach 

a new maximum throughput value, keeping the switches configuration of previous 
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D-ROADM modules unchanged. In this step, the RSA problem must be solved 2 ∙ 𝑁𝑥 

times. 

7. This process is iterated from step two until all D-ROADMs have been treated. 

Taking into account the proposed heuristic, the total number of times that the RSA 

problem must be solved is (2𝑁𝑅𝑂𝐴𝐷𝑀𝑠 + 2 ∙ 𝑁𝑥) ∙ 𝑁𝑅𝑂𝐴𝐷𝑀𝑠 ≪ 3
𝑁𝐷𝑊𝐷𝑀−𝐶∙𝑁𝑅𝑂𝐴𝐷𝑀𝑠, since 

𝑁𝑥 ≤ 𝑁𝐷𝑊𝐷𝑀−𝐶. Thus, for example, considering 𝑁𝑅𝑂𝐴𝐷𝑀𝑠=2, 𝑁𝐷𝑊𝐷𝑀−𝐶=20 and 

𝑁𝑥=𝑁𝐷𝑊𝐷𝑀−𝐶 (the worst case), the number of times that the RSA problem must be solved 

using the proposed heuristic is 88 times, while using the greedy way is ~1.2∙1019 times. 

3.3.3 Scenario details and assumptions 

The metro-access network shown in Fig. 3.3 is considered as a reference scenario. In fact, 

Fig. 3.3 presents a typical scenario for an urban/suburban use case, where a ring metro 

network, featuring a total maximum length of 60 km, serves different passive optical 

networks (PONs), each covering distances ranging from 2.3 km up to 2.6 km. Specifically, 

the proposed scenario consists of one OMCN, five OANs, four ROADMs and a PON 

connected to each ROADM. The ONUs numbers connected to the different PONs are 4, 8, 

16 and 32, just to test different scenarios.  
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PON 3 (16 ONUs)
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Fig. 3.3. Network topology considered. Link distances are shown in km. 

For the sake of simplicity, it is considered that the OMCN, OAN and ONU nodes are 

able to add/remove specific channels to/from the network to which they are connected. In 

chapter 2, it has been proposed a set of different cost-effective solutions for transmitters 

and receivers and their main attributes for those opto-electrical nodes implementation. In 

addition, it has been indicated that all those transmitters and receivers can be adapted to 

implement different u-DWDM transmission techniques in which the uplink and downlink 

of each user can be established in each FS by frequency or polarization division 
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multiplexing. It is selected the pair of transmitter and receiver which provides the highest 

power budget for all opto-electrical nodes implementation. Following such premise, it is 

considered that the OMCN and OAN, which are usually more expensive equipment, are 

implemented by Mach-Zehnder transmitters able to provide modulation formats, as 

Nyquist-DPSK, featuring high spectral efficiency. On the other hand, ONU transmitters, 

much more cost sensitive, could be based on either distributed feedback (DFB) lasers or 

much lower cost vertical cavity surface emitting lasers (VCSEL). For the latter, it has been 

recently demonstrated the support of DPSK modulation [43] and potentially providing 

similar spectrum reduced Nyquist-DPSK modulation. The chosen receivers are based on a 

coherent receiver in which the detected signal is mixed with a local oscillator. As a 

reference, a DFB local oscillator has been considered, providing a sensitivity of -52 dBm 

[38], [44]. Therefore, the power budget per connection is 52 dB for transmitters providing 

0 dBm output.  

The power budget is considered to be only consumed by the fiber attenuation 

(0.25 dB/km is assumed), the ROADM insertion loss and the power splitter at PONs. 

Correspondingly, the OMCN, OAN and ONU insertion losses are null due to their O-E-O 

conversion. Chromatic Dispersion (CD) effects due to the optical fiber are not considered 

as the maximum transmission distance at the network is below the theoretical maximum 

distance of the link, before considering CD effects (e.g. 61 km for standard ITU G.652 

fibres [152]). Nevertheless, if CD effects should be considered, extended coherent receivers 

providing CD compensation could also be considered. 

A work band of 500 GHz has been considered as the network resource to share between 

all users. That work band is considered in order to reduce the computational cost. However, 

results would scale linearly for higher work bands. Three DWDM channel widths have 

been considered: 62.5 GHz, 125 GHz and 250 GHz. Being 125 GHz, the effective 

bandwidth obtained for a cost-effective D-ROADM with a single module characterized in 

chapter 2 and, 62.5 GHz and 250GHz are the half and double of that characterized effective 

bandwidth, respectively. Each DWDM channel has been divided into FSs, with width of 

12.5 GHz, although other FS widths could be used, such as 6.25 GHz or 5 GHz.  

The aforementioned network scenario is loaded with traffic demands distributed 

uniformly between all pairs of source-destination nodes. All demands are of 10 Gb/s so 

each accepted demand requires one FS. In particular, the two physically shortest paths have 

been pre-computed for every pair of source-destination of the network, and the spectrum 

resources, FSs, are allocated following the first-fit policy. That heuristical approach 
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delivers sub-optimal solutions for large-moderate size problems [153]. 

3.3.4 Simulation results and discussion 

First, it will be evaluated the considered network scenario (Fig. 3.3) in which the work band 

of 500 GHz is divided into four DWDM channels of 125 GHz . For this situation, two cases 

will be discussed. The first one is when a different channel is assigned to each cost-effective 

D-ROADM. The second one consists of searching for the best configuration of each 

D-ROADM to reach the maximum throughput following the iterative process detailed 

previously. Both of them will be compared to the reference case in which the ROADMs 

are based on WSS and they can switch each frequency slot individually. Finally, it will also 

be discussed the throughput maximum value behaviour when the network DWDM channel 

width is changed. Fig. 3.4 shows a scheme of the methodology used to compare the network 

design using cost-effective D-ROADMs and WSS-based ROADMs. For a fair comparison, 

in both cases, 2 shortest paths (2-SPs) and first-fit policy have been considered to solve the 

RSA problem. Therefore, the proposed heuristic is focused on which DWDM channel or 

channels must be assigned to each D-ROADM of the network to reach the achievable 

throughput of the network. 

    
Fig. 3.4. Scheme of the methodology used to compare the network design with cost-effective D-ROADMs 

and WSS-based ROADMs. 

An important aspect to study in the management of the network resources is how they 

are assigned. A way to allocate those DWDM channels is to assign one to each PON 

without repetition. In this way, all users of the same PON share the same DWDM channel. 

This strategy coincides with the first step of the iterative process proposed previously and 

it is the simplest solution in the design of a ring-based metro-access network with 

D-ROADMs. Starting with that solution and using the iterative process presented in section 

3.3.2, a better solution can be achieved. In this situation, different PONs can share the same 
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DWDM channels. 

Table 3.1 shows the maximum value of the throughput of the proposed network in three 

different cases: i) the Reference Case in which the ROADMs are based on WSS and they 

can switch each frequency slot individually without any constraint; ii) Case A that 

corresponds to the situation wherein the D-ROADMs commute all the FS of a DWDM 

channel in the same direction and a different DWDM channel is assigned to each 

D-ROADM, and,  iii) Case B that is the result of using the iterative process to reach the 

throughput maximum value when cost-effective D-ROADMs are applied. For each case, 

the worst-case path attenuation of the network, 𝛼𝑃𝑊𝐶, and the percentage of allocated traffic 

demand, ∆, are also reported. That allocated traffic demand percentage is measured against 

the maximum throughput value of the Reference Case. From Table 3.1, it can be deduced 

that reusing DWDM channel for different PONs the allocated traffic demand can be 

increased up to 79% of the Reference Case whilst in Case A the allocated traffic demand 

is 53.6%. In addition, the worst-case path of Case B is 43.1 dB, well under the considered 

power budget of 52 dB. 

Table 3.1. The worst-case path attenuation of the network (𝛼𝑃𝑊𝐶), throughput and allocated traffic demand 

for the Reference Case, Case A and Case B. 

Parameter Reference Case Case A Case B 

𝛼𝑃𝑊𝐶  (dB) 32.3 35.8 43.1 

Throughput (Gb/s) 1380 740 1090 

∆ (%) 100 53.6 79 

Table 3.2 shows the DWDM channel assigned to each ROADM in the Case B. That 

assignment is the result of using the iterative process for some assigned 𝐴𝑅 values, see Eq. 

(3.1). 𝐴𝑅 is the traffic priority assigned to a PON of the network. In particular, 100%, 50%, 

25% and 25% are the considered 𝐴𝑅 values for the PONs connected to ROADM4, 

ROADM6, ROADM7 and ROADM9, respectively.  

Table 3.2. ROADMs configuration for Case B. Grey colour is an assigned channel to the ROADMx. 

ROADMx AR (%) Modules Number 
Channel 

1 2 3 4 

4 100 4     

6 50 2     

7 25 1     

9 25 1     

Finally, Table 3.3 shows the throughput maximum value of the proposed network as a 
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function of the DWDM channel bandwidth (𝐵𝑊𝐷𝑊𝐷𝑀−𝐶), specifically for bandwidth of 

62.5 GHz (Case C), 125 GHz (Case B, previously studied), and 250 GHz (Case D). For the 

same 𝐴𝑅 of each PON as in case B, the 𝛼𝑃𝑊𝐶 and ∆ are also specified. For the cases C and 

D, the iterative process, described in sub-section 3.3.2, has been applied in order to 

determine the network’s throughput maximum value. Hence, the modules number of each 

cost-effective D-ROADM shown in Fig. 3.3 and their assigned channels do not correspond 

to Case B. From Table 3.3, it is appreciated that the DWDM channel bandwidth is reduced 

and the allocated traffic demand is higher. It is due to the fact that the number of wasted 

FSs per DWDM channel to satisfy the assigned AR for each PON is smaller. However, the 

ROADMs’ number of modules is higher, increasing thus the worst-case path attenuation 

𝛼𝑃𝑊𝐶. So, a trade-off solution is when the cost-effective ROADM’s DWDM channel width 

is of 125 GHz (Case B). 

Table 3.3. The worst-case path attenuation of the network (𝛼𝑃𝑊𝐶), throughput and allocated traffic demand 

as a function of the DWDM channel bandwidth (𝐵𝑊𝐷𝑊𝐷𝑀−𝐶). 

Parameter Case B Case C Case D 

𝐵𝑊𝐷𝑊𝐷𝑀−𝐶 (GHz) 125 62.5 250 

𝛼𝑃𝑊𝐶  (dB) 43.1 47 36 

Throughput (Gb/s) 1090 1190 960 

∆ (%) 79 86.2 69.7 

3.4 Metro ring network design based on cost-effective DWDM 

ROADM: online scenario 

In this section it is studied the performance of the proposed cost-effective D-ROADM as a 

metro-access ring network element in an online scenario knowing that each module of the 

D-ROADM switches a group of FSs and the D-ROADM optical insertion losses increase 

with the number of modules (𝑁). Keeping that in mind, two different heuristics have been 

proposed to find out the best D-ROADMs design of a network that optimize the traffic load 

capacity of the network.  

3.4.1 Online problem statement 

In our study, three important aspects must be considered: 

1. The first one is that the D-ROADM that does not support the contentionless feature. It 

can cause that the resulting logical graph from the union of each DWDM channel’s 

equivalent graph of the network is disconnected if the D-ROADM design is not 

properly managed. In this way, a bad design of the network D-ROADMs can prevent 
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the establishment of connections between every possible pair of source-destination 

nodes of the network since may not be feasible to find a path for any DWDM channel 

of the network, leading to a high number of blocked traffic demands. Fig. 3.5 presents 

an example of the design of the D-ROADMs for a three-DWDM-channel network that 

permits to highlight the mentioned problem. For each DWDM channel of the network 

shown in the example (see Fig. 3.5), all possible logical paths are schematically 

depicted, as well as the channels assigned to each D-ROADM. The design strategy 

chosen for this example consists of assigning all DWDM channels to each D-ROADM 

and configuring the switches of each ROADM module to work in add/drop mode over 

its different ring ports (W port or E port). That is, a module settled allowing paths 

between A/D port and W port, and the others two modules for A/D port and E port. 

That strategy can in principle seem appropriate as the traffic demands of both PONs 

can be routed by two different physical paths. Nevertheless, making a deep inspection 

of the network, we can realize that the resulting network’s logical graph is disconnected. 

In this way, for example, there is no a logical path between nodes with IDs 1 and 4, and 

between nodes with IDs 2 and 4. In order to solve that problem two different heuristics 

will be presented in sub-section 3.3.2. 
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4 2
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1

OMCN OANROADM PON

DWDM Channel 1 DWDM Channel 2

DWDM Channel 3

WE

 
Fig. 3.5. An example of design of the D-ROADMs of a simple ring-based network whose resulting logical 

graphs from the union of the equivalent graph for each DWDM channel of the network is disconnected. 

2. The second aspect to consider is that the D-ROADM provides higher switching 

flexibility when a higher number of modules is used. However, the D-ROADM 

insertion loss increases with the number of modules (𝑁) due to the use of a power 

splitter (see Fig. 3.2) to combine the DWDM channels supported by the D-ROADM.  
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3. Finally, the third aspect is that it is considered an online scenario in which demands 

arrive at and depart from the network in a random manner. Moreover, it is also 

considered that traffic demands are distributed between all pair of source-destination 

nodes of the network randomly. Then, the D-ROADM design should be adapted to the 

dynamic traffic profile so as to reduce the total traffic demands blocked.  

Table 3.4. Notations used in the description of the D-ROADM designs heuristics. 

Symbol Definition 

𝒢 = (𝒩, ℰ) Graph representing the optical network, where 𝒩 is the set of nodes (OMCN, 

OAN, ROADM and ONU) and ℰ is the set of optical links of the analysed 

network. 

𝐵𝑊𝑁 Total network bandwidth (GHz). 

𝐵𝑊𝐷𝑊𝐷𝑀−𝐶 DWDM channel bandwidth (GHz). 

𝑃𝐵𝑜 Power budget available per connection (dB). 

𝛼𝑃𝑊𝐶  Worst-case path attenuation of the network (dB). 𝑃𝑊𝐶  is defined as the path 

between a pair of source-destination nodes which presents the highest total 

attenuation of the network.  

𝒟 Dynamic traffic demands profile loaded to the network, characterized by: i) 

how the traffic is distributed between the nodes (e.g. uniformly), ii) what traffic 

arrival process follows and what type of distribution presents the durations 

(e.g. Poisson and negative exponential, respectively) and iii), the average 

requested bit rate per demand, 𝐶̅, arrived at the network. Each demand, 𝑑 ∈ 𝐷, 

is determined by (𝑠𝑑, 𝑡𝑑, 𝑛𝑑), where 𝑠𝑑 and 𝑡𝑑 are source and destination nodes, 

and 𝑛𝑑 ∈ ℤ
+ is the number of FSs requested by the demand. 

𝜌 Traffic load (in erlang units). 

𝑇𝐿𝐶 Traffic load capacity, defined as ρ ∙ C̅ (b/s). 

𝐵𝐵𝑃 Blocking bandwidth probability, defined as the volume of rejected traffic 

divided by the volume of all traffic demanded to the network. 

𝐵𝐷𝑟𝑖𝑛𝑔  Number of blocked demands which have their origin and destination in a node 

of the ring part of the network. 

𝐵𝐷𝑃𝑂𝑁−𝑖  Number of blocked demands which have their origin or destination in a node 

belonging to PON-𝑖. 

𝑅𝑆𝐴(𝒢, 𝒟, 𝐵𝐵𝑃) Sub-routine that solves the dynamic routing and spectrum assignment of all 

traffic demands arrived at the network in the simulations. The input parameters 

are the network model (𝒢), the traffic demands profile loaded to the network 

(𝒟) and the considered blocking bandwidth probability (𝐵𝐵𝑃). The output 

parameters are the TLC of 𝒢 for the considered 𝐵𝐵𝑃 value and the number of 

blocked demands of the different network’s parts (𝐵𝐷𝑟𝑖𝑛𝑔 and 𝐵𝐷𝑃𝑂𝑁−𝑖). Pre-

computation of the two-lowest loss path between all pair of source-destination 

of the network and the first-fit policy for allocating FSs are considered to solve 

the dynamic RSA. 

Taking into account the three aspects previously discussed, the problem to solve here is 

to find out the minimum number of modules of each D-ROADM of the network and their 

switches configuration that best suit to the traffic profile loaded to the network, while 
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keeping the D-ROADM insertion losses as low as possible. In next sub-section, two 

heuristics are proposed for solving mentioned problem. To ease the comprehension of the 

proposed heuristics, Table 3.4 details the notations used in their description. 

3.4.2 Cost-effective DWDM ROADM design with heuristical approaches 

3.4.2.1 Heuristic I 

A strategy that allows solving the mentioned problem of the logical disconnection of the 

network is shown in Fig. 3.6. This strategy is based on assigning a different channel or 

channels between the D-ROADMs of the network and settling the switches of each module 

associate with each channel to work in add/drop mode over any ring port of the D-ROADM 

(E port or W port) as it is shown in Fig. 3.6. 
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3
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Fig. 3.6. An example of design of the D-ROADMs of a simple ring-based network whose resulting logical 

graphs from the union of the equivalent graph for each DWDM channel of the network is not disconnected 

by using heuristic I. 

As it can be seen in Fig. 3.6, the connection between all possible nodes of the network 

can be established using the available resources. In this strategy, it is considered that for 

allocating traffic demands between nodes belonging to the ring part of the network and 

between nodes of the ring and nodes of a PON, it must be used the same available resources. 

Thus, for example, for allocating traffic demands between node with ID 4 and nodes of the 

PON, the DWDM Channel 2 can be used for such purpose (Fig. 3.6). On the contrary, if a 

traffic demand presents the origin and destination in a node belonging to the ring part of 

the network, the available frequency slots of any possible channel can be used. For 

example, for establishing a connection between nodes with IDs 1 and 4 shown in Fig. 3.6, 

the available set of FSs of the three DWDM channels of the considered network can be 
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utilized. At the same time, distributing the available DWDM channels between all the 

D-ROADMs of the network reduces the number of modules (𝑁) per D-ROADM and 

consequently the D-ROADM insertion losses.  

Fig. 3.7 shows a pseudo-code for the proposed heuristic. The input parameters are the 

model of the network (𝒢), the network bandwidth (𝐵𝑊𝑁) that is shared by all users, the 

considered DWDM channel bandwidth (𝐵𝑊𝐷𝑊𝐷𝑀−𝐶) which coincides with the bandwidth 

of each D-ROADM module, the considered power budget value per connection (𝑃𝐵𝑜), 

depending on the chosen modulation format technology, to the received signal can rightly 

be detected, the traffic nature loaded to the network, defined by 𝒟, and the objective 𝐵𝐵𝑃 

value. The output is the network design that maximizes the 𝑇𝐿𝐶 of the network using the 

strategy introduced in Fig. 3.6. 

1: Input: 𝒢, 𝐵𝑊𝑁, 𝐵𝑊𝐷𝑊𝐷𝑀−𝐶 , 𝑃𝐵𝑜, 𝒟, 𝐵𝐵𝑃 

2: Output: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛 

3: Begin: 

4: 𝑁𝑅𝑂𝐴𝐷𝑀𝑠 ← Determining the number of ROADMs of 𝒢 

5: 𝑀𝑁𝐶𝑁 ← BWN BWDWDM−C⁄   

7: if 𝑁𝑅𝑂𝐴𝐷𝑀𝑠 ≤ 𝑀𝑁𝐶𝑁 then 

8: 𝑀𝑁𝐶𝑁0 ← 𝑁𝑅𝑂𝐴𝐷𝑀𝑠 

9: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛0 ←initial design of the network using 𝑀𝑁𝐶𝑁0 channels 

10: [𝑇𝐿𝐶0,  𝐵𝐷𝑟𝑖𝑛𝑔, 𝐵𝐷𝑃𝑂𝑁−𝑖] ← 𝑅𝑆𝐴(𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛,𝒟, 𝐵𝐵𝑃) 

11: while 𝛼𝑃𝑊𝐶  of 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛 ≤ 𝑃𝐵𝑜 && there are available channels do 

12: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛1 ← Adding a new different channel to the D-ROADM connected to the PON-𝑖 with 

the highest 𝐵𝐷𝑃𝑂𝑁−𝑖 of the 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛 so as to reduce  𝐵𝐷𝑟𝑖𝑛𝑔 and 𝐵𝐷𝑃𝑂𝑁−𝑖. If different PONs 

have the same number of blocked demands, one of them could be chosen randomly. The added new module’s 

switches are configured to work in add/drop mode over E port. 

13: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛2 ← The added new module’s switches of the chosen D-ROADM are configured to 

work in add/drop mode over W port. 

14: [𝑇𝐿𝐶1,  𝐵𝐷𝑟𝑖𝑛𝑔, 𝐵𝐷𝑃𝑂𝑁−𝑖] ← 𝑅𝑆𝐴(𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛1,𝒟, 𝐵𝐵𝑃)  

15: [𝑇𝐿𝐶2,  𝐵𝐷𝑟𝑖𝑛𝑔, 𝐵𝐷𝑃𝑂𝑁−𝑖] ← 𝑅𝑆𝐴(𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛2,𝒟,𝐵𝐵𝑃)  

16: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛 ← Select the module’s switches configuration that better suits to the traffic profile 

according to the 𝑇𝐿𝐶 of the network’s design. If the different switches configurations result in the same 𝑇𝐿𝐶, one 

of them could be chosen randomly. 

17: end while 

18: else 

19: More network bandwidth is required 

20: end if 

21: return 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛 

Fig. 3.7. Pseudo-code of the proposed heuristic I. 
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As it can be deduced from Fig. 3.7, to make a good management of the network, its 

number of DWDM channels (𝑀𝑁𝐶𝑁 = 𝐵𝑊𝑁 𝐵𝑊𝐷𝑊𝐷𝑀−𝐶⁄ ) must be greater than or equal 

to the number of D-ROADMs (𝑁𝑅𝑂𝐴𝐷𝑀𝑠) of the network. On the other hand, new modules 

can be added to the D-ROADMs as required according to 𝒟 so as to improve the network 

𝑇𝐿𝐶 for a given 𝐵𝐵𝑃 as long as the 𝛼𝑃𝑊𝐶 is lower than the considered 𝑃𝐵𝑜. Then, once an 

initial network design is obtained (𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛0), the dynamic RSA 

problem is solved to analyse the origin and destination of blocked demands. Extra DWDM 

channels are, thus, added to the D-ROADMs to allocate those demands. This is recursively 

done till exhausting the free DWDMs channels of the network. Therefore, this heuristic 

implements an efficient distribution of the available DWDM channels among the 

D-ROADMs of the network. From Fig. 3.7, the number of times that the dynamic RSA 

problem has to be solved is 2 ∙ (𝑀𝑁𝐶𝑁 −𝑀𝑁𝐶𝑁0) + 1, where 𝑀𝑁𝐶𝑁 is the number of 

DWDM channels of the network, previously defined, and 𝑀𝑁𝐶𝑁0 is the required number 

of DWDM channels for the first network design. 

OMCN OANROADM PON

DWDM Channel 1 DWDM Channel 2

DWDM Channel 3

PON-1

4 2

1
PON-2

WE

5

3

  
Fig. 3.8. An example of design of the D-ROADMs of a simple ring-based network whose resulting logical 

graphs from the union of the equivalent graph for each DWDM channel of the network is not disconnected 

by using heuristic II. 

3.4.2.2 Heuristic II 

Another strategy that also provides a full logical connection among all the network nodes 

is introduced Fig. 3.8. That strategy consists of booking one of the available channels for 

the connections between nodes pertaining to the ring part of the network and using the 

others two channels for the traffic of the PONs. That is, the DWDM channel 3 can just be 

used for allocating traffic demands between nodes 1, 2 and 4, and the channels 1 and 2 for 
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traffic demands of the PONs. This strategy is more efficient that the heuristic previously 

presented since it allows reusing the WDM channel between different PONs more easily 

as it shall be proved. Nevertheless, it requires a smarter allocation of the DWDM channels 

as the network size increases. 

 Fig. 3.9 shows a pseudo-code of the proposed heuristic II. The input parameters are the 

same than the heuristic I explained in sub-section 3.4.2.1. The output is the best network 

design that maximize the 𝑇𝐿𝐶 of the network. To illustrate the proposed heuristic II, the 

metro-access network example shown in Fig. 3.10 is used. This example, which will be one 

of the studied network examples in the sub-section 3.4.4, considers that the network 

bandwidth (𝐵𝑊𝑁) is of 750 GHz and the DWDM channel bandwidth (𝐵𝑊𝐷𝑊𝐷𝑀−𝐶) is 

125 GHz. The proposed heuristic can be divided into three smaller sub-problems. 

1: Input: 𝒢, BWN, BWDWDM−C, 𝑃𝐵𝑜, 𝒟, 𝐵𝐵𝑃 

2: Output: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛 

3: Begin: 

4: //Sub-problem I 

5: 𝑁𝑠𝑒𝑐𝑡𝑜𝑟𝑠 ← Total number of OMCN and OANs of  𝒢 

6: 𝑀𝑁𝐶𝑁0 ←MinNumChannelNetwork(𝒢, 𝑁𝑠𝑒𝑐𝑡𝑜𝑟𝑠)+1 

8: 𝐵𝑊𝑁0 ← 𝑀𝑁𝐶𝑁0 ∙ 𝐵𝑊𝐷𝑊𝐷𝑀−𝐶  

9: if 𝐵𝑊𝑁0 ≤ BWN then 

10: 𝒢0 ← Initial network design of 𝒢 

11: if PWC of 𝒢0 ≤ 𝑃𝐵𝑜 then 

12: // Sub-problem II 

13: 𝒢1 ← reuse channel assigned to a mismatched ROADM of a sector of 𝒢0  between mismatched ROADMs of 𝒢0  

14: // Sub-problem III 

15: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛 ← 𝒢1 

16: [𝑇𝐿𝐶0,  𝐵𝐷𝑟𝑖𝑛𝑔, 𝐵𝐷𝑃𝑂𝑁−𝑖] ← 𝑅𝑆𝐴(𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛, 𝒟, 𝐵𝐵𝑃) 

17: while PWC of 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛 ≤ 𝑃𝐵𝑜 && there are available channels do 

18: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛1 ← Adding a new different channel to the part of the network (ring or PONs) with 

the highest number of blocked demands according to  𝐵𝐷𝑟𝑖𝑛𝑔 and 𝐵𝐷𝑃𝑂𝑁−𝑖. If different PONs have the same 

number of blocked demands, one of them could be chosen randomly. The added new module’s switches are 

configured to work in add/drop mode over E port. 

19: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛2 ← The added new module’s switches of the chosen D-ROADM are configured to 

work in add/drop mode over W port. 

20: [𝑇𝐿𝐶1,  𝐵𝐷𝑟𝑖𝑛𝑔, 𝐵𝐷𝑃𝑂𝑁−𝑖] ← 𝑅𝑆𝐴(𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛1,𝒟, 𝐵𝐵𝑃)  

21: [𝑇𝐿𝐶2,  𝐵𝐷𝑟𝑖𝑛𝑔, 𝐵𝐷𝑃𝑂𝑁−𝑖] ← 𝑅𝑆𝐴(𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛2, 𝒟, 𝐵𝐵𝑃)  

22: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛 ←Select the module’s switches configuration that better suits to the traffic profile 

according to the TLC of the network’s design. If the different switches configurations result in the same TLC, 

one of them could be chosen randomly. 

23: end while 

24: Else 
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25: More sophisticated transmission technologies providing more power budged is required 

26: end if 

27: Else 

28: More network bandwidth is required 

29: end if 

30: return 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛 

Fig. 3.9. Pseudo-code of the proposed heuristic II. 

The first sub-problem involves finding out the minimum number of DWDM channels 

(𝑀𝑁𝐶𝑁0) that are required in order to make possible to establish the connection between 

every pair of source-destination nodes. In other words, it must be determined the minimum 

number of DWDM channels which are required to avoid that the resulting graph of the 

network is disconnected, following the strategy shown in Fig. 3.8. In that strategy, traffic 

demands among nodes of the ring part of the network and between ring nodes and nodes 

of a PON use different DWDM channels. Fig. 3.11 shows the proposed heuristic that can 

be used in order to reach that goal (MinNumChannelNetwork, in line 6 of the pseudo-code 

shown in Fig. 3.9). 

PON-1

I
II

III
36

PON-2
PON-3

PON-4

PON-5

PON-6

1

2

45

8
9

PON-1

I II

III
6

PON-2
PON-3

PON-4

PON-5

PON-6

1

7

8
9

OMCN OANROADM PON

DWDM Channel 1 DWDM Channel 2
DWDM Channel 3 DWDM Channel 4

5 4

2

3

DWDM Channel 5 DWDM Channel 6

7

(a) (b)

 
Fig. 3.10. (a) An example of sectioning of a network and (b) its initial design. 

1: Input: 𝒢, 𝑁𝑠𝑒𝑐𝑡𝑜𝑟𝑠 

  2: Output: 𝑀𝑁𝐶𝑁0  

  3: Begin: 

  4: 𝑀𝑁𝐶𝑁0 ← 0 

  5: Sectorize network (𝒢) into 𝑁𝑠𝑒𝑐𝑡𝑜𝑟𝑠  

  6: for each sector of the network (𝒢)  do 

  7: 𝑁𝑅𝑂𝐴𝐷𝑀𝑠 ← Determining the number of ROADMs 

  8: if 𝑁𝑅𝑂𝐴𝐷𝑀𝑠 != 0 then 
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  9: if 𝑁𝑅𝑂𝐴𝐷𝑀𝑠 is even then 

10: 𝑀𝑁𝐶𝑁0 ← 𝑀𝑁𝐶𝑁0 + 𝑁𝑅𝑂𝐴𝐷𝑀𝑠  2⁄  

11: else  

12: 𝑀𝑁𝐶𝑁0 ← 𝑀𝑁𝐶𝑁0 + (𝑁𝑅𝑂𝐴𝐷𝑀𝑠 + 1) 2⁄  

13: end if 

14: end if 

15: end for  

16: return 𝑀𝑁𝐶𝑁0 

Fig. 3.11. Proposed pseudo-code of a heuristic that permits to determine the minimal number of channels 

required in a metro-access network design in order to ensure that every connection between all possible pair 

of source-destination nodes can be established. 

The heuristic basically consists on dividing the ring part of the network in a certain 

number of sectors (𝑁𝑠𝑒𝑐𝑡𝑜𝑟𝑠) and determining the minimum number of DWDM channels 

that are required in each sector to ensure that every possible connection between nodes of 

the PON connected to a D-ROADM of the sector and a node of the ring part of the network 

can be established. In particular, a sector is defined as a pair of two consecutives nodes 

with opto-electrical conversion functionalities (OMCN or OANs) among which there can 

or cannot be D-ROADMs. Fig. 3.10(a) shows the way of how the considered network 

example can be divided into different sectors. Specifically, the network is divided into three 

sectors (sector 𝐼, 𝐼𝐼 and 𝐼𝐼𝐼) because the network has one OMCN and two OANs (see Fig. 

3.10(a)). For determining the number of different channels that are required for the 

D-ROADMs in each sector, the following rule considered in the pseudo-code shown in Fig. 

3.11 can be used: 

 If the number of ROADMs of the sector (𝑁𝑅𝑂𝐴𝐷𝑀𝑠) is even, the number of required 

channels is 𝑁𝑅𝑂𝐴𝐷𝑀𝑠 2⁄ . It is due to the fact that a DWDM channel can be assigned to 

two different ROADMs of the same sector but with opposite switches’ configuration 

as it can be noticed in see Fig. 3.10(a), sector 𝐼, in which the DWDM channel 2 has 

been assigned to ROADMs with IDs 7 and 8. 

 If 𝑁𝑅𝑂𝐴𝐷𝑀𝑠  is odd, an extra channel is required for the ROADM that is mismatched. 

For example, the DWDM channel 1 has been committed to the ROADM with ID 9 of 

the sector 𝐼 which is exhibited in Fig. 3.10(a). 

Once determined the number of channels for the D-ROADMs of each sector of the 

network, and according to the strategy shown in Fig. 3.8, a new channel must be added for 

allocating the traffic demands among nodes of the ring part of the network. So, the minimal 

number of required DWDM channels (𝑀𝑁𝐶𝑁0) in the considered network example (Fig. 
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3.10) is five of the available six channels. Therefore, the required minimal network 

bandwidth (𝐵𝑊𝑁𝑜) to ensure that there are logical paths to establish any possible connection 

in the network can be calculated as 𝐵𝑊𝑁0 = 𝑀𝑁𝐶𝑁0 ∙ 𝐵𝑊𝐷𝑊𝐷𝑀−𝐶. In this way, for a 

predefined value of the 𝐵𝑊𝐷𝑊𝐷𝑀−𝐶, if 𝐵𝑊𝑁𝑜 is higher than 𝐵𝑊𝑁, more network bandwidth 

is required or smaller 𝐵𝑊𝐷𝑊𝐷𝑀−𝐶, finer DWDM channel granularity, has to be considered. 

In other cases, an initial design of the network and its D-ROADMs configuration can be 

obtained. For the example shown in Fig. 3.10(a), the initial design of the network is shown 

in Fig. 3.10(b). It is the simplest solution in the design of a metro-access network based on 

D-ROADMs. This initial solution can be a proper solution as long as its 𝛼𝑃𝑊𝐶 value is 

lower than the considered power budget (𝑃𝐵𝑜); otherwise more sophisticated transmission 

technologies, providing a higher power budget, would be required. 
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Fig. 3.12. (a) An example of how assigned channel to mismatched ROADMs of the network can be shared 

and (b) the final design of the considered network using the proposed heuristic II.  

Starting from the configuration of the D-ROADMs obtained in the previous problem, a 

second sub-problem involves obtaining a better configuration for the mismatched 

D-ROADMs of the network (e.g. D-ROADMs with IDs 2 and 9 shown in Fig. 3.10). A 

way to reach that purpose can be the sharing of the channel assigned to a mismatched 

ROADM of a sector with another mismatched ROADM of the other sector. That is, 

referring to the network example shown in Fig. 3.10(b), the DWDM channel 1 can be 

assigned to the ROADM with ID 2 and the DWDM channel 4 to the ROADM  with ID 9, 

realizing a new design for those ROADMs as it can be seen in Fig. 3.12(a). To ensure that 

any connection between a node of PON-1 or PON-6 and a node of the ring can be 

established, the switches of ROADM modules should have opposite configurations as it is 
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shown in Fig. 3.12(a). This strategy increases the flexibility of ROADMs with ID 2 and 9 

but the DWDM channel 4 is underused because it is only considered for allocating traffic 

demands between node 1 and nodes pertaining to PON-1 and PON-6 (see Fig. 3.12(a)). To 

cope with that problem, it must be decided if the unused channel is assigned for allocating 

traffic demands between nodes of the ring part of the network or for allocating traffic 

demand from/to PONs. As it is indicated in Fig. 3.12(b), it was decided to re-assign the 

underused channel 4 to PON-4, adding a new module to ROADM with ID 7.  

Once determined the best initial configuration of the network to ensure full connection 

between every pair of source-destination of the network and checking there are not 

underused channels, the third sub-problem involve assigning still available DWDM 

channels for increasing the 𝑇𝐿𝐶 network so long the 𝛼𝑃𝑊𝐶 of the current network design is 

lower than the considered 𝑃𝐵𝑜. To decide in which part of the network the resources could 

be assigned, the RSA problem over the previous network design has to be solved in order 

to discover the most congested network’s parts to add a new available DWDM channel. 

This is recursively done still exhausting the free DWDMs channels. Following with the 

proposed example, just one channel is available in this step, DWDM channel 6 (Fig. 

3.12(a)), so it is decided to assign it to ROADMs 4 and 5, as it can see in Fig. 3.12(b). 

According to Fig. 3.9, the number of times that the dynamic RSA problem has to be solved 

to obtain the best network’s design is 2 ∙ (𝑀𝑁𝐶𝑁 −𝑀𝑁𝐶𝑁0) + 1. That is the same number 

of times as the heuristic I. 

3.4.3 Scenario details and assumptions 

Fig. 3.13 shows two examples of ring-based metro-access networks to analyse. The first 

one envisions a dense urban scenario, consisting of one OMCN, two OANs and six 

ROADMs. The second one is based on one OMCN, five OANs and four ROADMs; 

covering an urban/suburban scenario. In both cases, a passive optical network (PON) with 

eight ONUs is considered to be connected to each ROADM.  

It is considered that the transmitters of the OMCN and OAN use Mach-Zehnder 

modulators, while the ONU transmitter is based on a directly modulated DFB laser. In all 

cases, the receivers are based on a coherent receiver in which the detected signal is mixed 

with a DFB as local oscillator, providing a sensitivity of -52 dBm, as indicated in chapter 

2. Therefore, the power budget per connection (𝑃𝐵𝑜) is 52 dB for transmitters providing 

0 dBm output. The power budget is considered to be consumed by the fiber attenuation 

(0.25 dB/km is assumed), the power splitter settled in each PON and the ROADMs’ 
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insertion loss. Chromatic dispersion (CD) effects due to the optical fiber are not considered 

in the study because it can be compensated using digital signal processing (DSP) at the 

receiver [154]. A work band of 750 GHz has been considered as the networks resource to 

share between all users. Two DWDM channel widths have been considered: 62.5 GHz and 

125 GHz. Each DWDM channel has been divided into frequency slots, being all of them 

of 12.5 GHz.  
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Fig. 3.13. Network examples considered: (a) Network I and (b) Network II. Link distances are shown 

in km. 

The aforementioned networks can be loaded with dynamic traffic demands distributed 

uniformly between every pair of source-destination of the networks. Nevertheless, in that 

considered scenario, more than 90% of the traffic demands loaded in the network examples 

have their origin or destination in a node belonging to a PON, being that case unrealistic 

for a metro-access network scenario as it is posed in Fig. 3.1. This is due to considering 

any OAN, OMCN and any ONU having same priority, let us say probability for a demand. 

This is unrealistic as OANs and the OMCN, aggregating much more traffic and services, 

will realistically have a higher probability for a demand than an ONU. Therefore, the most 

suitable traffic demands distributions between every pair of networks nodes are considering 

that the probability for a demand presenting the origin or the destination in an ONU of a 

PON is 2.67 times lower than a demand that has origin and destination in the ring part of 

the network, for the first network example (see Fig. 3.13(a)) and 3.33 times, for the second 

network example (see Fig. 3.13(b)), respectively. These values are chosen in order to model 

the traffic generated by all ONUs of a PON as if they are a single node, reducing in this 

way the number of traffic demands which have the origin or the destination in a PON. In 

both considered network examples, the traffic demands arrival is a Poisson process with a 

given mean inter-arrival time (𝐼𝐴𝑇) fixed to the unit and the durations—holding times, 

𝐻𝑇 = 𝐴𝐼𝑇 ∙ 𝜌, where 𝜌 is the traffic load in erlang units—follow a negative exponential 
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distribution. Two cases for the requested bit rate have been considered. In the first one all 

demands are of 10 Gb/s so each accepted demand takes up one FS, and the second one 

where the requested bit rate is distributed among {10, 20, 40} Gb/s, taking {1, 2, 4} FSs, 

with probabilities {0.5, 0.25, 0.25}. In all studied cases, the dynamic RSA problem has 

been solved using a heuristic approach. In particular, the two physical shortest paths have 

been pre-computed for every pair of source-destination of the network, and the spectrum 

resources, FSs, are allocated to the incoming demand following the first-fit policy. 

3.4.4 Simulation results and discussion 

First, we will evaluate the considered network scenarios, see Fig. 3.13, taking into account 

that the network bandwidth of 750 GHz is divided into six DWDM channels of 125 GHz 

and the bit rate of every traffic demand is of 10 Gb/s. For this analysis, two cases will be 

discussed. A first one where the DWDM channels are assigned to the D-ROADMs of the 

network following the Heuristic I proposed in sub-section 3.4.2.1, in which a same channel 

can be used for allocating traffic demands between nodes of the ring part of the network 

and between nodes belonging to a PON and a node of the ring. The second one consists on 

finding out the best configuration of each D-ROADM of the network in order to improve 

the 𝑇𝐿𝐶 of the network following the proposed Heuristic II, introduced in sub-section 

3.4.2.2. That is characterised by using different channels for allocating traffic demands 

between nodes of the ring and nodes of a PON, and for allocating in a different channel, 

traffic demands between nodes of the ring. Both cases shall be compared to the reference, 

top performance and cost case, in which all the ROADMs are based on WSSs and they can 

switch each frequency slot individually.  

Secondly, it shall be discussed the blocking bandwidth probability (BBP) behaviour vs. 

𝑇𝐿𝐶 of the considered networks when the bandwidth of the DWDM channels is halved 

(from 125 GHz to 62.5 GHz). Finally, the best configuration of the considered networks 

obtained after employing Heuristics I and II have been tested for a potential network 

evolution where bit rate of the demands can be {10, 20, 40} Gb/s with probabilities {0.5, 

0.25, 0.25}, respectively. All results of this section have been obtained using a network 

simulator implemented in MATLABTM taking into account the insertion loss model of a 

D-ROADM proposed in chapter 2 as well as considering 105 offered traffic demands to the 

networks.  

Fig. 3.14(a) and Fig. 3.14(b) show the 𝐵𝐵𝑃 as a function of the traffic that is loaded to 

the network when D-ROADM and WSS-based ROADMs are used; the bit rate of all traffic 
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demands is 10 Gb/s and the bandwidth of the DWDM channels is 125 GHz. For the 

network based on D-ROADMs, the 𝐵𝐵𝑃 is depicted for the proposed Heuristics I and II. 

From Fig. 3.14(a) and Fig. 3.14(b), it can be noticed that the proposed Heuristic II improves 

the 𝑇𝐿𝐶 for the same 𝐵𝐵𝑃 compared with the design derived from Heuristic I using the 

same spectral resources. For instance, the 𝑇𝐿𝐶 obtained for Network I using Heuristic II 

when 𝐵𝐵𝑃=5% is 53% higher than the 𝑇𝐿𝐶 obtained when Heuristic I is used.  Similar 

𝐵𝐵𝑃 curve behaviour can be observed for Network II, in which the 𝑇𝐿𝐶 when Heuristic II 

is used for a 𝐵𝐵𝑃=5% is 63% higher than the 𝑇𝐿𝐶 of the network configuration when 

Heuristic I is used. From Fig. 3.14(a) and Fig. 3.14(b), it can also be noticed that the 

performance penalty of the networks based on D-ROADM against the same networks using 

WSS-based ROADMs when the Heuristic II is used for 125 GHz WDM channels is around 

52%, while for the Heuristic I the performance penalty is around 64%.  

 

Fig. 3.14. Blocking bandwidth probability (BBP) vs. traffic load capacity when bit rate of every traffic 

demand is of 10 Gb/s for considered metro-access network I (a) and II (b).  

Table 3.5. The worst-case path attenuation (𝛼𝑃𝑊𝐶) of the considered networks when WSS-based ROADMs 

and D-ROADMs are used for different granularities. 

Network I II 

ROADM WSS-based DWDM WSS-based DWDM 

Granularity (GHz) 12.5 62.5 125 12.5 62.5 125 

Heuristic  I II I II  I II I II 

𝛼𝑃𝑊𝐶 (dB) 47 28 35 21 26 24 40 39 31 35 

Fig. 3.14(a) and Fig. 3.14(b) also show the 𝐵𝐵𝑃 curve when the considered DWDM 

channel bandwidth is of 62.5 GHz and the process of design of the D-ROADMs is based 

on Heuristic II. In this case, the performance penalty in the 𝑇𝐿𝐶 of the considered networks 

is close to 35% (in average) regarding to the same networks using WSS-based ROADMs 

(a) (b)
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for a 𝐵𝐵𝑃 value of 5%, providing a significant improvement. This enhancement is due to 

a higher granularity and therefore the distribution of channels for each part of the network 

fits better to their bandwidth requirement. 

Table 3.5 shows the worst-case path attenuation (𝛼𝑃𝑊𝐶) of the considered networks (see 

Fig. 3.13) when they are constituted by WSS-based and D-ROADMs and designed by the 

two proposed heuristics, showing that is always well under the considered power budget 

per connection of 52 dB. 

Fig. 3.15 shows the 𝐵𝐵𝑃 curves vs. 𝑇𝐿𝐶 of the networks based on D-ROADMs after 

using both proposed heuristics as well as of the same networks using WSS-based ROADMs 

for the case in which the bit rate of the traffic demands can be {10, 20, 40} Gb/s with 

probabilities {0.5, 0.25, 0.25}, respectively. As we can notice from Fig. 3.15(a) and Fig. 

3.15(b), using Heuristic II for the design of the D-ROADMs, the 𝑇𝐿𝐶 is, in average, 1.43 

times higher than Heuristic I for DWDM channel of 125 GHz; and 2.04 higher for DWDM 

channels of 62.5 GHz. The average penalty in the 𝑇𝐿𝐶 of the D-ROADM-based networks 

using Heuristic II compared to the same networks using WSS-based ROADMs is of 72.2% 

and 59.2% for 125 GHz and 62.5 GHz, respectively, as it can be deduced from Fig. 3.15. 

That performance loss is due to the fact that the D-ROADMs do not have the colourless 

feature. 

 

Fig. 3.15. Blocking bandwidth probability (BBP) vs. traffic load capacity when bit rate of traffic demands 

can be {10, 20, 40} Gb/s for considered metro-access network I (a) and II (b).  

3.5 Conclusions 

In this chapter, it has been assessed the performance of the proposed cost-effective DWDM 

ROADM as a metro-access ring network element for offline and online scenarios. For the 

offline scenario, an iterative process to determine the optimal design of the cost-effective 

(a) (b)
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DWDM ROADMs of the network to maximize the throughput has been presented. Using 

that process, the allocated traffic is of 80% to the total traffic that a network using 

WSS-based ROADMs with frequency slot granularity of 12.5 GHz. It has also been 

demonstrated that the trade-off solution for different DWDM channel widths is of 125 GHz 

which corresponds to the effective band of the single module cost-effective ROADM/OXC 

characterized in chapter 2.  

For the online scenario, it has been demonstrated that a proper heuristic design can 

provide a significant improvement, doubling the performance using same network 

resources and just a 35% performance penalty for a D-ROADM with DWDM channels of 

62.5 GHz compared with a fully capable, 12.5 GHz granularity WSS-based ROADM 

design. In particular, network’s traffic load capacity for a blocking bandwidth 

probability=5%, has been used as reference. In order to verify the validity of these 

heuristics, two different metro-access networks have been analysed.  In both cases, 

allocating traffic demands between nodes of the ring part of the network and nodes of a 

PON, and for allocating in a different channel, traffic demands between nodes of the ring 

significantly improves the traffic load capacity.  
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Chapter 4. Cost-effective DWDM OXC and 

ROADM Design to Maximize the Capacity of 

Mesh-Based u-DWDM Metro-Access Networks 

4.1 Introduction 

Optical metro networks are migrating from ring to mesh topology as shown Fig. 4.1. This 

is basically due to the low scalability of rings and the excessive resource redundancy 

required in ring-based failure management schemes. Moreover, metro networks are 

converging with access networks and evolving towards all-optical solutions, where 

u-DWDM technique is considered as an excellent alternative solution to increase the 

network spectral efficiency. In this context, the cost-effective DWDM OXC (D-OXC) and 

ROADM (D-ROADM) node shown in Fig. 4.2(a) have been proposed in chapter 2 to 

enable mesh-based converged metro-access networks using u-DWDM technology. Both 

proposed nodes are characterized for being modular and working with DWDM channel 

granularity. In this way, a module of the proposed nodes is designed to manage one DWDM 

channel. Then, for u-DWDM network scenarios, as the one considered in Fig. 4.1, in which 

each DWDM is divided into FSs, the nodes functions are applied on a group of FSs at the 

DWDM channel of the node. For a group of FSs whose DWDM channel is not supported 

by the node, it is transparent for them.  

ACCESS
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ROADM OAN
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WDM Channel k
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U D U DU D

CORE OMCN

 
Fig. 4.1.  Flexible 5G mesh-based metro-access network scenario. (Inset) Considered flexible ultra-dense 

WDM frequency slot division. 

Bearing in mind the idea, one module of the D-OXC/D-ROADM switches a group of 

FSs and new modules can be added when they are required; the main target of this chapter 
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is to demonstrate if a network using D-OXC and D-ROADM nodes with a low number of 

modules would achieve a similar throughput as networks using colorless WSS-based OXCs 

and ROADMs working with FS granularity (Fig. 4.2(b)) in an offline scenario. To solve 

that problem, it is proposed a heuristic approach that permits to reach an efficient design of 

the D-OXCs and D-ROADMs of a network. 
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Fig. 4.2. ROADM/OXC node architecture using: (a) cost-effective DWDM and (b) WSS technology. 

The remainder of this chapter is structured as follows. Section 4.2 presents the problem 

statement. Section 4.3 shows the proposed heuristic based on an iterative process for the 

design of the D-OXCs and D-ROADMs. Section 4.4 presents the details and assumptions 

of the evaluated u-DWDM metro-access network scenario with mesh topology. Section 4.5 

shows the obtained numerical results of evaluating the proposed heuristic. Finally, section 

4.6 completes the chapter with the main conclusions. 

4.2 Problem statement 

The objective of the problem is to find out the best suitable design of the D-OXCs and 

D-ROADMs of a network (minimum number of modules and their switches configuration) 

to allocate an already known set of FSs demands, with the objective of maximizing the 

network’s throughput while keeping the D-OXC and D-ROADM’s insertion losses as low 

as possible. Restricted to: 

1) The logical graph of the network, defined as the resulting logical graph from the union 

of each DWDM channel’s equivalent graph of the network, must not be disconnected. 

That ensures that there is, at least, a logical path to the establishment of connections 

between every possible pair of source-destination nodes.  
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2) The total attenuation for any path between every pair of source-destination nodes must 

be lower than the power budget available per connection (𝑃𝐵𝑜). 

3) A demand which has its source or destination in a node belonging to a PON cannot be 

blocked, for protecting low bandwidth end-user demands as any other service could be 

prioritized. 

To ease the comprehension of the proposed heuristic, Table 4.1 details the notations 

used in its description. 

Table 4.1. Notations used in the description of the D-OXC and D-ROADM design heuristic. 

Symbol Definition 

𝒢 = (𝒩, ℰ) Graph representing the optical network, where 𝒩 is the set of nodes (OMCN, 

OAN, OXC, ROADM and ONU) and ℰ is the set of optical links of the 

analysed network. 

𝐵𝑊𝑁 Total network bandwidth (GHz). 

𝐵𝑊𝐷𝑊𝐷𝑀−𝐶 DWDM channel bandwidth (GHz). 

𝑁𝐹𝑆𝐷𝑊𝐷𝑀−𝐶  Number of FSs per DWDM channel, 𝐵𝑊𝐷𝑊𝐷𝑀−𝐶 = 𝐵𝑊𝐷𝑊𝐷𝑀−𝐶 𝐵𝑊𝐹𝑆⁄ , 

where 𝐵𝑊𝐹𝑆 is the FS bandwidth. 

𝑃𝐵𝑜 Power budget available per connection (dB). 

𝑃𝑊𝐶  Worst-case path, defined as the path between a pair of source-destination nodes 

which presents the highest total attenuation of the network (dB). 

𝛼 The total attenuation of the worst-case path of the network 𝑃𝑤𝑐  (dB). 

𝒟 Set of demands, where each demand corresponds to a connection request. Each 

demand 𝑑 ∈ 𝐷 is determined by (𝑠𝑑, 𝑡𝑑, 𝑛𝑑), where 𝑠𝑑 and 𝑡𝑑 are source and 

destination nodes, and 𝑛𝑑 ∈ ℤ
+ is the number of FSs requested by the demand. 

𝑇 Network’s throghput (Gb/s). 

∆𝑇 Minimal throughput gain between iterations (Gb/s). 

∆𝛼 Maximal increment in the total attenuation of the worst-case path of the 

network 𝑃𝑤𝑐  (dB). 

𝜑 Parameter determines if all demands 𝑑 ∈ 𝐷 with source or destination in a node 

belonging to a PON of the network have been addressed. 

𝑁𝐷𝑃𝑂𝑁−𝑥 Total number of requested FSs by PON-x. 

𝛤 Set with the different logical graphs of the network resulting from changing 

the configuration of the module associated with the assigned channel to each 

D-OXC of the network. 

SortSet(𝐷) Sub-routine sorts a set of the demands 𝐷 following a certain rule to determine 

which demands will be allocated first. The considered rule is to allocate first, 

the traffic demands that belong to the network’s PONs. Then, the remaining 

demands are allocated form the highest to the lowest number of requested FSs. 

𝑅𝑆𝐴(𝒢, 𝒟) Sub-routine that solves the offline routing and spectrum assignment problem 

for all 𝑑 ∈ 𝒟. The input parameters are the network model (𝒢) and the set of 

demands 𝒟 to be loaded to the network. The output parameters are the network 

throughput (𝑇) and the total attenuation of the worst-case path of the network 

(𝛼). Pre-computation of the three shortest paths between all pair of source-

destination of the network and the first-fit policy for allocating FSs are 

considered to solve the RSA. 
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4.3 Heuristic 

Fig. 4.3 shows a pseudo-code of the proposed heuristic that permits to solve the problem 

presented before. The input parameters are the model of the network (𝒢), the network 

bandwidth (𝐵𝑊𝑁), the considered DWDM channel bandwidth (𝐵𝑊𝐷𝑊𝐷𝑀−𝐶), which 

coincides with the bandwidth of each D-ROADM/D-OXC module, the considered power 

budget value per connection (𝑃𝐵𝑜), depending on the chosen transmission technology, and 

the set of demands to be loaded to the network (𝐷). The output is the best network design 

that maximizes the network’s throughput (𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛).  

1: 
Input: 𝒢, 𝐵𝑊𝑁, 𝐵𝑊𝐷𝑊𝐷𝑀−𝐶 , 𝑃𝐵𝑜, 𝐷 

2: Output: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛 

3: Begin: 

4: ∆𝑇 ← 50 //[Gb/s] 

5: ∆𝛼 ←  1 //[dB] 

6: 𝛺 ← 𝐵𝑊𝑁 𝐵𝑊𝐷𝑊𝐷𝑀−𝐶⁄   

7: 𝐷1 ← SortSet(𝐷) //Sort set of traffic demands 

8: //Sub-problem I 

9: 𝒢0 ← NetworkRoadmsDesign(𝒢, 𝐷1) 

10: //Sub-problem II 

11: for 𝑖 =  1  to 𝛺 do 

12: Add the module that can manage the DWDM channel 𝑖 to each OXC of 𝒢0 

13: if 𝑖 > 1 then 

14: Remove the modules associated with DWDM channel 𝑖 − 1 of those OXCs of 𝒢0 with are settled with Conf. 1. 

15: end if 

16: Γ ← Generate a set with all possible configurations of the OXCs of  𝒢0 when the module associated with the DWDM 

channel 𝑖 is changed  

17: for 𝑗 =  1  to |𝛤| do 

18: [𝑇𝑗, 𝛼𝑗] ← RSA(𝒢(𝛤𝑗),𝐷1)  

19: if 𝛼𝑗 > 𝑃𝐵𝑜then 

20: 𝑇𝑗 ← 0 

21: 𝛼𝑗 ← +∞ 

22: end if 

23: end for 

24: 𝛼0 ← min{𝛼𝑗} , 𝑤𝑖𝑡  𝑗 = 1 𝑡𝑜 |Γ|  

25: if (𝛼0 + ∆𝛼) < 𝑃𝐵𝑜 then 

26: 𝛼0 ← 𝛼0 + ∆𝛼 

27: end if 

28: 𝑆 ← {γ𝑗 ∈ Γ | 𝛼𝑗  𝑜𝑓 γ𝑗  ≤  𝛼0} //possible sub-set of OXC configuration solutions 

29: 𝑆𝑂𝐿 ← {𝑠𝑗 ∈ 𝑆 |𝑇𝑗  𝑜𝑓  𝑠𝑗  𝑖𝑠 𝑎 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 } //select the solution(s) that has the highest throughput 

30: if |𝑆𝑂𝐿| > 1 then 
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31: 𝑠𝑜𝑙 ← Select a 𝑠𝑜𝑙𝑗 ∈ 𝑆𝑂𝐿 with the highest number of OXC whose module associate with the DWDM channel 𝑖 is 

settled with Conf. 1. If there is no solution with the module associate with DWDM channel 𝑖, select a 𝑠𝑜𝑙𝑗 ∈ 𝑆𝑂𝐿 

randomly. 

32: else 

33: 𝑠𝑜𝑙 ← SOL 

34: end if 

35: end for 

36: 𝑁𝑒𝑡𝑤𝑜𝑟𝑘𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝐷𝑒𝑠𝑖𝑔𝑛 ← 𝑠𝑜𝑙  

Fig. 4.3. Pseudo-code of the proposed heuristic. 

To illustrate the proposed heuristic, it shall be applied over the metro-access network 

example shown in Fig. 4.4. This example, which will be one of the studied network 

examples in the next section, considers that the bandwidth of the network (𝐵𝑊𝑁) is of 

750 GHz, 𝐵𝑊𝐷𝑊𝐷𝑀−𝐶 is 125 GHz, 𝐵𝑊𝐹𝑆 is 12.5 GHz and the number of requested FSs per 

PON-x (𝑁𝐷𝑃𝑂𝑁−𝑥) is 10. The proposed heuristic can be divided into two smaller sub-

problems. The first sub-problem corresponds to the design of the D-ROADMs of the 

network to ensure that there is, at least, a logical path from/to any node of a PON to/from 

any node of the metro part of the network (Restriction 1). To reach that goal, the sub-routine 

NetworkRoadmsDesign has been defined in line 9 of the proposed pseudo-code shown in 

Fig. 4.3. This sub-routine solves two issues: i) determining the number of DWDM channels 

required by each D-ROADM of the network (𝑁𝐷−𝑅𝑂𝐴𝐷𝑀𝑥) to address all demands with 

origin or destination in the PON connected to the D-ROADMx, and ii) deciding what 

DWDM channel or channels shall be assigned to each D-ROADMx of the network. While 

𝑁𝐷−𝑅𝑂𝐴𝐷𝑀𝑥 can be deduced from 𝐷 as 𝑐𝑒𝑖𝑙(∑𝑁𝐷𝑃𝑂𝑁𝑥 𝑁𝐹𝑆𝐷𝑊𝐷𝑀−𝐶⁄ ), where 𝑁𝐹𝑆𝐷𝑊𝐷𝑀−𝐶 

is the number of FSs per DWDM channel; the DWDM channel assignation rule must be 

designed. A strategy could be to assign different DWDM channels to the D-ROADMs of 

the network as it was proposed in chapter 3. Nevertheless, although this strategy ensures 

Restriction 1, it is less efficient since a DWDM channel is restricted to a single PON, as 

demonstrated in chapter 3. Fig. 4.4(a) shows a more efficient strategy for the channel 

assignation that also ensure Restriction 1 and it has been introduced in chapter 3 for online 

ring-based metro-access scenarios. This strategy is based on dividing the metro part of the 

network into different sectors. This sectorization, shown in Fig. 4.4(a), involves only the 

ring part of the considered metro network. That is, it can be considered that there are no 

OXCs in the network. Then, a sector is defined as a pair of two consecutives nodes of the 

ring part with opto-electrical conversion functionalities (OMCN or OANs) among which 

there can or cannot be ROADMs as shown in Fig. 4.4(a). The idea of the network 
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sectorization is to assign the same DWDM channel or channels to a pair of D-ROADMs of 

the same sector. If the pairing of two D-ROADMs for sharing the same DWDM channel 

between two different PONs of the same sector is not possible, as occurs with DWDM 

channel 1 in Fig. 4.4(a), it remains mismatched and the A/D function can be established 

randomly over E or W port of the D-ROADM. Finally, note that when two D-ROADMs 

share the same DWDM channel, the A/D function over the E or W port of those 

D-ROADMs has to be opposite as shown Fig. 4.4(a) for the ROADMs with ID 9 and 10. 

Fig. 4.4(b) shows the resulting design of each D-ROADM of the considered network 

example following the proposed strategy based on sectorizing the network and assigning 

the same DWDM channel to two D-ROADMs of the same sector. 
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Fig. 4.4. (a) Example of sectorization of a network. (b) Final D-ROADMs design. 

Once the configuration of the D-ROADMs has been fixed in the previous sub-problem, 

the second sub-problem is the D-OXCs design. To achieve that goal, an iterative process is 

presented in the pseudo-code shown in Fig. 4.3. Fig. 4.5 graphically exhibits that iterative 

process over the considered network example shown in Fig. 4.4. Basically, an iteration can 

be divided into 2 stages. The first one, is to add the same DWDM channel to all D-OXCs 

of the network and generate a set, 𝛤, with the different logical graphs of the network 

resulting from changing the configuration of the module associate with the assigned 

channel to each D-OXC of the network. Thus, for instance, in the considered network 

example shown in Fig. 4.5 with just one D-OXC, the total number of logical graphs of the 

network when the DWDM channel 1 is assigned to the D-OXC, |𝛤| , is three since a 
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D-OXC’s module has three possible configurations. In general, |𝛤| = 3𝑁𝑂𝑋𝐶𝑠, where 𝑁𝑂𝑋𝐶𝑠 

is the number of OXCs of the network.  
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Fig. 4.5. Detailed OXC’s design of considered network example following the proposed heuristic for six 

DWDM channels. Coloured lines represent the logical path of each DWDM channel of the network.  

The second stage is to determine which network configuration resulting from changing 

the configuration of the module associate with the considered DWDM channel assigned to 

the D-OXC (or D-OXCs), defined by the logical graph 𝛾 ∈ 𝛤, is the best one. To make that 

decision, the routing and spectrum assignment (RSA) problem has to be solved for each 

𝛾 ∈ 𝛤. In the proposed heuristic, pre-computation of the three-shortest paths between all 

pair of source-destination nodes of the network and the first-fit policy for allocating FSs 

are considered. Form this stage, three important parameters to decide the best configuration 

can be obtained. The first one is the total attenuation 𝛼 of the worst-case path 𝑃𝑤𝑐 of 𝛾 ∈ 𝛤. 

𝑃𝑤𝑐 is defined as the path between a pair of source-destination nodes which presents the 

highest total attenuation of 𝛾 ∈ 𝛤. The second one, is the network throughput, 𝑇, offered 
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by 𝛾 ∈ 𝛤. Finally, the third parameter, 𝜑, determines if all demands 𝑑 ∈ 𝐷 with source or 

destination in a node belonging to a PON of the network have been addressed. According 

to Restriction 3, a demand with source or destination in a node belonging to a PON cannot 

be blocked. Thus, if all demands with origin or termination in a PON of the network have 

been satisfied, a criterion to select the best solution shall be that one that minimizes 𝛼 at 

the same time that the 𝑇 is maximized. Nevertheless, that situation rarely occurs as shown 

in Fig. 4.5. Therefore, it is necessary to relax that criterion. The criterion is then to choose 

the solution 𝛾 ∈ 𝛤 which maximizes the network throughput within a range of 𝛼. That is, 

the heuristic selects the network configuration that presents the highest 𝑇 value of a sub-

set of 𝛤 that addresses 𝛼 ≤ 𝛼0 + ∆𝛼, where 𝛼0 is the minimum value of 𝛼 among all 𝛾 ∈

𝛤 and, ∆𝛼 is a predefined value that allows selecting the group of solutions to be considered. 

Form the point of view of minimizing 𝛼 of the final network design, ∆𝛼 should be a low 

value. In the proposed heuristic, ∆𝛼 is fixed to 1 dB. Moreover, for each iteration, it must 

be satisfied that 𝛼 and 𝛼0 + ∆𝛼 are lower than the maximum power budget available per 

connection, 𝑃𝐵𝑜. Thus, for the first iteration of the considered example shown in Fig. 4.5, 

corresponding to assign the DWDM channel 1 to the D-OXC, the second and third 

configuration of the D-OXC’s module associated with that channel are selected. This is 

because both modules configuration fulfil the condition 𝛼 ≤ 𝛼0 + ∆𝛼. Then, it is chosen 

the second configuration of the module since the resulting network throughput 𝑇 is 

maximum with this configuration (see Fig. 4.5). The following iterations will seek to 

improve that network throughput through the addition of other DWDM channels to the 

D-OXC. 

 In the second iteration, the module corresponding to the DWDM channel 2 is assigned 

to the D-OXC, as shown in Fig. 4.5. Now, the next stage is to determine if the module 

assigned to the D-OXC in the previous iteration can be removed. It is possible when the 

chosen module configuration is Conf. 1. Note that, for that module configuration, the 

D-OXC functionality over the associated DWDM channel is the same as if the module is 

not supported by the D-OXC, as explained in chapter 2. In the case in which the module 

associated with the DWDM channel 1 cannot be removed, the module configuration 

remains always unchanged. Once removed the module assigned to the D-OXC in the 

previous iteration, if possible or not, the next stage is to generate a new set 𝛤 with the new 

logical graphs of the network resulting from changing the configuration of the module 

associate with DWDM channel 2. Then, the RSA must be solved again for each 𝛾 ∈ 𝛤 to 
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find out the best network configuration following the same criterion explained for the first 

iteration. Nevertheless, if we only consider that criterion, it may happen that the new 

maximum throghput value is just slightly higher than the maximum one obtained in the 

previous iteration. To solve this problem, we choose the network configuration that also 

fulfil 𝑇𝑖 ≥ 𝑇𝑖−1 + ∆𝑇, where 𝑇𝑖, 𝑇𝑖−1 and ∆𝑇 are the maximum throughput obtained in the 

current iteration, in the previous iteration and, a given minimal throughput gain between 

iteration, respectively. In the proposed heuristic, Fig. 4.3, ∆𝑇 has been fixed to 50 Gb/s. 

Then, the chosen module configuration obtained in the second iteration, related with the 

DWDM channel 2, is the second one. Finally, this iterative process ends when all DWDM 

channels of the network have been treated as shown in Fig. 4.5. 

4.4 Scenario details and assumptions 

In order to generalize our results as much as possible, the two examples of mesh-based 

metro-access networks shown in Fig. 4.6 are analysed. The first one consists of one OMCN, 

two OANs, six ROADMs, and one OXC. The second one is based on one OMCN, five 

OANs, four ROADMs and two OXCs. In both cases, a PON with eight ONUs is considered 

to be connected to each ROADM.  
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Fig. 4.6. Network examples considered: (a) Network I and (b) Network II. Links distances are shown in km.  

It is assumed that the OMCN and OAN are implemented by Mach-Zehnder transmitters, 

using Nyquist-DPSK. The ONUs’ transmitter is based on distributed feedback lasers 

(DFB). Receivers are based on a coherent receiver in which the detected signal is mixed 

with a DFB local oscillator, providing a sensitivity of -52 dBm, as indicated in chapter 2. 

The power budget available per connection, 𝑃𝐵𝑜, is therefore 52 dB for transmitters 

providing 0 dBm output. 𝑃𝐵𝑜 is considered to be consumed by the fiber attenuation 

(0.25 dB/km), the power splitter settled at each PON and the ROADMs/OXCs insertion 

loss. It is also assumed that the OMCN, OAN and ONU insertion loss are null owing to 
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their O-E-O conversion. Chromatic dispersion (CD) effects due to the optical fiber are 

compensated using digital signal processing (DSP) at the receiver side [154]. A network 

bandwidth of 750 GHz, divided into six DWDM channel of width of 125 GHz, has been 

considered. Each DWDM channel is divided into FSs, being all of them of 12.5 GHz.  

The aforementioned networks are loaded with a set of demands configured to provide a 

total aggregated capacity of 100 Gb/s per PON. In a PON, the demands are distributed 

uniformly among all ONUs and the requested bit rate per demand is of 10 Gb/s, taking up 

one FS. In case in which the demands have their source and destination in nodes belonging 

to the metro part of the network, the requested bit rate is {10, 20, 40} Gb/s, corresponding 

to {1, 2, 4} FSs, with the same probability of 1/3.  

4.5 Simulation results and discussion 

Table 4.2 summarizes the performance of evaluated network examples shown in Fig. 4.6 

in terms of the network’s throughput (𝑇), the total attenuation of the worst-case path of the 

network (𝛼𝑃𝑊𝐶) and the execution time (𝐸𝑇) required to allocated a set of demands in the 

network when WSS-based OXCs/ROADMs and D-OXCs/D-ROADMs are used. In the 

case of the networks based on D-OXCs and D-ROADMs, the average number of modules 

per D-OXC/D-ROADM node (�̅�) and the percentage of blocked bit rate (𝐵𝐵) after using 

the proposed heuristic is also reported. The 𝐵𝐵 is measured against the maximum 

throughput value of the same network using WSS-based OXCs/ROADMs working at FS 

granularity. For a fair comparison, the same set of demands were used for both WSS-based 

and DWDM-based cases. Moreover, the RSA problem in both cases was solved 

considering the pre-computation of the three shortest paths between all pair of source-

destination of the network and the first-fit policy for the FSs allocation. Therefore, the 

proposed heuristic is focused on how DWDM channels are assigned to each D-OXC and 

D-ROADM of the network and how they are configured. 

Table 4.2. Summary of the network performances in terms of the throughput (𝑇), the total attenuation of the 

worst-case path (𝛼𝑃𝑊𝐶) and the execution time (𝐸𝑇). For networks using DWDM-based nodes, the average 

number of modules per D-OXC/D-ROADM node (𝑁) and the percentage of blocked bit rate (𝐵𝐵) is also 

summarized. 

OXC/ROADM WSS-based DWDM 

Network 𝑇 (Gb/s) 𝛼𝑃𝑊𝐶  (dB) 𝐸𝑇 (s) 𝑇 (Gb/s) 𝛼𝑃𝑊𝐶  (dB) 𝑁 𝐵𝐵 (%) 𝐸𝑇 (s) 

I 2622.0 49.2 1.5 2366.5 30.63 1.2 9.7 31.5 

II 4080.0 48.1 1.7 3829.5 44.4 1.2 10.8 749.7 

From Table 4.2, it can be observed that the proposed heuristic for the design of the 
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D-OXCs and D-ROADMs of a network leads to 𝐵𝐵 close to 10% with an average number 

of modules per D-OXC/D-ROADM node, �̅�, of 1.2. In terms of the attenuation of the 

worst-case path of the network, 𝛼𝑃𝑊𝐶, the networks based on D-OXCs and D-ROADMs 

show lower 𝛼𝑃𝑊𝐶  values than the networks using WSS-based OXCs and ROADMs. This 

is due to the fact that the average number of modules �̅� obtained per D-OXC and 

D-ROADM node is of 1. In this case, the maximum insertion loss of the D-OXC and 

D-ROADM are of 2 dB and 3 dB, respectively, while the insertion loss of the OXC and 

ROADM based on WSSs is of 10 dB, as it was indicated in chapter 2. Finally, regarding 

the execution time 𝐸𝑇 required to allocated a set of demands in the network, networks 

based on D-OXCs and D-ROADMs shows worse results. Moreover, 𝐸𝑇 increases with the 

number of OXC of the network. This is because the number of times that the RSA problem 

has to be solved following the proposed heuristic depends on the number of D-OXCs of 

the network. In particular, the number of times that de RSA has to be solve in the case of 

network based on D-OXCs and D-ROADMs using the proposed heuristic shown in Fig. 

4.3 is (3 ∙ 𝑁𝐷𝑊𝐷𝑀−𝐶)
𝑁𝑂𝑋𝐶𝑠, where 𝑁𝐷𝑊𝐷𝑀−𝐶 is the number of DWDM channels of the 

network and 𝑁𝑂𝑋𝐶𝑠 is the number of OXCs of the network. Thus, while for networks with 

WSS-based OXCs and ROADMs, the RSA problem just has to be solve one time, using 

the proposed heuristic, the RSA problem is solve 21 times and 441 for the Network I (1 

OXC, see Fig. 4.6(a)) and Network II (2 OXCs, see Fig. 4.6(b)), respectively. Note that, if 

a greedy heuristic, where all possible network configuration is evaluated, were used, the 

number of times that the RSA has to be solved is 3(𝑁𝑂𝑋𝐶𝑠 + 𝑁𝑅𝑂𝐴𝐷𝑀𝑠)∙𝑁𝐷𝑊𝐷𝑀−𝐶, where 

𝑁𝑅𝑂𝐴𝐷𝑀𝑠 is the number of ROADMs of the network. In this case, the number of time that 

the RSA has to be solved is ~2.4∙1023 and ~1.1∙1020 for the Network I (1 OXC and 6 

RADMs, see Fig. 4.6(a)) and Network II (2 OXCs and 4 ROADMs, see Fig. 4.6(b)), 

respectively. Therefore, proposed heuristic shown in Fig. 4.3 reduces drastically the 

number of times that the RSA problem has to be solved, leading to assumable execution 

times. 

4.6 Conclusions 

In this chapter, it has been assessed the performance of the proposed cost-effective D-OXC 

and D-ROADM as metro-access mesh network elements for offline scenarios. A heuristic 

based on an iterative process to determine an efficient design of the cost-effective D-OXC 

and D-ROADMs of a network to maximize the network’s throughput has been presented. 
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Using that heuristic, the total blocked bit rate is just of 10% regarding the total bit rate 

supported by the same network using WSS-based OXCs and ROADMs with frequency slot 

granularity of 12.5 GHz. Finally, although the proposed heuristic increases the execution 

time, it is assumable for offline scenarios where less than 1 hour is a good heuristic. 
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Chapter 5. 5G Multicarrier Modulation For-

mats for High-Layer Split Fronthaul with 

u-DWDM-PON-based Technology 

5.1 Introduction 

The current constant growth in mobile networks’ traffic demands caused by the 

popularisation of cloud and streaming services on personal devices, requires architectural 

changes so as to fulfil all new 5G mobile network requirements. C-RAN architecture in 

combination with the massive deployment of small cell antenna sites have recently been 

proposed as a promising solution but will be demanding for high capacity mobile fronthaul 

links. An efficient way for performing that connectivity is to make use of the DWDM-PON 

infrastructure. In this context, OFDM has been extensively explored as a potential 

candidate. Nevertheless, the main drawback of OFDM is its high out-of-band (OOB) 

radiation. In order to overcome that drawback, filter bank multicarrier (FBMC), universal 

filtered multicarrier (UFMC) and generalised frequency division multiplexing (GFDM) 

have recently been proposed for mobile access networks [86]. Several papers have already 

reported the benefits of these alternative 5G multicarrier modulations over wireless links, 

but just few works have focused on the transmission of these new modulations through the 

optical fronthaul segment of the network. In [155], authors study the performance of GFDM 

for upstream in PONs in terms of the tolerance to multiple access interference due to the 

OOB. In [156], authors reported a performance comparison between OFDM and GFDM in 

term of the sensitivity of an optical receiver based on an avalanche photodetector for 

fronthaul applications using RoF technology. In [157], authors have demonstrated a full-

duplex asynchronous quasi-gapless optical transmission using FBMC, showing better 

spectral efficiency than OFDM. In [158], authors have proposed a UFMC modulation 

scheme based on RoF technology for the asynchronous transmission of multiple services. 

In this chapter, using RoF technique it is experimentally assessed and compared 10 Gb/s 

32-QAM-OFDM/FBMC/UFMC/GFDM system performance for a high-layer split u-

DWDM-PON-based fronthaul scenario, as shown in Fig. 5.1. The u-DWDM is 

accomplished by dividing each 100(200) GHz WDM channel into two sub-channels, one 
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for uplink and other for downlink, where different user demands can be allocated (Fig. 5.1). 

In this way, all antennas connected to the same PON share the same DWDM channel. 

Benefits of this network architecture solution include the coexistence of different traffic 

natures and policies, low congestion at the access nodes, compatibility with legacy systems 

and industrial temperature ranges, and it provides similar performances to standard dual 

fiber networks [159], [160]. The system performance has been done in terms of spectral 

efficiency, peak-to-average power ratio, spectral density and receiver sensitivity. In 

particular, intensity-modulation with direct detection (DD) and quasi-coherent detection 

(QCD) (to be introduced in section 5.3) have been considered. In order to improve the 

multicarrier system energy efficiency, the effect of using a hard-clipping technique over 

transmitted signals is studied as well. Moreover, it is evaluated the crosstalk interference 

between two adjacent channels of the same modulation scheme, as a function of their 

electrical frequency span for downlink applications. Finally, the maximum fronthaul 

network split layer is discussed. 

 
Fig. 5.1. High-layer split DWDM-PON-based fronthaul solution. (Inset) Proposed flexible full-duplex 

DWDM division. 

The remainder of this chapter is organised as follows. Section 5.2 presents alternative 

5G multicarrier modulation formats (FBMC, UFMC and GFDM) as well as OFDM, 

considered as the reference multicarrier modulation to compare. Section 5.3 describes the 

experimental setup used for the multicarrier modulation schemes evaluation. Sections 5.4, 

5.5 and 5.6 show obtained results of comparing alternative 5G multicarrier modulations 

and OFDM. Section 5.7 discusses the maximum fronthaul network split layer. Finally, 

section 5.8 completes the chapter with the main conclusions. 

Remote Radio Head 
(RRH)

User Equipment 
(UE)

Fronthaul 
(RoF)

Syste
m

 
m

o
d

u
le

System
 

m
o

d
u

le

Central 
Office (CO)

WDM

OLT

BBU
WDM

OLT

Fronthaul

BBU

Splitter

Splitter

WDM Channel k

 Channel Distribution

U D DU



Chapter 5: 5G Multicarrier Modulation Formats 79 

 

 

 

5.2 Multicarrier modulation formats  

These new multicarrier modulations (FBMC, UFMC and GFDM) can be classified into 

two categories depending on the orthogonal modulation technique used [86]. While FBMC 

and GFDM use a pulse shaping technique, UFMC is based on sub-band filtering to reduce 

the OOB noise. In this section, it is briefly introduced the alternative 5G multicarrier 

modulation formats as well as OFDM that will be assessed and compared in this chapter 

for fronthaul applications. 

5.2.1 Orthogonal frequency division multiplexing (OFDM) 

OFDM is a well-known multicarrier modulation format used in 4G wireless networks. In 

this modulation format, a block of complex symbols is mapped into a set of orthogonal 

subcarriers. The OFDM transceiver scheme is shown in Fig. 5.2. The most important 

feature of OFDM is that the frequency to time (time to frequency) transform can be 

performed with the inverse fast Fourier transform (fast Fourier transform) process of size 

𝑁𝐹𝐹𝑇, allowing a transmitter (receiver) with low complexity. Moreover, in case of requiring 

an equalization process, it can be reduced to a one-tap-coefficient equalizer per subcarrier 

since the bandwidth is divided into 𝑁𝐹𝐹𝑇 subcarriers. Finally, as the subcarrier 

orthogonality can be broken by the transmission channel, leading, e.g., to a strong inter-

subcarrier interference, a cyclic prefix (CP) can be inserted to each OFDM symbol. This 

CP, usually the end of the OFDM symbol, is placed at the beginning of the same OFDM 

symbol. The CP guarantees circularity of the OFDM symbol, avoiding the inter-subcarrier 

interference, if the delay spread of the channel is lower than the CP length. It nevertheless 

leads to a loss spectral efficiency since the CP is used to transmit redundant data. 

 
Fig. 5.2. OFDM transceiver with cyclic prefix (CP). (Inset) OFDM spectrum with N orthogonal subcarriers. 

The most important drawback of OFDM is the high OOB noise that it presents. The 

sinc-shaped response that defines the spectrum of the different subcarriers, see Fig. 5.2, 

generates secondary lobes with high power. These lobes extend further than the frequency 

band used to transmit data, converging to a loss in the total spectral efficiency of the system. 
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Other drawbacks of OFDM are high peak-to-average power ratio (PAPR) and, the high 

sensitivity to phase and frequency noises.  

5.2.2 Filter bank multicarrier (FBMC) 

FBMC can be understood as a modification of the legacy OFDM in which each subcarrier 

is filtered to minimize its side-lobes, reducing interference among different subcarriers and 

the OOB noise level of the global allocated bandwidth. Thus, in FBMC, a set of parallel 

data that are transmitted through a bank of modulated filters. It is parametrized by the 

prototype filter that controls the time and frequency localization of each subcarrier. The 

choice of the filter can reduce the OOB noise, leading hence to a lower crosstalk between 

adjacent channels. Nevertheless, filtering the OOB noise introduces interference between 

consecutives subcarrier and between FBMC symbols. To solve this problem, offset-

quadrature amplitude modulation (O-QAM) technique can be used [161], maximizing the 

spectral efficiency. This technique consists of splitting real and imaginary parts and set 

them alternatively in frequency domain, guaranteeing orthogonality. 

The classical architecture for FBMC is based on synthesis and analysis polyphase filter 

banks in which the filtering is performed in time domain. Alternatively, the frequency 

spreading FBMC architecture shown in Fig. 5.3 has been proposed [162]. This alternative 

uses the frequency sampling technique. The typical prototype filter is the proposed in the 

PHYDYAS project [161]. This prototype filter is defined in frequency domain and it 

depends on the overlapping factor 𝐾, which defines 2 ∙ 𝐾 − 1 non-null points of the filter 

in the frequency domain. 

 
Fig. 5.3. FBMC transceiver based on frequency spreading. 

Firstly, complex data are transformed into O-QAM data, then the O-QAM symbols are 

filtered in the frequency domain. The results then feed an IFFT of size 𝐾 ∙ 𝑁𝐹𝐹𝑇. The final 

step is a parallel to serial converter, which performs an overlap and sum operation between 

O-QAM symbols. Each O-QAM symbol is transmitted every 𝑁𝐹𝐹𝑇 2⁄  samples, and has a 

length of 𝐾 ∙ 𝑁𝐹𝐹𝑇 samples. At the receiver side, the dual operation of the overlap-and-sum 

operation of the transmitter is a sliding window in the time domain that selects 𝐾 ∙ 𝑁𝐹𝐹𝑇 

points every 𝑁𝐹𝐹𝑇 2⁄  samples. A FFT is then applied over every block of 𝐾 ∙ 𝑁𝐹𝐹𝑇 selected 
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points. Equalization can be applied using a single tap equalizer and it is followed by 

filtering at the prototype matched filter. Because the size of the FFT is 𝐾 times larger than 

the multicarrier symbol time period, the signal at the output of the FFT is oversampled by 

a factor of 𝐾 with respect to the carrier spacing. 

The greatest advantage of FBMC is the overlapping between subcarriers, only restricted 

to adjacent ones, making it robust against synchronism problems. Moreover, the CP is not 

required, allowing higher data rates, but making it difficult to support multiple-input 

multiple-output (MIMO) schemes. In contrast, the computational complexity is high [163]. 

5.2.3 Universal-filtered multicarrier (UFMC) 

UFMC, introduced by Alcatel-Lucent [164], is a variation of OFDM where a group of 

subcarriers is filtered in the frequency domain. This filtering operation leads to a reduction 

of the OOB noise level compare to OFDM. The UFMC transmitter is depicted in Fig. 5.4. 

It is composed of 𝑁𝑆𝐵 sub-bands filtering operation that modulate the 𝑁𝑆𝐵 data blocks. The 

𝑁𝑆𝐵 signals are then summed. Although the transmitted UFMC symbol does not use CP, a 

spectral efficiency loss occurs due to the transient state of the shaping filter (of length 𝐿) 

introduced by the convolution. In this case, the filter is defined by the stop-band attenuation. 

The receiver stage is composed of a 2 ∙ 𝑁𝐹𝐹𝑇  point FFT. The initial received UFMC symbol 

length is of 𝑁𝐹𝐹𝑇 + 𝐿 − 1 samples, so zero padding must be applied before the FFT. Next, 

the received signal is downsampled by a factor of 2 to recover the data [165]. Equalization 

process must be run over each sub-band, as shown in Fig. 5.4. 

 
Fig. 5.4. UFMC transceiver. 
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GFDM, introduced by Vodafone Chair Mobile Communications Systems [166], is based 

on the time-frequency filtering of a data block, which leads to a flexible but non-orthogonal 

waveform. A data block is composed of 𝐾 subcarriers and 𝑀 time slots, and transmit 𝐾 ∙ 𝑀 
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frequency and time domains. Thus, as the symbols overlap both in time and in frequency, 

interference between sub-symbols and between symbols occurs. To avoid inter-symbol 

interference, a CP can be added at the end of each symbol of size 𝐾 ∙ 𝑀. The GFDM 

waveform is parametrized by its shaping filter. To further reduce the OOB noise level, a 

windowing process can be added in the transmission stage. It however increases the 

interference level, that can be mitigated at the receiver side using tail-biting approach [166]. 

Several receiver architectures can be used, but the most typical approach is using zero 

forcing (ZF) technique since no interference cancellation is required. The GFDM 

transceiver is described in Fig. 5.5. The main advantage of GFDM is its high degree of 

flexibility, giving the possibility to modify it according to each situation requirements. 

Moreover, since CP is used in GFDM, MIMO techniques are supported. 

 
Fig. 5.5. GFDM transceiver. 

5.3 Experimental setup description 

The experimental setup is depicted in Fig. 5.6. The BBU’s transmitter (BBU-TX) was 

based on an external cavity tuneable laser source (TLS), modulated by a Mach-Zehnder 

Modulator (MZM). The MZM was biased at its quadrature point. The BBU-TX used a 

digital transmitter (DTX) where bits were randomly generated and coded into 32-QAM 

format. The obtained complex symbols were digitally modulated according to OFDM, 

UFMC, FBMC and GFDM modulation schemes presented in section 5.2 with 𝑁𝐹𝐹𝑇=1024 

of which 512 are data sub-carriers. To maximize the OOB noise of FBMC waveform as 

much as possible, a PHYDYAS filter with an overlapping symbol factor, 𝐾, of 4 was 

considered. For GFDM, a root raised cosine (RRC) filter with different roll off factors, 𝛼, 

was considered, defining 𝑀=15 for each GFDM block and 2 overlapped sub-carriers. 

Finally, in UFMC, each sub-band was filtered with a shifted version of the same prototype 

filter. Specifically, a Dolph-Chebyshev filter with a length of 73, a side-lobe attenuation of 

40 dB and different sub-band size, were contemplated. A cyclic prefix length, 𝑁𝐶𝑃, of 72 

samples was added to OFDM and GFDM. In order to adapt the obtained complex signals 

to real ones that can be modulated and detected in amplitude, a juxtaposing technique in 
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time domain was used [167]. This technique consists of splitting the complex output into 

real and imaginary parts and sending one after the other. The obtained real signal, 

oversampled to avoid aliasing issues, was optionally hard clipped and filtered so as to 

reduce the OOB clipping noise. A low-pass, finite-impulse response (FIR) filter was 

considered.  

 
Fig. 5.6. Experimental setup. (Inset) Measured electrical base-band spectra at the transmitter of 10 Gb/s 

32-QAM-OFDM/GFDM/FBMC/UFMC before its optical conversion. 

The modulated signals were converted from digital-to-analogue using a 4 GHz 3 dB 

bandwidth arbitrary waveform generator (AWG) set at 8 GSa/s, obtaining the 2 GHz 

bandwidth signals shown in Fig. 5.6. To exhaust the MZM linear range, electrical 

amplification was used. The modulated optical signal was amplified to obtain 0 dBm at 

BBU-TX’s output by an erbium-doped fiber optical amplifier (EDFA). The optical signal-

to-noise ratio (OSNR) was then at 41 dB. So, to reduce the amplified spontaneous emission 

noise over the optical signal, it was filtered using a 100 GHz bandpass filter, i.e., emulating 

a WDM channel at 1545 nm. The optical signal was launched into 25 km of standard single-

mode fiber (SSMF). A second transmitter, with features similar to the described one, was 

added to the setup, so as to evaluate the crosstalk penalty between two adjacent channels. 

Two different cost-effective optical receivers were considered for the RRH 

implementation (see Fig. 5.6). The first one, a DD receiver, simply based on a PIN 

photodetector, combined with an electrical amplifier (EA), and the second one, a single 

ended QCD receiver based on the DD receiver. A detailed cost analysis comparing DD and 

QCD receivers can be found in [71]. For the QCD receiver, the local oscillator (LO) was a 

cost-effective distributed feedback laser (DFB). In the proposed setup, the LO and the 



Chapter 5: 5G Multicarrier Modulation Formats 84 

 

 

 

signal were coupled at the photodiode using an optical coupler and a polarisation controller 

(PC). This QCD receiver can be easily upgraded to a polarisation insensitive QCD receiver 

as indicated in [75], [135]. The bias current of the DFB was configured to provide 

+14.3 dBm. After the heterodyne detector, the received signal was optically down-

converted to an intermediate frequency (IF) equal to 5 GHz. For both proposed receivers, 

the detected signal was digitized with a 25 GSa/s digital oscilloscope to be processed 

offline.  

Both DD and QCD receivers had a digital receiver (DRX) in which the first step was the 

low-pass and band-pass filtering of the digitized signal with a FIR filter so as to reduce the 

noise, respectively. In the case of the QCD receiver, the band-pass filtered signal was 

multiplied with itself and low-pass filtered with a FIR filter as well. The filtered signals 

were digitally demodulated according to the received signal scheme shown in section 5.2. 

Finally, the bit-error rate (BER) was calculated, comparing the detected data stream to the 

original one. 

5.4 Spectral efficiency, PAPR and power spectral density compari-

son 

In the following, a broad set of experimental results that allows comparison of the spectral 

efficiency, the PAPR and the power spectral density (PSD) of considered multicarrier 

waveforms is shown. For the sake of simplicity, they were done using the DD receiver, 

which is simply based on the PIN photodiode, plus the electrical amplifier (see Fig. 5.6). 

Fig. 5.7(a) shows the spectral efficiency (SE) of OFDM, UFMC, GFDM and FBMC, in 

bits/s/Hz, for a frame with a different number of symbols. From Fig. 5.7(a), it can be 

deduced that for OFDM, UFMC and GFDM, the SE does not depend on the burst duration, 

while for FBMC it does so. In particular, the SE loss of FBMC for a low number of symbols 

is due to the transient state of the shaping filter. For a high number of symbols, the SE of 

FBMC is similar to GFDM. For GFDM, the SE is higher than OFDM; this is because the 

GFDM symbol is 𝑀 times longer than an OFDM symbol. Then, the SE relation between 

OFDM and GFDM is ~(1 + 𝑁𝐶𝑃) 𝑁𝐹𝐹𝑇⁄  [163]. The UFMC SE is equal to OFDM since 

the length of the Dolph-Chebyshev filter used is chosen for a fair comparison [163]. Finally, 

different values of 𝛼 and number of sub-bands (𝑁𝑆𝐵) were considered for GFDM and 

UFMC, respectively. No significant changes were obtained in the SE. 
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Fig. 5.7. (a) Measurement of spectral efficiency for different burst duration for OFDM, FBMC, UFMC and 

GFDM. (b) Measurement of complementary cumulative distribution function (CCDF) of PAPR for OFDM, 

FBMC, UFMC and GFDM through the optical system when the transmitted signals are unclipped and 

clipped. 

PAPR, defined as |𝑥𝑝𝑒𝑎𝑘|
2
𝑥𝑟𝑚𝑠

2⁄ , where 𝑥 represents the signal samples of a symbol, 

is a key performance parameter of a multicarrier communication system, since it has a 

direct bearing on the cost and energy efficiency of the hardware equipment expended. 

Moreover, any multicarrier signal with a high number of sub-carriers, as those under 

consideration here, 𝑁𝐹𝐹𝑇=1024, has high PAPR. Several alternative solutions to reduce the 

PAPR of transmitted signals have been proposed in the literature and most of them are 

overviewed in [168]. One of these approaches, and the simplest, is amplitude clipping of 

the multicarrier signal. Since high peaks take place in the transmission with very low 

probability, clipping could be an effective technique for PAPR reduction. Nevertheless, 

clipping is a non-linear process that causes significant in-band distortion, degrading BER 

performance and increasing OOB noise. Filtering after clipping shrinks the OOB noise but 

also leads to some peak regrowth. Here, we studied, through extensive experimental 

measurements, the effects of clipping and filtering on the PAPR and PSD of OFDM, 

UFMC, FBMC and GFDM, for considered optical system. By measuring the PAPR of the 

received signal and comparing the PAPR values of the generated signals before and after 

their transmission, it is possible to know if the complete system introduces important non-

linear distortions over the transmitted signals. In all checked cases, no variation on the 

PAPR values was obtained, and, hence, the use of the clipping technique is justified to 

improve the energy efficiency of the communication system, as long as the BER 

degradation can be bearable, as it shall be studied in section 5.5. 

Fig. 5.7(b) shows the complementary cumulative distribution function (CCDF), defined 

as the probability that PAPR exceeds a certain value of PAPR0 vs. PAPR0, of OFDM, 

(a) (b)
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FBMC, UFMC and GFDM, measured at the receiver side, when the transmitted signal is 

unclipped and hard clipped to 50% of the peak. These results represent an average of 106 

realisations of a transmitted sequence through the system, each having the length of 10 

symbols. For GFDM and UFMC signal generation, 𝛼={0.1, 0.5, 0.9} and 𝑁𝑆𝐵={8, 128} 

have been considered, respectively. From Fig. 5.7(b), it can be observed that OFDM 

exhibits the best performance within the chosen parameters. However, it should also be 

noted that, for example, for a probability (𝑃) of 10-3, the gap between OFDM and the 

alternative 5G multicarrier waveforms is small, around 0.5 dB when 𝛼=0.1 for GFDM. 

From Fig. 5.7(b), the additional degree of freedom of GFDM to control the PAPR by just 

changing the roll off factor of the raised cosine used as pulse shaper, can also be observed. 

Thus, varying 𝛼 from 0.9 to 0.1, a PAPR reduction of 1.5 dB can be achieved for 𝑃=10-3. 

For UFMC, different sub-band sizes do not change the CCDF of the PAPR curves. Fig. 

5.7(b) also shows the CCDF of PAPR for OFDM, FBMC, UFMC and GFDM when signals 

are clipped to 50% of the peak of each transmitted symbol. As it can be observed, the 

OFDM PAPR is reduced from ~11.5 dB to ~7.5 dB for 𝑃=10-3. That is a reduction of 4 dB. 

Similar PAPR reduction can be seen for FBMC, UFMC and GFDM.  

In Fig. 5.8, the measured PSD of OFDM, FBMC, UFMC and GFDM signals when they 

are unclipped and hard clipped to 50% of the peak, is shown, in comparison with the 

electrical spectrum shown in Fig. 5.6, corresponding to an ideal wireless base-band signal, 

non-affected by optical modulator non-linearity. The effect of clipping over the OOB noise 

is clear. Thus, for example, for a frequency of 3 GHz, the OOB noise power of hard clipped 

OFDM, see Fig. 5.8(a), is -15 dB lower than the signal power, while for unclipped OFDM 

it is -40 dB. Similar OOB noise behaviour to OFDM can be observed for FBMC, UFMC 

and GFDM, when the signal is hard clipped, see Fig. 5.8(b)-(d). In these cases, the OOB 

noise level of FBMC, UFMC and GFDM are -20 dB, -25 dB and -18 dB lower than the 

signal power, respectively. For GFDM and UFMC, changing the 𝛼 and 𝑁𝑆𝐵 values do not 

significantly impact on the OOB noise. All those results show that filtering is required to 

reduce the increase of the OOB noise level caused by clipping. Fig. 5.8(e) shows the PSD 

when OFDM, FBMC, UFMC and GFDM signals are hard clipped and filtered with a FIR 

filter. Now, for a considered frequency of 3 GHz, the difference between the power signal 

and OOB noise are around -28 dB, -30 dB, -37 dB and -37 dB for OFDM, GFDM, FBMC 

and UFMC, respectively. From Fig. 5.8(e), it can be noticed that UFMC offers the best 

spectral localisation followed by FBMC. GFDM has a little lower OOB noise level 
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compared to OFDM. 

  
Fig. 5.8. Measurement of power spectral density of: (a) OFDM, (b) FBMC, (c) UFMC and (d) GFDM 

signals when they are unclipped and clipped to 50% of the peak. (e) Comparison of measured power 

spectral density of OFDM, FBMC, UFMC and GFDM when signals are clipped and filtered. 

5.5 Sensitivity measurement 

In this section, OFDM, FBMC, UFMC (𝑁SB=128) and GFDM (𝛼=0.1) performances have 

been measured in terms of the sensitivity for the two different cost-effective receivers 

proposed in Fig. 5.6. The first one consists of a simple DD receiver, and the second one is 

the single ended QCD receiver, based on the previous one, and uses a DFB as LO, Fig. 5.6. 

In particular, the bit-error rate (BER) vs. received optical power (𝑃𝑅𝑋) has been evaluated 

for back-to-back (B2B) and 25 km of SSMF as shown in Fig. 5.9(a) and Fig. 5.9(b). The 

BER limit of 2.2∙10-3, corresponding to 7% OH for FEC has been considered [120]. The 

sensitivity is then defined as the minimum received power for reaching that BER limit. 

Table 5.1 summarises the sensitivities depicted in Fig. 5.9(a) of unclipped and hard 

clipped-and-filtered OFDM, FBMC, UFMC and GFDM signals for the DD receiver. From 

Table 5.1, it can be observed that unclipped OFDM, FBMC and UFMC have similar 

sensitivities, around -14.3 dBm, while the GFDM sensitivity is ~0.6 dB worse. That 

sensitivity degradation is due to the loss of orthogonality between subcarriers, owing to the 

pulse shaping used at the transmitter. From Table 5.1, it can also be observed that the 

penalty in the sensitivity when the signals are hard clipped to 50% of the peak is around 

2.4 dB. That penalty in the sensitivity is due to the in-band noise caused by the clipping. 

(a) (b) (c)

(d) (e)
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Negligible transmission penalties are observed on the obtained sensitivities shown in Fig. 

5.9(a) when the optical signal is launched into 25 km of SSMF. 

 
Fig. 5.9. (a) BER vs. received optical power (𝑃𝑅𝑋) of unclipped and clipped-and-filtered OFDM, UFMC, 

GFDM and FBMC signals for DD receiver. (b) BER vs. received optical power (𝑃𝑅𝑋) comparison of 

clipped-and-filtered OFDM, UFMC, GFDM and FBMC signals for the DD and QCD receivers. 

Table 5.1. Summary of B2B sensitivities of unclipped and clipped-and-filtered OFDM, FBMC, UFMC and 

GFDM signals for DD receiver as well as the penalty (∆) between them. 

Mod. Scheme 
Sensitivity (dBm) 

∆(dB) 
Unclipping Hard Clipping+filtering 

OFDM -14.4 -12.1 2.3 

FBMC -14.2 -11.8 2.4 

UFMC -14.4 -12.0 2.4 

GFDM -13.7 -11.1 2.6 

Table 5.2. Summary of B2B sensitivities of unclipped and clipped-and-filtered OFDM, FBMC, UFMC and 

GFDM signals for QCD receiver. 

Mod. Scheme 
Sensitivity (dBm) 

Unclipping Hard Clipping+filtering 

OFDM -26.8 -24.5 

FBMC -25.9 -23.5 

UFMC -27.2 -24.8 

GFDM -25.4 -22.8 

Fig. 5.9(b) shows ~12.2 dB enhancement in the sensitivity of the considered 

transmission system when the DD receiver is upgraded to a QCD receiver with a DFB, 

biased to provide +14.3 dBm of output power, as LO. That system enhancement has been 

measured when signals are clipped and filtered. Similar improvement in the sensitivity can 

be obtained for unclipped signals. New B2B sensitivities are outlined in Table 5.2. From 

Fig. 5.9(b), it can be observed that those sensitivities do not change when 25 km SSMF is 

used. Finally, it has also been experimentally checked that the evolution of the sensitivity 

(a) (b)



Chapter 5: 5G Multicarrier Modulation Formats 89 

 

 

 

of the QCD versus the LO power follows a similar behaviour of the QCD receiver analysed 

in [75]. 

5.6 Crosstalk interference measurement 

As can be observed in Fig. 5.8, different multicarrier waveforms present different OOB 

noise levels. For a fronthaul network scenario, as proposed in this chapter, see Fig. 5.1, in 

which each DWDM channel is divided into two sub-channels, one for upstream and the 

other for downstream, the OOB noise determines the minimal frequency grid required 

between different end-users’ spectral demands. On the other hand, Fig. 5.8 also shows that 

the OOB noise depends on if the clipping+filtering technique is used or not to reduce the 

PAPR of transmitted signals. Thus, the OOB noise is maximum when clipping+filtering 

technique is used and, minimum when not. Therefore, the worst case to determine the 

required grid is established by the clipping+filtering technique. 

 
Fig. 5.10. BER vs. electrical frequency span (∆𝑓) between two adjacent channels of the same type: OFDM, 

UFMC, GFDM and FBMC. (Inset) Electrical frequency span definition between two adjacent channels. 

Fig. 5.10 shows the BER penalty for clipped-and-filtered OFDM/FBMC/UFMC/ 

GFDM, when the frequency difference (∆𝑓) between two adjacent channels, with similar 

features, is modified. That BER penalty has been measured using the QCD receiver, 

defining ∆𝑓 as the electrical frequency separation between the central carrier of the 

measured channel and the interfering channel. For this measurement, the second transmitter 

has been enabled in the setup proposed in Fig. 5.6, so as to generate the interfering channel, 

whose wavelength has been tuned in steps of 0.75 GHz for a maximum spectral span of 

±6 GHz. Eventually, to reduce as much as possible the interference of the adjacent channel, 

a digital 128-coefficient band-pass FIR filter has been considered for the IF at the receiver 
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side (see Fig. 5.6). From Fig. 5.10, it can be observed that for an FEC limit of 7% OH, the 

required ∆𝑓 for OFDM and GFDM are very similar, ~4.125 GHz. For that same FEC limit, 

the required ∆𝑓 for FBMC and UFMC are ~3.750 GHz and ~3.375 GHz, respectively. 

These results confirm that UFMC, with 18.2% of the required frequency difference less 

than OFDM, provides the best spectral localization, followed by FBMC, with a reduction 

of 9.1%. In the case of GFDM, no improvement has been obtained with regard to OFDM 

due to the fact that GFDM’s OOB noise level is slightly lower compared to OFDM, see 

Fig. 5.8(e). For the obtained required frequency difference, the penalty over the sensitivity 

of the considered receiver gets worse in just 1 dB for all measured multicarrier waveforms. 

5.7 Discussion: optical splitting ratio 

High energy efficiency, low power consumption, and high throughput performance are the 

main motivations behind mobile network architectures and technological evolution. In the 

context of incoming C-RANs, in which massive small cells have to be deployed, high-layer 

split fronthaul will play an important role. In general, the optical splitting ratio of the 

physical layer of a network depends on the available power budget (PB) according to the 

technology used. Thus, the sensitivity of the optical receiver used for the RRH 

implementation is an important parameter to determine the available PB. Based on previous 

analysis, beside the type of receiver used, a DD or QCD receiver, the sensitivity also 

depends on if a clipping technique is used to improve the energy efficiency or not, the 

presence of adjacent channels, and, to a lesser extent, the multicarrier modulation scheme. 

Table 5.3 shows the available PB for OFDM, FBMC, UFMC and GFDM for both DD and 

QCD receivers when signals are unclipped and, clipped and filtered. These values have 

been calculated bearing in mind that the optical power at the central office’s output is 

0 dBm. Different end-users’ spectral demands are allocated into the same DWDM channel, 

with the minimal spectral separation calculated in section 5.6, for a penalty of 1 dB, 25 km 

of SSMF, and the sensitivity values shown in Table 5.1 and Table 5.2. Then, the available 

PB values, shown in Table 5.3, are supposed to be consumed by a DWDM multiplexer and 

a power splitter, see Fig. 5.1. The main idea of using a power splitter is to share the same 

DWDM channel between different antennas. Typically, the insertion loss of an arrayed 

waveguide grating based WDM multiplexer that works for all C-band (4THz of bandwidth) 

is of 5 dB for DWDM channel bandwidths of 100(200) GHz. Therefore, the total optical 

splitting ratio (TOSR) reachable when RRHs are based on DD receivers, is of 40(20), while 
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the TOSR value when QCD receivers are used is of 640(320). That means that, for QCD-

receiver-based RRH, the TOSR is 16 times higher than DD-receiver-based RRH. As can 

be expected, these TNSR do not depend on either the modulation scheme used or if a 

clipping technique is applied over the transmitted signals.  

Table 5.3. Summary of available power budget (PB) of unclipped and clipped-and-filtered OFDM, FBMC, 

UFMC and GFDM signals for direct-detection (DD) and quasi-coherent-detection (QCD) receiver. 

Mod. Scheme 

PB (dB) 

DD Receiver QCD Receiver 

Unclipped 
Clipped-and-

filtered 
Unclipped 

Clipped-and-

filtered 

OFDM 8.4 6.1 21.8 19.5 

FBMC 8.2 5.8 20.9 18.5 

UFMC 8.4 6.0 22.2 19.8 

GFDM 7.7 5.1 20.4 17.8 

5.8 Conclusions 

In this chapter, alternative 5G multicarrier modulation formats (FBMC, UFMC and 

GFDM) and OFDM have been experimentally assessed for high-layer split DWDM-PON-

based fronthaul with RoF technology. In particular, spectral efficiency, peak-to-average 

power ratio, power spectral density and, the sensitivity for a direct-detection receiver and 

for a quasi-coherent-detection receiver have been studied. In order to increase the energy 

efficiency of the communication system, the effects of the use of a hard-clipping technique 

over transmitted signals has also been experimentally assessed. Additionally, for u-DWDM 

application, the frequency difference between two similar adjacent channels with a 1 dB 

penalty has been measured. 

Two main conclusions can be extracted from this detailed experimental assessment. On 

the one hand, it has been demonstrated that good performance can be achieved with hard 

clipping in spectral conformed, considered modulation formats: OFDM and alternative 5G 

multicarrier waveforms (FBMC, UFMC and GFDM). In particular, results show that: i) 

GFDM and FBMC present a slightly higher spectral efficiency (16%) than OFDM and 

UFMC, ii) hard clipping (50% of the peak of the transmitted symbol) provides 4 dB PAPR 

reduction, at the cost of 2.3 dB (ODFM) to 2.6 dB (GFDM) sensitivity penalty, after the 

appropriated filtering of the transmitted signal, to reduce the out-of-band noise, and iii) the 

respectively direct-detection and quasi-coherent sensitivities are around -14 dBm 

and -24.2 dBm. On the other hand, UFMC and FBMC have been identified as the most 

appropriate modulation formats for u-DWDM-PON. The UFMC shows the best spectral 
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localisation followed by FBMC, which reduce by 18.2% and 9.1%, respectively, the 

required frequency differences between two adjacent channels regarding OFDM, while 

GFDM does not provide improvement. Finally, while alternative 5G multicarrier 

modulations (FBMC, UFMC and GFDM) provide similar sensitivities as the previous 

OFDM, and, for example, considering 100(200) GHz bandwidth DWDM channels, the 

total network splitting ratio is 640(320) for quasi-coherent-detection receivers, UFMC 

provides an increase of the network’s capacity close to 20%, potentially delivering up to 

29(59) 2 GHz channels with 290(590) Gb/s per DWDM channel, whereas CPRI would 

transmit 2(4) 100 MHz channels in that same optical bandwidth. 
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Chapter 6. NOMA-CAP Modulation for High-

Capacity PON and DC Optical Interconnect 

Applications 

6.1 Introduction 

In order to reach all new 5G OCNs’ requirements, several researches have pointed out the 

necessity of overcome the current bottlenecks that have been presented in the access 

networks and in the connections inside data centers (DCs). On the one hand, access systems 

rely on non-return to zero (NRZ) and lately 4-level pulse-amplitude modulation (PAM-4) 

to encode the binary streams in the link; however, scaling beyond 25 Gb/s in access systems 

where cost is a key parameter indicator is challenging. On the other hand, there is a 

reasonable concern on whether PAM-4 can scale beyond 100 Gb/s per lane in DC optical 

interconnects [169]. The electrical bandwidth requirement for 200 Gb/s PAM-4 would be 

near 80-100 GHz, and silicon photonics, indium phosphide or heterogeneous integration 

are promising technologies but not yet mature enough to have significant yield with this 

specification in volume production [170]. Alternatively, multi-band orthogonal frequency 

division multiplexing (MB-OFDM) has been extensively explored as a potential candidate 

due to its numerous benefits such as high spectral efficiency, high resilience to chromatic 

dispersion and efficient/flexible resource management [83], [84], [85]. Nevertheless, one 

of the main drawbacks of MB-OFDM is its high computational complexity [87]. To 

overcome this problem, multi-band carrierless amplitude phase (MB-CAP) modulation 

format has been proposed [171]. CAP technique essentially consists of a quadrature 

amplitude modulation (QAM) using a low frequency carrier where the modulated signal is 

generated by combining two PAM signals filtered through two specifically designed filters 

so that it is not necessary to modulate two orthogonal carriers (quadrature carriers) with the 

baseband signal using the inverse discrete Fourier transform (IDFT) [172].  

Non-orthogonal multiple access (NOMA) technique has recently been proposed as an 

alternative solution to increase the spectral efficiency, enabled by multiplexing different 

users in the power/amplitude domain at the transmitter side [86], [89]. Successive 

interference cancellation (SIC) must be conducted at the receiver side for multi-user signal 



Chapter 6: NOMA-CAP Modulation  94 

 

 

 

separation [173], [174], which increases the receiver complexity for a high number of users. 

To mitigate this issue, redundancy can be added to the users signals through spectrum 

spreading or coding techniques since it facilitates the user’s signal separation, but 

decreasing the spectral efficiency [175]. Alternatively, SIC can be implemented with 

moderate complexity, without the need for spreading/coding redundancy, by limiting the 

number of power-multiplexed users to two and the constellation alphabet to four symbols, 

as demonstrated in [176]. Moreover, SIC with moderate complexity can be implemented 

using available technology with a tolerable increase of the energy consumption [90]. 

NOMA and MB-CAP working together has been reported in [89] yielding a capacity of 

30 Gb/s in an fronthaul scenario. In this chapter, a new record of 90 Gb/s per lane using 

NOMA-CAP is achieved. In particular, NOMA-CAP modulation, providing a total 

aggregated capacity from 50 Gb/s to 90 Gb/s, has been assessed for downstream 

applications in high-capacity PONs and DC optical interconnects with cost-effective 

intensity modulation and direct detection (IM-DD). For downstream applications in PONs, 

SOA-based amplification has been considered to increase available power budget, while 

for DC optical interconnects, multi-core fiber (MCF) has been deemed to increase link 

capacity. 

The remainder of this chapter is organized as follows. Section 6.2 presents the NOMA-

CAP digital signal processing (DSP) for signal generation and detection when two NOMA 

power levels and different number of CAP bands of 2.5 GHz are considered. Section 6.3 

studies the optical power budget enhancement in 50-90 Gb/s IM-DD PONs using NOMA-

CAP modulation and SOA-based amplification. This section is divided into five sub-

sections. Sub-section 6.3.1 describes the experimental PON setup including SOAs, sub-

section 6.3.2 shows the power spectral density of transmitted NOMA-CAP signal, spectral 

efficiency and channel characterization measurements, sub-section 6.3.3 describes the 

experimental NOMA power ratio optimization that maximizes the receiver sensitivity for 

the two considered power levels, sub-section 6.3.4 shows the system receiver sensitivities 

and, sub-section 6.3.5 discusses the system optical power budget available. Section 6.4 

studies the transmission of 50-90 Gb/s NOMA-CAP through 7-core MCF for DC optical 

interconnects applications, providing a maximum total aggregated data traffic of 

350-630 Gb/s. This section is divided into two sub-sections. Sub-section 6.4.1 describes 

the MCF-based optical interconnect experimental setup and sub-section 6.4.2 shows the 

receiver sensitivities for each core. Finally, section 6.5 concludes the chapter and draws the 

main conclusions. 



Chapter 6: NOMA-CAP Modulation  95 

 

 

 

6.2 NOMA-CAP signal generation and detection 

The transmitter DSP architecture for NOMA-CAP transmission with two NOMA levels 

per band is shown in Fig. 6.1(a).  

 
Fig. 6.1. NOMA-CAP DSP block diagram for: (a) the digital transmitter (DTX) and (b) digital receiver 

(DRX). 

First, the data of both NOMA level were distributed among all the MB-CAP bands and 

mapped to quadrature phase shift keying (QPSK) symbols using Gray coding. The two 

NOMA levels, named “weak NOMA” and “strong NOMA”, were power weighted 

according to the power ratio 𝑟𝑝, defined as the relation between the two NOMA levels, 𝑟𝑝 =

20𝑙𝑜𝑔1010(𝑤𝑠𝑡𝑟𝑜𝑛𝑔 𝑤𝑤𝑒𝑎𝑘⁄ ), and added for each MB-CAP band. The NOMA signal of 

each MB-CAP band was upsampled to the ratio between the sampling frequency and the 

symbol rate. The symbol rate was set at 2.5 GBd to provide a total bit rate of 10 Gb/s per 

band. After the upsampling process, the resulting complex NOMA signals were splitted 

into real and imaginary parts and filtered with a pair of band-specific MB-CAP orthogonal 

filters (  𝑖 and  𝑄𝑖) defined, in time domain, in Eq. (6.1) and Eq. (6.2), where 𝑝(𝑡) and 𝑓𝑐𝑖 

are the pulse shaper and the frequency carrier of the MB-CAP band 𝑖, respectively. In order 

to improve the spectral efficiency, a square-root raised cosine (SRRC) filter with a roll 

factor equal to 0.2 and a length of 20 symbols was employed as 𝑝(𝑡). Therefore, the 

filtering of each MB-CAP band with the matched filters at the reception side allows 

extracting the signal and simultaneously minimizing the inter-symbol interference (ISI). 

Finally, the MB-CAP bands were aggregated to form the full data transmitted signal. In 

this work, two NOMA levels with varying numbers of 2.5 GHz CAP bands, 𝑁𝑏𝑎𝑛𝑑𝑠={5, 7, 

9}, corresponding to bit rates 𝑅𝑏={50, 70, 90} Gb/s, were assessed. Both the SRRC filter 

roll off factor and the MB-CAP band bandwidth were empirically chosen to reduce the 

effect of the power fading dips of IM-DD transmission systems due to chromatic dispersion 

(CD) in the C band. Fig. 6.2 shows the temporal response of all considered MB-CAP band 

filters as well as an example of a NOMA-CAP signal to be transmitted in time domain. 
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  𝑖 = 𝑝(𝑡) 𝑐𝑜𝑠(2𝜋𝑓𝑐𝑖) (6.1) 

 𝑄𝑖 = 𝑝(𝑡) 𝑠𝑖𝑛(2𝜋𝑓𝑐𝑖) (6.2) 

The receiver DSP block diagram is shown in Fig. 6.1(b). The first step was the low-pass 

filtering of the digitized signal with a finite impulse response (FIR) filter to reduce noise, 

and then each MB-CAP band was extracted using the inverted pair of orthogonal filters 

used at the transmitter side for the band of interest. For the weak NOMA level, it is 

necessary to implement SIC as shown in Fig. 6.1(b), consisting of a decision feedback 

equalizer (DFE) with 30 forward and 20 backward taps, calculation of the symbol centroid 

of the strong NOMA level and subtraction from the equalized signal. After SIC, the DFE 

was applied again to the resulting signal and finally the signal was de-mapped. For the 

strong NOMA level, only the DFE and the de-mapping were performed. 

 
Fig. 6.2. (a) Temporal response of considered nine MB-CAP band filters (blue line is the I-component and 

red dotted line is the Q-component). (b) Example of transmitted NOMA-CAP signal in time domain. 

6.3 Optical power budget enhancement in 50-90 Gb/s IM-DD PONs 

with NOMA-CAP modulation and SOA-based amplification 

Going to 50 Gb/s IM-DD PONs and beyond, optical amplification, including 

semiconductor optical amplifiers (SOAs) or erbium doped fiber amplifiers (EDFAs), is 

required. Recently, SOA has attracted more attention due to its large optical bandwidth for 
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booster amplification and pre-amplification applications in 25G EPON [177], [178] , beside 

its small size and its ability to be integrated with other optical devices. Nevertheless, SOAs 

may have an impact on the data pattern quality due to its fast-dynamic gain, i.e., the 

patterning effect, and non-linearities [77]. Alternatively, avalanche photodiodes (APDs) 

can also be used to increase the optical power budget of the link. However, low-cost APDs 

bandwidth is still limited to 10 GHz. 18 GHz bandwidth APDs are becoming available in 

the market but their high cost makes them prohibitive for access networks [179].  

50 Gb/s IM-DD PON with SOA-based amplification has recently been investigated for 

NRZ and PAM-4 in [180], [181], [182], [183]. In particular, 50 Gb/s PAM-4 PON based 

on 25G optics in the O band has been achieved in [180], providing an optical power budget 

compatible with the PR-30 (>29 dB) [21] thanks to the use of a SOA. In [181], a SOA+PIN 

photodetector (PD) receiver module has been demonstrated, providing a sensitivity at 

40 Gb/s NRZ of -21 dBm using 10G optics. In [182], it has been accomplished the 

transmission of 50 Gb/s NRZ signal using a 40 GHz bandwidth externally modulated laser 

(EML) and an 18 GHz bandwidth APD at C band. Finally, in [183], 50 Gb/s PAM-4 

transmission has been demonstrated over 20 km SSMF using 10G optics providing 21 dB 

power budget in C band.  

Until now, 50-100 Gb/s IM-DD PON using other modulation formats different from 

NRZ and PAM-4 has not been investigated. In this section, NOMA-CAP modulation, 

providing a total aggregated capacity from 50 Gb/s to 90 Gb/s, has been assessed when a 

SOA is used for booster amplification and pre-amplification for downstream applications 

at the C band in a PON scenario with an optical span of 25 km. Specifically, it is 

characterized the SOA with NOMA-CAP signals with data rates ranging from 50 to 

90 Gb/s in terms of the sensitivity of a PIN-based receiver. For comparison purposes, an 

EDFA for booster amplification applications has also been investigated. 

6.3.1 Experimental setup description 

The PON experimental setup is depicted in Fig. 6.3. The optical transmitter (TX) was based 

on an external cavity laser (ECL) tuned at 1548 nm and modulated with a Mach-Zehnder 

modulator (MZM) biased at its quadrature point. Although an ECL was used, a distributed 

feedback (DFB) laser can also be considered to reduce implementation costs since the 

increased phase noise of the DFB compared to the ECL does not affect the system 

performance. The MZM was driven with an arbitrary waveform generator (AWG) with 

20 GHz 3 dB electrical bandwidth, generating the NOMA-CAP modulation. The 
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modulated optical signal was then amplified at the TX output by a SOA or an EDFA. The 

SOA bandwidth was 70.9 nm, centred around 1497.7 nm, the saturation output power was 

+16 dBm, the noise figure (NF) was 8.4 dB and the measured gain was 10 dB for an input 

power of 0 dBm. The EDFA bandwidth was 35 nm centred at 1548 nm, the saturation 

output power was +26 dBm, the NF was 4.5 dB and the gain was 18 dB at an input power 

of 0 dBm. The optical power at the transmitter output was +3.4 dBm for which the SOA is 

still operating in the linear regime, as shown in Fig. 6.3. The amplified signal was optionally 

filtered by a 100(200) GHz band pass filter (BPF) to study the effect of the amplified 

spontaneous emission (ASE) noise over the optical signal. The optical signal was then 

launched into a span of 25 km of standard single-mode fiber (SSMF). Two configurations 

were considered for the optical receiver (RX). The first one based on a PIN photodetector 

(PD) combined with an electrical amplifier (RX Config. I, refer to Fig. 6.3), and the second 

one, a pre-amplified receiver with the same PD (RX Config. II, in Fig. 6.3). A SOA with 

similar characteristics to the one used in the TX output was used in the pre-amplified 

receiver configuration. The detected signal was finally digitized with a 100 GSa/s real time 

oscilloscope with 33 GHz of electrical bandwidth and processed offline. 

 
Fig. 6.3. PON experimental setup for the NOMA-CAP transmission. (Inset) Optical gain (G) vs. input 

power (Pin) characterization of used SOA. 

6.3.2 Power spectral density, spectral efficiency and channel characterization 

measures  

Fig. 6.4 depicts the received NOMA-CAP spectra after 25 km SSMF for 𝑁𝑏𝑎𝑛𝑑𝑠=9, 

corresponding to 𝑅𝑏=90 Gb/s. There, it can be observed that the required electrical 

bandwidth for 𝑁𝑏𝑎𝑛𝑑𝑠=9 is 27 GHz, while for 𝑁𝑏𝑎𝑛𝑑𝑠={5, 7}, corresponding to 𝑅𝑏={50, 

70} Gb/s, is 15 GHz and 21 GHz, respectively. The spectral efficiency, considering two 

NOMA levels per band, is close to 3.3 b/(s∙Hz). This is an improvement of 3.3 and 1.6 

times compared to OOK and PAM-4, respectively. Therefore, the electrical/optical 

bandwidth reduction provided by MB-CAP plus NOMA technique increases the total data 

rate and spectral efficiency in the optical link. Fig. 6.4 also depicts the frequency response 

of the 25 km SSMF channel for the IM-DD system proposed in Fig. 6.3. In Fig. 6.4, it can 
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be observed that the frequencies of the fading dips due to CD are between two different 

bands, overcoming therefore the bandwidth limitation of the transmission channel for IM-

DD systems.  

 
Fig. 6.4. Received NOMA-CAP spectra for 9 CAP bands, providing an aggregated bit rate of 90 Gb/s, as 

well as the IM-DD channel frequency response for 25 km SSMF. 

6.3.3  Experimental NOMA power ratio optimization 

Fig. 6.5 shows the measured NOMA-CAP system performance in terms of the bit-error rate 

(BER), averaged for all bands, vs. 𝑟𝑝 vs. the received optical power (𝑃𝑅𝑋) for the strong and 

weak NOMA levels in back-to-back configuration when 𝑅𝑏=70 Gb/s (𝑁𝑏𝑎𝑛𝑑𝑠=7). For the 

strong NOMA level, the power multiplexing with the signal of the weak NOMA level can 

be considered as an increment of the received noise. In this way, reduced 𝑟𝑝 values cause a 

BER degradation and it decreases the achievable receiver sensitivity, defined as the 

minimal 𝑃𝑅𝑋 required to reach the FEC limit of 2.2x10-3 which corresponds to 7% FEC OH 

limit [120], as shown in Fig. 6.5(a). Hence, the best scenario for the strong NOMA level 

corresponds to higher 𝑟𝑝 values.  

In the case of the weak NOMA level, SIC cancellation must be performed before 

demodulation to remove the contribution of the strong NOMA level signal. Any error in 

the calculation of the centroid of the strong NOMA level affect the decoding of weak 

NOMA level in the SIC stage, causing a higher BER, and hence a reduction of the 𝑃𝑅𝑋 for 

weak NOMA level increases the number of errors in the centroid calculation, causing a 

degradation of the BER of weak NOMA level signal, as can be observed in Fig. 6.5(b). The 

use of lower 𝑟𝑝 values has a similar effect as reducing the 𝑃𝑅𝑋, resulting in errors in the 
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calculation of the strong NOMA level centroid and consequently propagating the error to 

the decoding of the weak NOMA level. Finally, the BER of weak NOMA level also 

increases with higher 𝑟𝑝 values as the signal is too weak after SIC, even if the SIC process 

perfectly calculates the strong NOMA level centroids. Consequently, the weak NOMA 

level is only successfully demodulated for intermediate 𝑟𝑝 values and for high 𝑃𝑅𝑋 values, 

as observed in Fig. 6.5(b). Similar behaviour was obtained for the strong and weak NOMA 

levels in the case of 𝑁𝑏𝑎𝑛𝑑𝑠={5, 9}. It is established a 𝑟𝑝=7 dB as a good trade-off that 

optimizes the reception of both NOMA levels for all considered aggregated bit rates. 

 
Fig. 6.5. Contour log10(BER) vs. received power vs. power ratio plots for (a) strong NOMA and (b) weak 

NOMA levels in back-to-back configuration when the number of MB-CAP bands is equal to 7, providing 

an aggregated bit rate of 70 Gb/s. 

6.3.4 Sensitivity measurement 

Fig. 6.6(a-c) shows the BER vs. 𝑃𝑅𝑋 curves for the strong and weak NOMA levels for 

𝑅𝑏={50, 70, 90} Gb/s when 𝑟𝑝 is fixed to the optimized value of 7 dB for the cases in which 

the NOMA-CAP signal has been optically boosted by the SOA/EDFA at the transmitter 

output and with no optical amplification. In these measurements, the optical receiver based 

simply on a PD (see Fig. 6.3, Config. I) has been considered. To determine the effect of the 

SOA ASE noise over the receiver sensitivities, Fig. 6.6 also shows the BER curves when 

the optical signal is filtered at the SOA output with an optical band pass filter with 

bandwidths of 100 and 200 GHz. When using the EDFA, no optical filtering is required 

since a high optical signal to noise ratio (OSNR) is obtained (>40 dB). 

Table 6.1 summarizes the receiver sensitivities depicted in Fig. 6.6 for 𝑅𝑏={50, 70, 

90} Gb/s. For both the strong and weak NOMA levels, the sensitivity penalty when the bit 

rate is increased from 50 Gb/s to 70 Gb/s is close to 2 dB, while increasing the bit rate from 

50 Gb/s to 90 Gb/s, the penalty in the sensitivity is of 4 dB. From Table 6.1, the averaged 

(b)(a)



Chapter 6: NOMA-CAP Modulation  101 

 

 

 

penalty ∆̅ (defined as the average receiver sensitivities among all bit rates) is of 0.8 dB and 

1.8 dB for the strong and weak NOMA levels when the SOA is used without optical band 

pass filtering, respectively, while the penalties over the receiver sensitivity of the strong 

and the weak NOMA levels when the EDFA is used are just 0.1 dB and 0.4 dB, 

respectively. For the SOA plus filtering case, ∆̅ for the strong and weak NOMA levels are 

now reduced to 0.1(0.3) dB and 0.7(1.0) dB when the 100(200) GHz bandwidth band pass 

filter is used, respectively. The penalty reduction is due to the ASE noise reduction in the 

optical filter. Despite those small penalties, the SOA and EDFA provide output power gains 

of 10 dB and 18 dB, respectively. Finally, from Fig. 6.6, no penalty was observed in the 

receiver sensitivity after 25 km transmission when the optical signal is amplified by the 

SOA/EDFA due to the high resilience of MB-CAP to the CD [171], since the SRRC roll 

off factor and the MB-CAP band bandwidth have been chosen to overcome the penalty 

caused by the CD. 

 
Fig. 6.6. BER vs. received power (𝑃𝑅𝑋) for the strong and weak NOMA levels when the optical signal is 

amplified by SOA/EDFA and optionally filtered with 0 km and 25 km of SSMF for: (a) 5 CAP bands, (b) 7 

CAP bands and (c) 9 CAP bands providing an aggregated bit rate of 50 Gb/s, 70 Gb/s, and 90 Gb/s, 

respectively. (d) Received constellations at the considered FEC OH limit after the SOA and 25 km SSMF 

for both NOMA levels for 𝑁𝑏𝑎𝑛𝑑𝑠={5, 7, 9}. Red circles are the constellation centroids. 
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Table 6.1. Summary of receiver sensitivities (Ss) of the weak and strong NOMA levels for 𝑅𝑏={50, 70, 

90} Gb/s when the signal is amplified by SOA/EDFA, optically band pass filtered and the receiver is based 

on a PIN PD as well as their power penalty (∆) compared to the case in which no optical amplification is 

used. ∆̅ is the averaged power penalty among all considered bit rates. 

𝑅𝑏 (Gb/s) 

NOMA level Strong Weak 

Optical amplifier No SOA EDFA No SOA EDFA 

BW filter (GHz) ∞ 100 200 ∞ ∞ ∞ 100 200 ∞ ∞ 

50 
S (dBm) -9.0 -8.9 -8.8 -8.5 -8.9 -6.0 -5.2 -5.1 -4.0 -5.6 

∆ (dB)  0.1 0.2 0.5 0.1  0.8 0.9 2.0 0.4 

70 
S (dBm) -7.3 -7.2 -7.1 -6.3 -7.2 -3.8 -3.6 -3.3 -2.3 -3.5 

∆ (dB)  0.1 0.4 1.0 0.1  0.7 0.5 1.5 0.3 

90 
S (dBm) -5.3 -5.1 -4.9 -4.3 -5.1 -1.8 -1.2 -0.3 0.2 -1.3 

∆ (dB)  0.2 0.4 1.0 0.2  0.6 1.5 2.0 0.5 

∆̅ (dB)  0.1 0.3 0.8 0.1  0.7 1.0 1.8 0.4 

Fig. 6.6(d) shows the received constellations after the NOMA-CAP signal transmission 

through the SOA and 25 km SSMF on each CAP band and each NOMA level at the FEC 

limit of 7% OH for each considered 𝑅𝑏 value. Table 6.2 summarizes the BER of each band 

and each NOMA level at the considered FEC limit. Form Table 6.2, it can be observed that 

the BER of each CAP band is lower than 7.8x10-4, BER value corresponding a maximum 

penalty of 1 dB over the receiver sensitivity of the proposed system, see Fig. 6.3. 

Table 6.2. Summary of BER tributaries of the strong and weak NOMA levels for different aggregated bit 

rates (𝑅𝑏) when the power ratio is fixed to 7 dB as well as the BER of each MB-CAP band at the considered 

FEC limit of 7% (2.2×10-3). The received optical powers are {-9, -7.3, -5.3} dBm and 

{-6.0, -3.8, -1.8} dBm for the strong and weak NOMA levels at 𝑅𝑏={50, 70, 90} Gb/s, respectively. 

NOMA level 𝑅𝑏 (Gb/s) 
BER per each MB-CAP band (x10-4) 

1 2 3 4 5 6 7 8 9 

Strong 

50 4.0 4.1 4.3 4.7 4.9     

70 1.2 1.3 1.7 1.8 2.0 6.5 7.5   

90 0.9 1.1 1.3 1.4 1.6 2.9 3.5 3.9 5.4 

Weak 

50 3.7 4.1 4.2 4.8 5.2     

70 1.1 1.2 1.8 2.3 2.6 5.9 7.1   

90 1.2 1.3 1.3 1.6 1.9 2.5 2.8 3.5 5.9 

Fig. 6.7 shows the measured sensitivity enhancement in the receiver when the proposed 

PD-based receiver is upgraded with a SOA in a pre-amplifier configuration, as shown in 

Fig. 6.3 (Config. II) and no amplification is performed at the transmitter output for 𝑅𝑏={50, 

70, 90} Gb/s and a 25 km of SSMF. Now, the BER is measured in terms of the input power 

to the SOA at the receiver. This leads to an OSNR variation which is different from the 

previously studied cases, resulting therefore in different BER curves. The new receiver 

sensitivities are, for the strong NOMA level, -15.3 dBm, -13.3 dBm and -10.8 dBm for 

50 Gb/s, 70 Gb/s and 90 Gb/s, respectively, while, for the weak NOMA level 

are -11.7 dBm, -9.3 dBm and -7.0 dBm for 50 Gb/s, 70 Gb/s and 90 Gb/s, respectively. 
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Therefore, for the strong NOMA level, the receiver sensitivity enhancement is close to 

6.0 dB, while, for the weak NOMA level, the enhancement is close to 5.5 dB. Higher 

enhancements cannot be achieved since the ASE noise of the SOA degrades the output 

OSNR. In these measurements, optical filtering to reduce the impact of the ASE noise has 

not been performed to reduce costs at the receiver. Therefore, future SOA-PD photonic 

integrated circuits (PICs) could be a very suitable solution. 

 
Fig. 6.7. BER vs. received power (𝑃𝑅𝑋) comparison when the NOMA-CAP signal is pre-amplified by a 

SOA at the receiver and not for: (a) 5 CAP bands, (b) 7 CAP bands and (c) 9 CAP bands providing an 

aggregated bit rate of 50 Gb/s, 70 Gb/s, and 90 Gb/s, respectively. 

6.3.5 Discussion: optical power budged available  

Given all the measured sensitives and considering that the transmitter output power is 

+3.4 dBm, Table 6.3 shows the available optical power budgets (PB) for the strong and 

weak NOMA levels when no optical amplification is used, and when SOA-based amplifi-

cation is performed at the transmitter side (booster), at the receiver side (pre-amplifier) and 

at both sides for 𝑅𝑏={50,70,90} Gb/s. If optical filtering is performed at the booster SOA, 

e.g., emulating a WDM-based PON, the power budget of the strong NOMA level decreases 

in 5 dB (typical insertion loss of an arrayed waveguide grating based multiplexer) while for 

the weak NOMA level it is reduced by 4 dB due to the gain of an approximately 1 dB 

(a) (b)

(c)
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obtained when the ASE noise is filtered. From Table 6.3, it can be observed a PB reduction 

of 3.5 dB when the pre-amplification configuration is used regarding the booster 

configuration. An enhancement of 15.6 dB and 14.2 dB in the PB can also be observed in 

Table 6.3 for the strong and weak NOMA levels, respectively, when both booster and pre-

amplifier are used compared no optical amplification case. 

Table 6.3. Summary of available power budget (PB) of the weak and strong NOMA levels for 𝑅𝑏={50, 70, 

90} Gb/s when no optical amplification is performed and when SOA-based amplification is used at the 

transmitter side (booster), at the receiver side (pre-amplifier), and at both sides. 

NOMA level Strong PB (dB) Weak PB (dB) 

𝑅𝑏 (Gb/s) 50 70 90 50 70 90 

Without optical amplification 12.4 10.7 8.7 9.4 7.2 5.2 

With booster 22.4 20.2 18.2 17.9 16.2 13.7 

With pre-amplifier 18.7 16.7 14.2 15.1 12.7 10.4 

With both booster and pre-amplifier 28.7 26.2 23.7 23.6 21.7 18.9 

6.4 Split-enabled 350-630 Gb/s optical interconnect with direct de-

tection NOMA-CAP and 7-core multi-core fiber 

Current DC optical interconnects, relying on legacy IM-DD systems with PAM-4, are about 

to reach their limits in terms of capacity and flexibility. There is therefore a need to exploit 

and investigate alternative dimensions and/or modulation formats to increase the capacity 

and flexibility of optical interconnects while keeping the end-to-end link latency as low as 

possible. Currently, there is momentum for coherent technologies to penetrate the short-

range segment in data centers, although costs remain a huge challenge given the complexity 

of the optical layer, the power consumption, the DSP complexity and the increased latency. 

Alternatively, exploiting spatial diversity through MCFs enables the parallel multiplexing 

of several spatial channels, while facilitating the assembly process between fiber and the 

photonic integrated circuits (PICs), most likely through constellations of vertical gratings 

tapping light in and out of the PIC [184], with a reasonable cost impact. Furthermore, link 

splitters are becoming more relevant when designing the topology of the network in data 

centre environments as shown in Fig. 6.8. Spit-cables or H-cables allow a system unit with 

a connector on one side and two or more separate connectors on the other side, such as a 

top of rack (ToR) switch and two or more servers, thereby allowing network topologies 

relevant for hyperscalers [185]. This feature is particularly interesting in large 

configurations of high-performance clusters (HPC) within data centers, as the number of 

layers of switches is reduced and frees up switching ports. In this section, it is proposed 

NOMA-CAP as a flexible and efficient modulation format combined with MCFs to 
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increase DC interconnects capacity and flexibility. Specifically, it is experimentally 

demonstrated the transmission of NOMA-CAP through 2 km 7-core MCF using DD for 

different total aggregated traffics ranging from 350 Gb/s to 630 Gb/s. 

 
Fig. 6.8. Architecture of a highly scalable top of rack (ToR) data centre architecture enhanced by split-

cables or H-cables. 

6.4.1 Experimental setup description 

The MCF-based optical interconnect experimental setup is shown in Fig. 6.9. The 

transmitter used a distributed feedback laser (DFB) as a light source which was feed to a 

Mach-Zehnder modulator (MZM) using a manual polarization controller (PC). This simple 

transmitter can be integrated through heterogeneous integration, in high-performing indium 

phosphide, or most likely, through a silicon photonic PIC containing the modulators and 

arrays of flip-chip DFB lasers [186], [187]. The bias of the MZM was provided by a voltage 

source. The MZM was driven with an arbitrary waveform generator (AWG) with 25 GHz 

3 dB electrical bandwidth, which generated the NOMA-CAP modulation, and amplified 

with a linear electrical driver. After the MZM, an erbium-doped fiber amplifier (EDFA) 

was used to amplify the signal and compensate for the losses of the 1x8 splitter, used to 

simulate traffic coming from 7 different transmitters each containing two independent data-

streams. As the patch-cord length of each path was different, the channels were effectively 

decorrelated. The seven information-bearing signals were connected to a fan-in device, 

used to multiplex the signals into a 7-core 2 km MCF span. After transmission, the signals 

were demultiplexed using a fan-out device. The receiver consisted of a standard PIN 

photodiode with an optical bandwidth of 33 GHz followed by a digital sampling 

oscilloscope (DSO), which was connected manually to each core of the MCF under 

measurement. The signal was digitized at 100 GS/s. 
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Fig. 6.9. (a) Schematic of the experimental setup for the NOMA-CAP transmission. (Inset) 

Microphotography of the 7-core 2 km MCF fiber used in this demonstration. (b) Laboratory setup. 

6.4.2 Sensitivity measurement 

Fig. 6.10 shows BER vs. PRX when the NOMA-CAP signal is simultaneously transmitted 

through the cores of the 7-core 2 km MCF, providing a total transmission aggregated bit 

rate 𝑇𝑅𝑏={350, 490, 630} Gb/s for 𝑅𝑏={50, 70, 90} Gb/s per spatial channel, respectively. 

The BER curves for each core have been measured as the averaged among all bands of the 

transmitted NOMA-CAP signal when the power ratio between the two NOMA levels has 

been fixed to 7 dB. From Fig. 6.10 it can be observed that the receiver sensitivity of the 

strong NOMA level in back-to-back configuration are -9.7 dBm, -7.1 dBm, -3.9 dBm for 

50 Gb/s , 70 Gb/s and 90 Gb/s, respectively, while for the weak NOMA level are -6.9 dBm, 

-4.7 dBm and -0.1 dBm for 50 Gb/s, 70 Gb/s and 90 Gb/s, respectively. Finally, negligible 

penalty is measured in the receiver sensitivity over 2 km fiber transmission compared to 

the back-to-back case due to the high resilience of NOMA-CAP to the CD [171]. 

6.5 Conclusions 

In this chapter, NOMA-CAP has been experimentally assessed for high capacity PON and 

DC optical interconnect applications. On the one hand, 50-90 Gb/s NOMA-CAP with two 

power levels has been experimentally measured in an IM-DD system with a PIN-based 

receiver and 25 km of SSMF. To increase the low available optical power budget of the 

system, SOA-based amplification at the transmitter and receiver sides has been considered. 
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Two main conclusions can be extracted from this experimental assessment for PON 

applications. First, the SOA shows better performance in terms of power budget as booster 

since the system enhancement is of 3.5 dB compared to the pre-amplifier case. Second, 

obtaining high power budgets require both boosters and pre-amplifiers. In this case, SOA-

based amplification for NOMA-CAP modulation provides optical power budgets of 

28.7(23.7) dB and 23.6(18.9) dB at 50(90) Gb/s for the strong and weak NOMA levels, 

respectively, while the budgets for the strong and weak NOMA levels are 12.4(8.7) dB and 

9.4(5.2) dB at 50(90) Gb/s when no optical amplification is used. Finally, it is considered 

that NOMA-CAP with SOA-based amplification, e.g., offering a maximum optical splitting 

ratio of 64(32) at 50(90) Gb/s for an optical reach between 25(24.8) km and 10.4(5.6) km, 

could be a good modulation format candidate for next generation PONs. Particularly, it is 

believed the power budget levels achieved are aligned with current standards employed in 

the field, such as 10G-EPON [21], which requires power budgets in the order of 20-24 dB 

for the PR10 and PR20 options (for 10 km and 20 km reach, respectively). If high power 

budgets are required, low-density parity-check (LDPC) codes could be considered, 

allowing to comply with the PR-30 requirements for 50 Gb/s.  

 
Fig. 6.10. BER vs. received power (PRX) of the weak and strong NOMA levels when the NOMA-CAP sig-

nal  is transmitted in back-to-back (B2B) configuration and  through the 2 km MCF with 7 cores for a total 

aggregated bit rate per lane of: (a) 50 Gb/s, (b) 70 Gb/s and (c) 90 Gb/s, providing a total aggregated traffic 

of 350 Gb/s, 490 Gb/s and 690 Gb/s, respectively. 
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On the other hand, it was presented a technical solution to increase the features of split-

cables and H-cables enabling advanced architectures in data centers. The solution 

comprises the exploitation of space division multiplexing through multi-core fibers and 

NOMA-CAP as doubler of the link capacity. Particularly, NOMA-CAP has been 

experimentally measured in an DD system with a PIN-based receiver at different bit rates. 

The transmission of NOMA-CAP through 2 km of 7-core MCF, providing different total 

aggregated traffics between 350 Gb/s and 630 Gb/s, has been also demonstrated with 

negligible transmission penalty. This result pushes forward NOMA-CAP as a strong 

candidate for future data centers optical interconnects that require split links, high capacity, 

high granularity and scalability. 
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Chapter 7. Convergence of Mobile RoF-based 

Fronthaul and PONs with NOMA-CAP Modula-

tion 

7.1 Introduction 

Owing to the current exponential growth of the network traffic of cloud and new 

multimedia streaming services on personal devices, together with the deployment of the 

“Internet of Things” and massive machine-to-machine communication, the operators 

expect to provide both broadband wireline and wireless access for end-users through the 

existing access network infrastructures, minimizing both the network capital expenditure 

(CAPEX) and the operation expenditure (OPEX) [100]. In this context, deployed passive 

optical networks (PONs) are already the most competitive solution to serve as mobile 

fronthaul, especially in cloud access radio network (C-RAN) scenarios where high 

capacity, low latency and flexibility are required [91]. Moreover, deployed PONs can be 

cost-effectively upgraded to simultaneously support both wired and wireless services. 

Common public radio interface (CPRI) and open base station standard initiative (OBSAI) 

are the current protocols used in fronthaul transmission. Nevertheless, these interfacing 

techniques are inadequate for upcoming high capacity 5G mobile communication services. 

Alternatively, radio-over-fiber (RoF) technology has recently sparked more attention [96], 

[97], [98], [99], not only for simplifying the interfaces, e.g., digitization and format 

conversion are not required, but also for conserving bandwidth.  

In C-RANs, the design of medium-access layer is fundamental to improve the system 

capacity and to dynamically allocate the available resources. Recently, non-orthogonal 

multiple access (NOMA) modulation, i.e., multiplexing different users in the 

power/amplitude domain, has been proposed as an alternative solution for addressing these 

requirements and to enhance both the capacity and flexibility of the network [86], [89], 

[90]. Moreover, multi-band orthogonal frequency division multiplexing (MB-OFDM) 

[188] and multi-band carrierless amplitude phase (MB-CAP) modulation [171] have been 

proposed as excellent candidates to replace inefficient modulation formats such as impulse 

radio (IR) and OOK. Although MB-OFDM has shown flexible adaptation to a dynamically 



Chapter 7: Convergence of Mobile Fronthaul and PONs 110 

 

 

 

changing wireless medium, MB-CAP allows less complex transceivers [87] and has shown 

better results [88], [89], achieving large capacities even under difficult channel conditions. 
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Fig. 7.1. Conceptual diagram of a converged fronthaul and passive optical network (PON). PAM-4 

modulation format is used as legacy system and NOMA-CAP is used for future access fronthaul in 5G and 

beyond. 

NOMA and MB-CAP working in tandem have been experimentally validated in [89] as 

an excellent solution for wireless multi-user provisioning. Although that validation has 

been performed focusing on the wireless domain, NOMA-CAP modulation format must 

also be investigated in the optical domain where its suitability for fronthaul transmission 

and its potential for integration with other converged wireless-wired services must be 

assessed. NOMA-CAP have been reported for wired services in high-capacity PONs and 

DC optical interconnects in chapter 6 of this thesis. However, the convergence of NOMA-

CAP as a wireless signal in a converged fronthaul and fixed access system has not been 

studied before. In this chapter, using RoF technology it is demonstrated the downlink 

transmission of wireless NOMA-CAP waveforms with two power levels per band, 

converged with a single-carrier wired signal in a PON scenario as shown in Fig. 7.1. 

Specifically, it is experimentally assessed a wireless-wired converged PON system which 

utilizes a 10 Gb/s PAM-4 signal as the wired service. PAM-4 was chosen since it has 

recently gained interest for use in future optical access networks due to its low complexity 

and compatibility with current intensity modulation-direct detection (IM-DD) 

deployments, making it a cost-effective solution for future PONs [189], [190]. Moreover, 

two converged system implementations have been considered. The first one, using 

electrical frequency division multiplying (FDM) technology, and the second, using hybrid 

FDM-wavelength division multiplexing (FDM-WDM) technology. While the FDM 

technology increases the system spectral efficiency, hybrid FDM-WDM technology aims 

to increase the network capacity without considerably adding complexity [191]. In both 

cases, the converged system assessment has been performed in terms of bit-error rate (BER) 
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to determine the potential transmission penalties due to the crosstalk interference and the 

fiber chromatic dispersion (CD). 

The remainder of this chapter is structured as follows. Section 7.2 describes the digital 

signal processing (DSP) of NOMA-CAP with two power levels and the generation and 

detection process of PAM-4 signals as well as the implemented optical transmission setup. 

Section 7.3 shows the measured experimental results for NOMA-CAP and PAM-4 in the 

proposed converged PON systems. Finally, section 7.4 concludes the chapter and draws 

the main conclusions.  

7.2 Experimental setup description 

7.2.1 NOMA-CAP and PAM-4 signal generation and detection 

Fig. 7.2(a) shows the transmitter DSP architecture for the converged mobile fronthaul and 

fixed access system using NOMA-CAP with two NOMA levels per band and PAM-4. For 

each NOMA-CAP band, the data of both NOMA levels were mapped to quadrature phase 

shift keying (QPSK) symbols. The two NOMA levels, named “weak NOMA” and “strong 

NOMA”, were power weighted according to the power ratio 𝑟𝑝, and then, both signals were 

added to conform the NOMA signal of each CAP band. The NOMA signal of each CAP 

band was upsampled to the ratio between the sampling frequency and the symbol rate. The 

symbol rate was set at 0.25 GBd to provide a total bit rate of 1 Gb/s per band. After the 

upsampling process, the resulting complex NOMA signals were split into real and 

imaginary parts and filtered with a pair of band-specific CAP orthogonal filters [89]. 

Finally, the NOMA-CAP bands were aggregated to form the transmitted NOMA-CAP 

signal, 𝑦𝑁𝑂𝑀𝐴−𝐶𝐴𝑃. In this work, it was established a 𝑟𝑝=7 dB as a good trade-off that 

optimizes the reception of both NOMA levels. The PAM modulator was configured to work 

with a uniform four-level constellation, generating the baseband PAM-4 signal to transmit, 

𝑦𝑃𝐴𝑀−4. For the FDM system implementation, the NOMA-CAP and the PAM-4 signals 

were digitally added to form the full data transmitted signal, yt=yNOMA-CAP+10
α
10∙yPAM-4, 

where PAM-4 signal was amplitude weighted with different values, 

𝛼={-6.0, -3.0, -1.2} dB, to assess the crosstalk interference between the NOMA-CAP and 

PAM-4 signals.  

The receiver DSP block diagram is shown in Fig. 7.2(b). For the NOMA-CAP 

demodulator, each MB-CAP band was extracted using the inverted pair of orthogonal filters 

used at the transmitter side for the band of interest. For the weak NOMA level, it is 
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necessary to implement successive interference cancellation (SIC) as shown in Fig. 7.2(b), 

consisting of a decision feedback equalizer (DFE) with 30 forward and 20 backward taps, 

calculation of the symbol centroid of the strong NOMA level and subtraction from the 

equalized signal. After SIC, the DFE was applied again to the resulting signal and finally 

the signal was de-mapped. For the strong NOMA level, only the DFE and the de-mapping 

were performed. In the case of the PAM demodulator, the received signal was optimally 

filtered using a low-pass finite impulse response (FIR) filter with a cut-off frequency equal 

to eighty percent of the PAM symbol rate. The PAM-4 adaptive equalizer was a 13-tap FIR 

filter and the tap weights were updated with a decision-directed least-mean square (DD-

LMS) algorithm [192]. 

 
Fig. 7.2. DSP architecture of the converged fronthaul and fixed access system using NOMA-CAP and 

PAM-4: (a) the digital transmitter (DTX) and (b) digital receiver (DRX). 

7.2.2 Converged PON experimental setup  

The experimental IM-DD-based setup is depicted in Fig. 7.3(a). The optical transmitter 

(TX-1) was based on an external cavity laser (ECL) tuned at 1548 nm and modulated with 

a Mach-Zehnder modulator (MZM) biased at its quadrature point. The MZM was driven 

with an arbitrary waveform generator (AWG) with 25 GHz 3 dB electrical bandwidth, 

initially generating the composite NOMA-CAP/PAM-4 signal to be used in the FDM-based 

converged system implementation. The TX’s output was 0 dBm. The optical signal was 

then launched into a span of 25 km of standard single-mode fiber (SSMF). The optical 

receiver (RX) was simply based on an avalanche photodetector (APD) combined with a 

transimpedance amplifier (TIA). A variable optical attenuator (VOA) was used to control 

the input optical power to the APD. A second transmitter (TX-2), with features similar to 

the described one, was added to the setup so as to evaluate the converged system 

performance using the hybrid FDM-WDM implantation. In this case, the second laser was 

tuned at 1548.2 nm to minimize both the optical beat interference due to unwanted mixing 
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products generated during the DD process at the receiver side [193], [194], [195] and the 

optical gap between both lasers. Note that, for this hybrid implementation, although the 

NOMA-CAP and PAM-4 signals are independently generated by two different 

transmitters, the FDM technique is conducted as well to avoid the complete overlap of both 

signal in frequency domain in the DD process. A second VOA was added to the TX-2’s 

output to control the optical power of the interfering signal. Finally, the detected signal was 

digitized at 25 GSa/s with a real time oscilloscope and processed offline. Fig. 7.3(b) shows 

an example of the composite electrical spectrum measured at the receiver side, showing a 

NOMA-CAP signal with fifteen 0.25 GHz CAP bands providing a total aggregated bit rate 

of 15 Gb/s. The NOMA-CAP bands with ID from 1 to 7 were placed in the spectral gap 

between the main lobe and the sidelobe of the 10 Gb/s PAM-4 signal, while NOMA-CAP 

bands with ID from 8 to 15 were accommodated within the frequency range between 8 GHz 

and 10 GHz. Those locations were chosen to minimize the crosstalk interference between 

the PAM-4 and NOMA-CAP signals, as it shall be shown in the next section. 

 
Fig. 7.3. (a) Experimental PON setup. Example of measured spectra of converged NOMA-CAP and PAM-4 

services, providing a total bit rate of 25 Gb/s in just 10 GHz of transmission bandwidth. 

7.3 Experimental results and discussion 

In a converged PON scenario like the one shown in Fig. 7.1, where wired and wireless 

services can be delivered over a single fiber, the main objective is to find out the best 

spectral accommodation of the wireless signals minimizing the potential mutual crosstalk 

interference of/on the adjacent wired services, and simultaneously maximizing the 

transmission bandwidth utilization of the system. 

Fig. 7.4(a) and Fig. 7.4(b) show respectively the converged system crosstalk 

performance measured in terms of the BER vs. received optical power (𝑃𝑅𝑋) vs. frequency 

carrier 𝑓𝑐𝑖 of a NOMA-CAP signal with just one CAP band of 0.25 GHz when the NOMA-

CAP and PAM-4 signals are frequency multiplex and generated using the same transmitter 

(FDM implementation) and when the two signals are generated using two similar 
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transmitters with different transmission wavelengths and performing FDM (hybrid FDM-

WDM implementation). In all these measurements, 𝑓𝑐𝑖 has been swept form 0 GHz to 

10 GHz in steps of 125 MHz and the 𝑟𝑝 among the two NOMA levels has been fixed to the 

value of 7 dB. To study the effect of the crosstalk interference, Fig. 7.4(a) also shows the 

BER curves when the PAM-4 signal has been amplitude weighted to obtain different 

amplitude relation values, 𝛼={-6.0, -3.0, -1.2} dB while, Fig. 7.4(b) shows BER curves for 

different optical power relation values between the NOMA-CAP and PAM-4 signals, 𝛽 =

𝑃𝑁𝑂𝑀𝐴-𝐶𝐴𝑃-𝑃𝑃𝐴𝑀-4={-12.0, -8.0, -4.0, 0.0} dBm. Table 7.1 and Table 7.2 summarize the 

receiver sensitivities (Ss) of the weak and strong NOMA levels and the 10 Gb/s PAM-4 

obtained in the case in which the NOMA-CAP signal is centred in the null point of the 

PAM-4 signal (in 5 GHz), as well as the ranges of 𝑓𝑐𝑖 in which the penalty in the receiver 

sensitivity (∆S) due to the crosstalk is lower than 1 dB (𝑅𝑓𝑐𝑖|∆𝑆≤1𝑑𝐵
) shows in Fig. 7.4(a) and 

Fig. 7.4(b) for all considered values of 𝛼 and 𝛽, respectively. Finally, Table 7.1 and Table 

7.2 also show the effective bandwidth (BWeff) of each considered converged system 

implementations to be used by the wireless transmission, defined as the intersection 

between Rfci|∆S≤1dB  of the two MOMA signals and the PAM-4 for a specific 𝛼 or 𝛽 value. 

 
Fig. 7.4. Contour log10(BER) vs. received power (𝑃𝑅𝑋) vs. frequency carrier (𝑓𝑐𝑖) of a NOMA-CAP signal 

with just one 0.25 GHz CAP band for the weak and strong NOMA levels and the 10 Gb/s PAM-4 in back-

to-back configuration when the NOMA-CAP and PAM-4 signals are generated using: (a) FDM technology 

and (b) hybrid FDM-WDM technology. Dash red line is the 7% FEC OH limit. 
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Table 7.1. Summary of receiver sensitivities (Ss) and range of 𝑓𝑐𝑖 in which the penalty is less than 1 dB 

(𝛤 = 𝑅𝑓
𝑐𝑖
|∆𝑆≤1𝑑𝐵

) of the two NOMA-CAP level signals and PAM-4, as well as the effective bandwidth of 

the system for the wireless transmission (𝐵𝑊𝑒𝑓𝑓) of the converged system using FDM technology for 

𝛼={-6.0, -3.0, -1.2} dB. 

𝛼 (dB) -6.0 -3.0 -1.2 

Parameter 
S 

(dBm) 
Γ (GHz) 

S 

(dBm) 
Γ (GHz) 

S 

(dBm) 
Γ (GHz) 

Strong 

NOMA-CAP 
-23.2 [2.1, 10] -23.1 [3.6, 10] -22.2 [3.8, 6.2], [8.2, 10] 

Weak 

NOMA-CAP 
-22.1 [2.9, 10] -21.2 [3.9, 6.1], [7.6, 10] -20.2 [4.4, 6], [8.9, 10] 

PAM-4 -13.4 [4.5, 10] -17.2 [4.3, 10] -18.2 [4.1,10] 

BWeff (GHz) [4.5, 10] → 5.5 [4.3, 6.1], [7.6, 10] → 4.2 [4.4, 6], [8.9, 10] →  2.7 

Table 7.2. Summary of receiver sensitivities (Ss) and range of 𝑓𝑐𝑖 in which the penalty is less than 1 dB 

(𝛤 = 𝑅𝑓
𝑐𝑖
|∆𝑆≤1𝑑𝐵

) of the two NOMA-CAP level signals and PAM-4, as well as the effective bandwidth of 

the system for the wireless transmission (𝐵𝑊𝑒𝑓𝑓) of the converged system hybrid FDM-WDM technology 

𝛽={-12.0, -8.0, -4.0, 0.0} dB. 

𝛽 (dB) -12.0 -8.0 -4.0 0.0 

Parameter 
S 

(dBm) 
Γ (GHz) 

S 

(dBm) 
Γ (GHz) 

S 

(dBm) 
Γ (GHz) 

S 

(dBm) 
Γ (GHz) 

Strong 

NOMA-CAP 
-26.1 [2.2, 10] -25.3 [3.0, 10.0] -24.2 [3.5, 10.0] -23.5 

[3.5, 6.2], 

[8.3, 10.0] 

Weak 

NOMA-CAP 
-23.7 [3.1, 10] -22.6 

[3.6, 6.0], 

[6.9, 10.0] 
-21.8 

[4.0, 6.2], 

[7.7, 10.0] 
-20.4 

[4.1, 5.9], 

[9.0, 10.0] 

PAM-4 -11.7 
[4.8, 

10.0] 
-14.3 [4.6, 10.0] -17.8 [4.3, 10.0] -18.5 [4.4, 10.0] 

𝐵𝑊𝑒𝑓𝑓  (GHz) [4.8, 10] → 5.2 
[4.6, 6.0], [6.9, 

10.0] → 4.5 

[4.4, 6.2], [7.7, 10] 

→  4.3 

[4.4, 5.9], [9, 10] 

→  2.5 

As it can be observed in Table 7.1, the effect of changing 𝛼 over the effective bandwidth 

of the FDM-based system for the wireless transmission is clear. The higher the 𝛼, the lower 

is the available transmission bandwidth for the NOMA-CAP signal. This is due to the fact 

that for high 𝛼 values, the PAM-4 signal power is higher, increasing the crosstalk effect 

over the NOMA-CAP signal. Note that for 𝛼={3.0, 1.2} dB, the frequency range to 

accommodate the wireless signal is discontinuous due to the higher energy of the PAM-4 

side-lobe. In the case of the 10 Gb/s PAM-4, increasing the amplitude relation between the 

NOMA-CAP and PAM-4 signals corresponds to an improvement of the PAM-4 receiver 

sensitivity, from -13.4 dBm for 𝛼=-6 dB to -18.2 dBm for 𝛼=-1.2 dB. From Table 7.2, 

similar BWeff behaviour can be observed for the converged system based on the hybrid 

FDM-WDM technology. Thus, for 𝛽=-12.0 dB, the crosstalk interference of the PAM-4 

signal is lower, consequently leading to higher receiver sensitivities for the two NOMA-

CAP levels, hence increasing BWeff up to 5.2 GHz. Nevertheless, the PAM-4 receiver 

sensitivity is just of -11.4 dBm. On the contrary, for 𝛽=0.0 dB, the receiver sensitivity for 
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PAM-4 is of -18.5 dBm, and the crosstalk over the NOMA-CAP signal is higher, 

deteriorating the NOMA-CAP receiver sensitivities and reducing BWeff to 2.5 GHz. As a 

trade-off solution, we consider 𝛼=-3 dB and 𝛽=-4 dB for the converged system 

implementation based on the FDM and hybrid FDM-WDM, respectively, both 

implementations providing and effective bandwidth close to 4.2 GHz where fifteen 

NOMA-CAP bands of 0.25 GHz can be accommodated as shown in Fig. 7.3(b). 

Finally, for back-to-back (B2B) configuration and 25 km SSMF, Fig. 7.5(a, b) and Fig. 

7.5(c, d) show the BER vs. PRX curves when the fifteen NOMA-CAP bands providing a 

total aggregated bit rate of 15 Gb/s and the 10 Gb/s PAM-4 are transmitted simultaneously 

using FDM and hybrid FDM-WDM technologies considering 𝛼=-3.0 dB and 𝛽=-4 dB, 

respectively. From Fig. 7.5(a, b), the receiver sensitivities of the converged system based 

on FDM technology for the strong and weak NOMA levels are, averaged for all 

bands, -17.2 dBm and -15.3 dBm respectively, while for 10 Gb/s PAM-4, the receiver 

sensitivity is -12.8 dBm. In the case in which the converged system is based on hybrid 

FDM-WDM technology, the receiver sensitivities for the strong NOMA and weak NOMA 

and, PAM-4 are -20.1 dBm, -18.3 dBm, and 16.1 dBm, see Fig. 7.5(b, c). From Fig. 

7.5(a, b) and Fig. 7.5(c, d), no transmission penalty due to CD or any other impairment was 

observed in the receiver sensitivities after 25 km transmission. 

 

 
Fig. 7.5. BER vs. received power (𝑃𝑅𝑋) of 10 Gb/s PAM-4 and of each CAP band of a NOMA-CAP signal 

with two NOMA levels and 15 CAP bands in back-to-back (B2B) configuration and over 25 km of SSMF 

for: (a) the NOMA-CAP bands with ID from 1 to 7 and, (b)  the NOMA-CAP bands with ID from 8 to 15 

with FDM technology and; (c) the NOMA-CAP bands with ID from 1 to 7 and, (d) the NOMA-CAP bands 

with ID from 8 to 15 with hybrid FDM-WDM technology. 

(a) (b)

(c) (d)
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7.4 Conclusions 

The convergence of NOMA-CAP with PAM-4 within a single-carrier wired service, 

considered as new 5G and beyond-5G candidate waveform, has been demonstrated in a 

converged PON scenario. Transmission of fifteen NOMA-CAP bands providing a total 

aggregated bit rate of 15 Gb/s and 10 Gb/s PAM-4 over 25 km of SSMF has been 

demonstrated with negligible BER penalty for two different converged system 

implementations. The first one uses electrical frequency division multiplying (FDM) 

technology and the second one employs hybrid FDM-wavelength division multiplexing 

(FDM-WDM) technology. In the first case, the NOMA-CAP bands were aggregated and 

digitally added to the baseband PAM-4 waveform to form the full data transmitted signal. 

To evaluate the crosstalk interference between the NOMA-CAP and PAM-4 signals, the 

PAM-4 modulator’s output was amplitude weighted with different values, 

𝛼={-6.0, -3.0, -1.2} dB. In the second case, NOMA-CAP and PAM-4 signals are generated 

with two different transmitters, studying the optical crosstalk through the variation of the 

optical power difference between both signals with a variable optical attenuator, 

𝛽={-12.0, -8.0, -4.0, 0.0} dB . Both system implementations although offering the same 

total effective bandwidth for the wireless signal, 4.2 GHz, in term of the receiver 

sensitivity, the hybrid FDM-WDM technology shows 3 dB gain compared to FDM 

technology. 

Finally, it is considered that the convergence of NOMA-CAP wireless waveform with a 

10 Gb/s PAM-4 wired signal, together with the expansion of available wavelengths in 

future WDM access, represents a straight-forward augmentation of current PON 

technologies to enable the efficient development of 5G and beyond-5G communication 

networks. 
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Chapter 8. Conclusions and Prospects 

8.1 General conclusions 

This thesis has been focused on providing a new flexible converged metro-access network 

infrastructure supporting 5G services. New node solutions and modulation formats have 

been proposed and investigated to satisfy future metro-access networks requirements in 

terms of network capacity, flexibility, adaptability, energy efficiency and security. The 

main contributions of this thesis are per chapter summarized as follows: 

  Chapter 2 proposed and modelled cost-effective all-optical commutation node 

solutions (ROADM and OXC) for future SDN-based u-DWDM metro-access 

networks. Specifically, two different node designs were presented for the ROADM and 

OXC. The first one, being fully flexible and compacted but far more expensive, was 

based on wavelength selective switches (WSSs) that could work with frequency slot 

(FS) granularity. The second one, more cost-effective and modular, worked with 

DWDM channel granularity. Then, the commutation node functions were applied on a 

group of FSs at the DWDM channels of the DWDM-based node. Benefits of the nodes 

based on DWDM technology are the usage of off-the-shelf components, reduced cost 

(at least 1 order of magnitude lees than WSS-based nodes), modularity (pay-as-you-

grow), low response time (<8 ms) and reduced power consumption (5 times less than 

WSS-based nodes). Finally, a north to south architecture for the network control plane 

was also proposed. In this, the optical resources could be managed directly from the 

application level. 

 Chapter 3 assessed the performance of the proposed cost-effective DWDM ROADM 

as a metro-access ring network element for offline and online scenarios. Since a module 

of the DWDM-based node switches a group of FSs and new modules can be added 

when they are required, different heuristics to determine an efficient design of the cost-

effective DWDM ROADMs of a network were presented. Using proposed heuristics, 

the obtained performance penalty of a network using DWDM ROADMs, measured 

against the same network using WSS-based ROADMs with FS granularity, was of 20% 

for offline scenarios and 35% for online scenarios.  
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 Chapter 4 evaluated the performance of the proposed cost-effective DWDM OXC and 

ROADM as metro-access mesh network elements for offline scenarios. A heuristic 

based on an iterative process to determine an efficient design of the cost-effective 

DWDM OXCs and ROADMs of a network was presented. Using that heuristic, the 

network penalty performance was just of 10% regarding the same network using WSS-

based nodes working with FS granularity. From all obtained results, it is believed that 

cost-effective DWDM OXC and ROADM are strong candidate solutions for future 

u-DWDM-based metro-access networks that require high capacity, high flexibility and 

scalability.  

 Chapter 5 experimentally assessed new 5G multicarrier modulation formats (FBMC, 

UFMC and GFDM) and OFDM for high-layer split u-DWDM-PON-based fronthaul 

applications using RoF technology. Both direct and quasi-coherent detection were 

considered. On the one hand, similar receiver sensitivities were obtained for new 5G 

multicarrier modulation formats (FBMC, UFMC and GFDM) and OFDM. The direct-

detection and quasi-coherent sensitivities were around -14 dBm and -24.2 dBm, 

respectively. On the other hand, UFMC have been identified as the most appropriated 

5G modulation formats for u-DWDM-PON applications since it shows the best spectral 

localisation, which is reduced by 18.2% regarding OFDM. This is, UFMC could 

provide an increase of the network’s capacity close to 20%. 

 Chapter 6 proposed and experimentally assessed NOMA-CAP modulation format for 

high capacity PON and data center (DC) optical interconnect applications using 

affordable direct detection. For PON applications, NOMA-CAP, providing a total 

aggregated capacity ranged between 50 Gb/s and 90 Gb/s, was measured for 25 km of 

standard single-mode fiber (SSMF). To increase the low available optical power budget 

of the system, SOA-based amplification at the transmitter and receiver sides was 

considered. In this case, SOA-based amplification for NOMA-CAP modulation 

provided optical power budgets of 28.7(23.7) dB and 23.6(18.9) dB at 50(90) Gb/s for 

the strong and weak NOMA levels, respectively. These achieved power budget levels 

are aligned with current standards employed in the field. For DC optical interconnect 

applications, the transmission of 50-90 Gb/s NOMA-CAP through 2 km of 7-core 

multi-core fiber (MCF), providing different total aggregated traffics between 350 Gb/s 

and 630 Gb/s, was also demonstrated with negligible transmission penalty. These 

results push forward NOMA-CAP as a strong candidate for future high-capacity PONs 
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and CD optical interconnects that require split links, high capacity, high granularity and 

scalability.  

 Chapter 7 demonstrated the transmission of fifteen NOMA-CAP bands providing a 

total aggregated bit rate of 15 Gb/s and 10 Gb/s PAM-4 over 25 km of SSMF with 

negligible BER penalty. It is considered that the convergence of NOMA-CAP wireless 

waveform with a 10 Gb/s PAM-4 wired signal, together with the expansion of available 

wavelengths in future DWDM access, represents a straight-forward augmentation of 

current PON technologies to enable the efficient development of 5G and beyond-5G 

communication networks. 

8.2 Future lines 

During this Ph. D. thesis, research has been focused on metro-access networks to provide 

a new flexible optical network infrastructure supporting 5G services through new node 

solutions and modulation formats. In the following, some future research lines are outlined. 

1)  The evaluation of the proposed cost-effective DWDM OXC and ROADM as network 

elements in an online scenario. New heuristics must be proposed to maximize the 

network performance. Artificial intelligence (AI)-based algorithms can be used for the 

network design optimization. 

2) The experimental assessment of NOMA-CAP using a quasi-coherent receiver to further 

increase the available power budget for high-capacity PONs. 

3)  For NOMA-CAP modulation, it can be conducted the optimization of the MB-CAP 

frequency band size, bit loading and modulation order optimization to increase the 

aggregated bandwidth through AI-based optimization processes. It is expected 

substantial gains when optimization processes combine the particular transfer function 

of the components with the different variables within the NOMA-CAP modulation 

format. 
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List of Acronyms  

APD avalanche photodetector 

APS automatic protection switching 

BBU base band unit 

BPSK binary phase shift keying 

BVOT bandwidth-variable optical transceiver 

CAP carrierless amplitude phase modulation 

CCDF complementary cumulative distribution function 

CD chromatic dispersion 

CO central office 

CP cyclic prefix 

CPRI common public radio interface 

CWDM coarse WDM 

DC data center 

DD direct detection 

DFB distributed feedback laser  

DFE decision feedback equalizer  

DWDM dense WDM 

EON elastic optical networking 

FBMC filter bank multicarrier 

FC fiber channel 

FFT fast Fourier transform 

FS Frequency slot 
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GFDM generalised frequency division multiplexing 

GMPLS general multiprotocol label switching 

HOS Hybrid optical switching 

ISDN integrated services digital network 

ISO isolator 

LO local oscillator 

MCF multi-core fiber 

MPLS multiprotocol label switching 

MZM Mach-Zehnder modulator 

NOMA non-orthogonal multiple access 

NRZ non-return to zero 

OADM add/drop multiplexer 

OAN optical aggregation node 

OCN optical communication network 

OFDM orthogonal frequency division multiplexing 

OLT optical line termination 

OMCN optical metro-core node 

ONU optical network unit 

OOB out-of-band 

OOK on-off keying 

OXC optical cross-connect 

PAM pulse amplitude modulation 

PAPR peak-to-average power ratio 

PB power budget 
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PBX private branch exchange 

PCE path commutation element 

PDH plesiochronous digital hierarchy 

PON passive optical network 

PSD power spectral density 

QAM quadrature amplitude modulation 

QCD quasi-coherent detection 

QPSK quadrature phase shift keying 

RA resource allocation 

RAN radio access network 

ROADM reconfigurable add/drop multiplexer 

RoF radio-over-fiber 

RRH remote radio head 

RSA route and spectrum assignment 

RX receiver 

SDH synchronous digital hierarchy 

SDN software-defined networking 

SE spectral efficiency 

SIC successive interference cancellation 

SOA semiconductor optical amplifier 

SONET synchronous optical network 

SSMF standard single-mode fibers 

TDM time division multiplexing 

TX transmitter 
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u-DWDM ultra-DWDM 

UFMC universal filtered multicarrier 

VCSEL vertical cavity surface emitting laser 

WDM wavelength division multiplexing 

WSS wavelength selective switching 
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