
The Journal Of Supercomputing manuscript No.
(will be inserted by the editor)

Efficiency Analysis of Modern Vector Architectures

Vector ALU Sizes, Core Counts and Clock Frequencies

Adrian Barredo · Juan M. Cebrian
Mateo Valero
Marc Casas · Miquel Moreto

Received: date / Accepted: date

Abstract Moore’s Law predicted that the number of transistors on a chip
would double approximately every two years. However, this trend is arriving
at an impasse. Optimizing the usage of the available transistors within the
thermal dissipation capabilities of the packaging is a pending topic.

Multi-core processors exploit coarse-grain parallelism to improve energy
efficiency. Vectorization allows developers to exploit data-level parallelism, op-
erating on several elements per instruction and thus, reducing the pressure to
the fetch and decode pipeline stages.

In this paper we perform an analysis of different resource optimization
strategies for vector architectures. In particular we expose the need to break
down voltage and frequency domains for LLC, ALUs and vector ALUs if we
aim to optimize the energy efficiency and performance of our system. We
also show the need for a dynamic reconfiguration strategy that adapts vector
register length at runtime.
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1 Introduction

The ever-increasing computational requirements of applications has always
been a challenge for hardware and software designers. The end of Dennard
scaling translated into a stagnation of CPU clock frequency. After 2010 the
frequency increase would be limited to about 5% on a per year basis [13], lim-
iting the main source of performance gains. Therefore, computer architects
and software developers focus nowadays on parallelism to improve perfor-
mance. Parallelism is one of the most important keystones in high performance
computing (HPC). While instruction-level (ILP) and thread-level parallelism
(TLP) have been extensively studied, data-level parallelism (DLP) is usually
underutilized in CPUs, despite its huge potential.

ILP can be understood as the freedom to choose the most convenient in-
struction interleaving, while maintaining program order. Superscalar (out-of-
order) processors exploit ILP to execute independent instructions in parallel.
One key problem of such designs is the increasing speed gap between the
memory subsystem and cores. This made the memory access latency difficult
to hide (Memory Wall [47]). In addition, the continuous ILP enhancements
exponentially increased the complexity per unit area, leading to a heat density
that can not be easily handled. This problem is known as the Power Wall [34].

Multi-cores can further increase performance by exploiting TLP. In fact,
processor vendors focus nowadays on multi-core designs, even in the mobile
market. These designs can alleviate the Power and the Memory Wall problems,
but not without limitations. Multi-cores in conjunction with low voltage/fre-
quency can improve the performance per watt, but also significantly increase
the circuit sensitivity to electrical noise. Therefore, future processors will have
greater tendencies towards hardware faults [42]. Second, heterogeneity of the
hardware builds up a Programmability Wall [12]. When the programmer is
faced with this kind of complex architectures, optimizing for the hardware
becomes almost impossible [9].

Finally, DLP can be exposed to the hardware by means of vector compu-
tations, where a single instruction operates over several input elements [5,17].
Vector supercomputers appeared in the 1970s [38,14,17,6,45]. These designs
exploited DLP with long vectors of thousands of bits. Nowadays, hardware
manufacturers focus on short-vector designs (up to 2048-bits), although there
are some exceptions (NEC’s SX-Aurora features 16,384-bit vectors [35]).

The Single-Instruction Multiple-Data (SIMD) execution model is a far
more common vector implementation. The usage of SIMD Instruction Set Ar-
chitecture (ISA) extensions is ubiquitous in microprocessors from all market
segments [23,24,4,41,18,3]. DLP exploitation is not limited to CPUs, Graphic
Processing Units (GPUs) are alternative architecture implementations that
benefit greatly from DLP. GPUs use a massive multi-core architecture able to
execute sets of threads in a lock-step model.

The current trend shows that the vector register size has doubled every four
years [20]. 512-bit SIMD implementations from Intel [40,24] and Fujitsu [49]
are recent commercial examples. However, the generation of efficient vector
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code with increasing register size has several obstacles to overcome. Key per-
formance limiting factors include: a) at a design level, horizontal operations,
data structure conversion and divergence control, and b) at a hardware level,
register bank size, cache and memory bandwidth and resource underutiliza-
tion. Ultimately, the effectiveness of a vector architecture depends on its ability
to vectorize large quantities of code [39].

In the next chapters, we analyze different resource optimization strategies
for vector architectures. In particular, this paper makes the following contri-
butions over the state-of-the-art:

– Create a realistic implementation of a Generic SIMD (G-SIMD) architec-
ture with variable register size based on Intel’s SIMD extensions.

– Design a set of vectorized benchmarks representative of different applica-
tion patterns that are compatible with the G-SIMD ISA.

– Analyze the impact of the vector register size in power and memory.
– Study the influence of DVFS in G-SIMD architectures.
– Analyze the effects of different clock domains on G-SIMD.
– Propose micro-architectural changes to deal with the resource requirements

of future vector applications.

The paper is organized as follows. Section 2 discusses the related work and
the multi-dimensional optimization problem we are facing. Next, Section 3
presents the simulation environment and the benchmarks used in the evalu-
ation. Section 4 shows the performance and energy evaluation of our design
space exploration. Finally, Section 5 summarizes the main conclusions and
future work.

2 Motivation and Related Work

In the 1980s and early 1990s, quantitative performance evaluations became the
predominant driver to determine how to build effective, cutting-edge micro-
processors and computer systems. In contrast, other metrics like cost and area
were not specially restrictive. In the mid- to late- 1990s, power per unit area
became a concern for architects [27]. While Moore’s Law scaling succeeded
in reducing the feature sizes of semiconductor devices, their power density
and high processor clock rates resulted in microprocessor designs difficult or
impossible to cool down.

2.1 The Power Problem

Power and cooling concerns are a twenty-first century issue for computing but
they have existed for a long time. For example, the ENIAC machine built in
1947 dissipated 174 kW.

CMOS power consumption can be divided into several categories: dynamic
power, leakage power, glitching power, and others. The first two factors are
explained below:
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– Dynamic Power. It has been the dominant power component for many
years, and is given by the equation P = CV 2Af , where:
– Capacitance (C): Total capacitance of the circuit components largely

depends on the wire lengths of on-chip structures. Circuit designers are
the ones that can influence this metric.

– Supply voltage (V): Supply voltage (V or Vdd) has dropped steadily
with each technology generation. Because of its quadratic influence on
dynamic power, this has a large impact on power-aware design.

– Activity factor (A): It is a fraction between 0 and 1 that refers to
how often wires actually transition from 0 to 1 or 1 to 0. Clock signal
typically has the highest switching activity, most other wires in the
design have activity factors below 1.

– Clock frequency (f): The clock frequency has a huge impact on power
dissipation. Not only does clock frequency directly influence power dis-
sipation, but it also indirectly shapes power by its effect on supply volt-
age. Typically, maintaining higher clock frequencies may require main-
taining a higher supply voltage. This way, the combined V 2f portion of
the dynamic power equation has a cubic impact on power dissipation.

– Leakage Power. While dynamic power dissipation represented the predom-
inant factor in CMOS power consumption for many years, leakage energy
has been increasingly prominent in recent technologies. It represents 20%
[27] or more of power dissipation in current designs and its proportion is
expected to increase in the future. Leakage energy can come from several
sources, including gate leakage and sub-threshold leakage.

2.1.1 DVFS

Most power control mechanisms focus on dynamic adjustments to supply volt-
age, clock frequency, or both, and they go under the broad title of Dynamic
Voltage and Frequency Scaling (DVFS). In the dynamic power equation, a re-
duction on voltage translates into quadratic power reduction. Reducing supply
voltage, however, might possibly reduce the performance of systems as well.
In particular, reducing supply voltage often slows transistor switching speed,
reducing their maximum working clock frequency.

Unfortunately, the useful voltage range of transistors is rapidly shrinking,
to the point of having a negligible effect in the power equation [15]. In practice,
we can no longer expect quadratic reductions in power as a trade-off for linear
reductions in frequency. Fortunately, it is also well known that performance
is not always proportional to frequency [28]. For example, the performance of
memory-bound programs is largely unaffected by frequency scaling. Memory-
bound code is characterized by a high miss ratio in the last level cache (LLC),
which creates long stalls in the processor pipeline. In this case, scaling down
frequency causes computation to overlap with memory access without harm-
ing the total execution time (as long as we can keep similar memory level
parallelism, or MLP) [36,26].
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2.2 Vector Processors

Vector processors are known to be very energy efficient and yield high per-
formance whenever there is enough Data Level Parallelism (DLP) [29]. DLP
is extracted by applying the same operation on more than one data element
simultaneously. The vector paradigm goes back as early as the 1940s [46,19,
25]. Seymour Cray developed a high-performance vector machine called the
Cray-1 [37], which used a register-to-register design and included fast non-
vector functional units. This set the stage for an era between the mid-1970s
until the early 1990s where vector architectures were the design choice for
high-performance machines [17].

The ideas found in vector architectures matured and evolved over time.
Espasa [16] showed that vector processors can improve their performance and
hide latency by applying techniques such as decoupling, out-of-order execution
and multithreading. Vector architectures behave well when it comes to appli-
cations with high DLP, outperforming scalar designs while saving energy in
the process. However, large registers have several drawbacks. For example, if
an application can not make full use of every register, then a hardware resource
is being wasted. For this reason, fabricating chips with long vector registers
for commodity processors has been considered senseless for a long time. More-
over, as the authors in [44] explained, many applications have small data sets
or iterate over an iteration space which is smaller than the vector register
length.

Nowadays, multimedia applications (rich in DLP) have seen an increas-
ing usage. This trend is expected to continue in the next years. Multimedia
extensions or Single-Instruction Multiple-Data (SIMD) extensions have been
introduced to deal with the requirements of such applications. SIMD exten-
sions are ubiquitous in all market segments [23,24,4,41,18,3].

2.2.1 Power in Vector Processors

Lemuet at al. [30] discussed the potential of energy efficiency of vector proces-
sors as accelerators for high performance computing systems. Lee at al. [29]
confirmed that vector-based micro-architectures are more area and energy effi-
cient than scalar-based micro-architectures, even for fairly irregular data-level
parallelism. They also explored a series of micro-architectural optimizations
to improve performance, area, and energy efficiency of baseline vector cores.

Low-power techniques such as clock gating [31], power gating [43] [21]
or DVFS can be combined with vector micro-architectures to further reduce
power consumption and increase energy efficiency. H. Inoue presented in [22] a
paper studying the impact of SIMD processors in power and energy efficiency
in sorting algorithms. They tried different configurations of SIMD width and
memory bandwidth and explained the need of balancing memory bandwidth,
SIMD width and the number of threads to minimize energy consumption. In
[11], the authors perform a similar study for multiple benchmarks from dif-
ferent fields of application. S. Majzoub performed a study of SIMD power
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Table 1 Configuration of the gem5 simulations (similar to Intel Icelake).

OoO Core details
Fetch, decode, rename bandwidth 4 insts/cycle
Dispatch, issue, commit bandwidth 4 insts/cycle
Branch Target Buffer 1 way, 2048 entries
Branch predictor Bimode, 8K+8K entries
Fetch Queue 32 entries
Fetch Buffer 16B
Decode Buffer 56-µops
Load Queue 72 entries
Store Queue 56 entries
Physical Registers 168 integer + 168 floating point
Issue Queue 97 entries
Re-order Buffer 224 entries
Functional Units 1 Int ALU + 3 Int/FP/SIMD ALU
L1 instruction cache 32KB, 8-way, 1 cycle access latency
L1 data cache 32KB, 8-way, 4 cycle access latency
L2 unified cache 4MB, 16-way, 12 cycle access latency

consumption in multi-core processors [33]. This work explores the technique
of voltage islands, where a finite number of supply voltages can be applied
to different blocks of a design, depending on the power requirements of the
system. In particular, power supplies are associated to cores depending on the
nature of the instructions being executed.

Albright et al studied the effects of DVFS in Embedded SIMD Multiproces-
sors [2]. For the experiments, they chose an example electroencephalography
(EEG) application. The application is divided into blocks (according to the
application shape), whose granularity was different for every experiment, and
searched for their optimal DVFS settings. Their results outperformed tradi-
tional DVFS methods and demonstrated a minimum of 50% improvement in
performance per watt at 1% performance reduction, whereas a typical DVFS
scheme achieved a maximum of 32% improvement at the same point.

3 Experimental Methodology

3.1 Full-System Simulation Infrastructure

We employ gem5 [7] to simulate an x86 full-system environment that models
the operating system and the architecture in detail. The simulated system
runs 16.04 Ubuntu with a 4.9.4 Linux kernel. gem5 is extended to support
Intel’s SSE, AVX-2 and AVX-512 instructions. These extensions have been
developed to simulate a processor similar to an x86 Icelake processor. ALU
latencies and pipeline stages have been selected to emulate this processor.
Table 1 summarizes the main simulated core parameters. We simulate one,
two and four-core processors using the detailed memory models of gem5 (with
a two-level MESI protocol).
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3.1.1 Variable Vector-length ISA (G-SIMD)

We have extended the simulated processor with a variable vector-length ISA
(G-SIMD). G-SIMD will help us to perform an extensive evaluation based on
vector register size. In this evaluation the studied register sizes range from
128 to 2048 bits. In a fully configurable hardware, vector registers would have,
in our case, a maximum size of 2048 bits. The most optimal one would be
chosen depending on the application properties. If the selected size was less
than 2048, the upper bits in the vector register would be clock-gated, to avoid
an unnecessary energy consumption.

When it comes to vector units, the CPUs contain 512-bit vector ALUs
(VPUs), that is, VPUs can operate 512-bits of data simultaneously in a SIMD
manner. Whenever G-SIMD operates on registers wider than 512-bits, the op-
eration is pipelined (as in traditional vector processors). Extra latencies due to
pipelining are considered in the results. This decision was taken after an initial
design space exploration that showed unreasonably high energy consumption
for 1024 and 2048-bit VPUs (a similar pipeline design is used by NEC in [35]).

3.1.2 Study of a Potential Dynamic Reconfiguration Mechanism

This paper focuses on a static evaluation that serves as a design space explo-
ration to assess the potential benefits of a dynamic reconfiguration mechanism.
In this case, scenarios are configured at the beginning of the simulations. The
evaluation focuses on three different factors (excluding the register size), that
alter the performance and energy of the applications. These factors are a)
clock frequency for ALUs, b) clock frequency for VPUs and c) last-level cache
frequency. Their consideration is based on the fact that vector architectures
have better tolerance for high memory latency with vector length. There are
two reasons for increased latency: a) if bandwidth does not scale with reg-
ister size, we will require several memory requests; and b) if we cannot fit
all the data into L1 cache the overall latency to access the data will increase
(since we have to reach other levels in the memory hierarchy). Our hypothe-
sis is that reducing VPUs frequency independently of the memory subsystem
can partially hide memory latency, while using less power for computation
in memory-bound codes. For CPU-bound codes, we do the opposite, reduc-
ing the operating frequency of the LLC, since they offer better tolerance for
slow latency. Furthermore, scaling vector register size usually translates into
an increment in the ratio of time that the processor spends running scalar
code (Amdahl’s law). Our second hypothesis is that separating VPUs into a
new clock domain, that operates at a lower frequency than the scalar units,
will reduce power without a significant performance penalty. When it comes
to arithmetic operations, long vectors will not require to operate at a high
frequency, but scalar units will, since they become a bottleneck.

The simulations consider three possible scenarios taking into account the
previous factors. When it comes to the last-level cache, a faster one has a lower
response latency to memory requests.
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1 int max v length = valib get max vector length();
2 valib set vector length(max v length);
3 vector function call(); // vector−length agnostic function

Fig. 1 Vector length setter/getter

– ALU @2GHz, VPU @1GHz and fast last-level cache.
– ALU @2GHz, VPU @1GHz and slow last-level cache.
– ALU @4GHz, VPU @1GHz and slow last-level cache.

Power consumption is evaluated with McPAT [32] using a process technol-
ogy of 22nm (currently the lowest possible), a voltage of 0.6V and the default
clock gating scheme. We incorporate the changes suggested by Xi et al. [48] to
improve the accuracy of the models. The energy consumption has been dimen-
sioned for the different sizes of the vector register file as well as for the 512-bit
VPUs. The operating frequency of the described scenarios is also considered
in the power model.

3.2 Benchmarks

Our application suite is based on eight real applications. We employ a hash
function (Hash), a quadratic equation benchmark (Quadratic), a matrix-block
multiply (MatMul) and a vector reduction (Vreduction) kernel and the swap-
tions (Swaptions), blackscholes (Blackscholes) and streamcluster (Streamclus-
ter) applications from the ParVec [10] benchmark suite. The former three
benchmarks are single-threaded. The latter ones were programmed using the
pthreads [8] library to simulate their performance in multi-core scenarios.

We have created our own ISA to be capable of simulating several vector
lengths with the same binaries. This new ISA imitates AVX-2 and AVX-512
encoding to provide the same functionalities (e.g. memory addressing, predi-
cation, gather/scatter). This ISA was created using macro-instructions, so no
optimizations are done by the compiler. Whenever an instruction from this
ISA is encountered, our simulator executes it based on the vector length spec-
ified by the programmer. Another option is to allow the application to run
with the maximum hardware register size, but as we will see later, sometimes
it is not the best alternative. The code to perform this process is shown in
Figure 1. When it comes to memory instructions, several memory requests are
generated when the vector length is wider than the blocksize.

The vector function call function contains code, such as loops, which will
adapt themselves to the specified vector register size. Figure 2 depicts the
SIMD function from Streamcluster. Every valib function represents a macro-
instruction, which is converted into a vector-length agnostic ISA instruction
depending on the sources and destination indices specified in the function call.
The instruction opcode is implicit in the function name. For example, line 7
represents a vector substraction for float-type elements, where source registers
are 1 and 2 and destination register is 3. In this case, the number of iterations
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1 float volatile zero = 0.0f, result = 0.0f;
2 valib set fl(VR0, &zero);
3

4 for (int i = 0; i <= dim − factor; i = factor + i) {
5 valib ld fl(VR1, &p1.coord[i]);
6 valib ld fl(VR2, &p2.coord[i]);
7 valib sub fl fl fl(3, 1, 2);
8 valib mul fl fl fl(1, 3, 3);
9 valib add fl fl fl(0, 0, 1);

10 }
11

12 valib red add fl(VR0, &result);
13 return result;

Fig. 2 Streamcluster vector-length agnostic version

depends on the factor variable, which is obtained at runtime by dividing the
vector register size by the data type.

4 Evaluation

In this section, we show the simulation results for the applications described
in Section 3.2. For every benchmark, we describe the impact of varying the
number of threads, vector register size, VPU frequency and last-level cache
response time on performance, EDP 2 (as an energy metric that emphasizes
performance) and MFlops per watt (as an energy metric that emphasizes low
power, and used in the Green500 classification [1]).

Blackscholes. This benchmark shows a linear benefit in performance as register
size increases (Figure 3-left), until 512 bits, when the vector scaling becomes
sublinear. However, if we increase the frequency of scalar ALUs, the overall
performance scaling of the vectorized code improves. This can be clearly seen
for 4 cores and 2048-bit registers, where the speedup jumps from 34x to almost
49x. This is due to the fact that Blackscholes is a CPU-bound application. Hav-
ing vector and scalar units operating at the same frequency makes the latter
become a bottleneck. A faster last-level cache does not benefit performance
in CPU-bound applications, so we can reduce LLC frequency to save energy.
Figure 3-right shows the EDP 2 metric for Blackscholes. Here we can see that
for register sizes under 512 bits it is not beneficial to run on different ALU and
VPU frequencies, regardless of the number of cores. However, it is critical for
2048-bit registers, where we can see 2x improvements in EDP 2. In addition,
we can see a clear advantage of running with a slow LLC for all register sizes
and core counts.

For Blackscholes, the best performance outcome is obtained when choosing
the configuration: 2048-bit vector registers, fast scalar units and four threads.
However, if we want to maximize the performance per watt, the best results
are obtained running 1024-bit registers with slow LLC (Figure 4).
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Fig. 3 Speedup (left) and EDP 2 improvement (right) for Blackscholes (more is better)
normalized to 1 core with 128-bit registers running at 1Ghz with slow LLC. Y axis shows
different combinations of core count, reg. size, and frequencies (scalar, vector and LLC).
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Fig. 4 MFlops per Watt improvement (more is better) for Blackscholes with different com-
binations of core count, reg. size, and frequencies (scalar, vector and LLC).

Hash. For Hash, the results when increasing the register size are far from
the theoretical linear scaling values (Figure 5-left). Hash scales up to 512-bit
registers, and becomes sublinear after that. Faster last-level caches provide
a slight improvement in performance, but overall Hash is CPU-bound. Hash
benefits from faster ALUs, since scalar operations become eventually the main
bottleneck. For 2048-bit registers, going from 2Ghz to 4Ghz improves perfor-
mance by an additional 2.7x. EDP 2 numbers show a similar behavior (Figure
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Fig. 5 Speedup (left) EDP 2 improvement (center) and MFlops per Watt improvement
(right) for Hash (more is better) normalized to 1 core with 128-bit registers running at
1Ghz with slow LLC. Y axis shows different combinations of reg. size, and frequencies
(scalar, vector and LLC).

5-center), showing significant benefits from both fast LLC and faster ALUs as
we increase the register size.

From a performance perspective, the best configuration for Hash would
be using fast ALUs and fast LLC, however, from a pure energy efficiency
perspective, a 2048-bit register size with fast LLC and running ALUs at 2Ghz
is preferred (Figure 5-right).

MatMul. Scalability with vector register size for MatMul is sublinear (Figure
6-left). Moreover, it stops scaling for a vector register size of 1024 bits, regard-
less of the number of cores. MatMul is a memory-bound application, where
LLC latency is critical to performance. Faster ALUs show an improvement to
execution, meaning that despite of being memory bound, the scalar code is
a bottleneck to vector scalability. When it comes to power consumption, the
cost of faster last-level caches is negligible compared to the baseline.

The best EDP 2 is achieved running a fast LLC and fast ALUs, but with a
register size of 1024 bits. However, from a power perspective, the best efficiency
is achieved limiting the register size to 512 bits at 2Ghz with a fast LLC.

Quadratic. Figure 8-left depicts performance improvements for Quadratic.
This application shows very limited scalability with vector register size. When
running with 512-bit registers, a 2.1x is achieved from the theoretical 4x. Wider
vectors generate the same results. A fast last-level cache does not provide any
performance benefit, but a faster ALU does. This means that scalar operations
are slowing down the application. But a fast ALU is really costly, doubling
the energy requirements of the baseline.

In Quadratic, the best results with regards to EDP 2 are achieved using
512/1024-bit vector registers, slow last-level cache and fast ALUs. However,
from a power perspective, the optimal MFlops per watt are obtained running
512-bit registers with slow LLC and ALUs running at 2Ghz.

Streamcluster. Figure 9-left shows the performance scalability of Streamclus-
ter. Streamcluster is a slightly memory-bound application, which is reflected
in the benefits when working with a faster last-level cache. It is also important
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Fig. 6 Speedup (left) and EDP 2 improvement (right) for Matmul (more is better) normal-
ized to 1 core with 128-bit registers running at 1Ghz with slow LLC. Y axis shows different
combinations of core count, reg. size, and frequencies (scalar, vector and LLC).
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Fig. 7 MFlops per Watt improvement (more is better) for Matmul with different combina-
tions of core count, reg. size, and frequencies (scalar, vector and LLC).

to note that having more than one core improves scalability with vector regis-
ter size. This happens because of the additional cache capacity as we increase
the number of cores. Having ALUs running at faster frequencies prevents the
scalar computations from becoming the bottleneck, as the latency of vector
memory requests can be hidden better. Figures 9-right and 10 show the en-
ergy scalability of this application. Faster ALUs are really costly, whereas a
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Fig. 8 Speedup (left) EDP 2 improvement (center) and MFlops per Watt improvement
(right) for Quadratic (more is better) normalized to 1 core with 128-bit registers running
at 1Ghz with slow LLC. Y axis shows different combinations of reg. size, and frequencies
(scalar, vector and LLC).
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Fig. 9 Speedup (left) and EDP 2 improvement (right) for Streamcluster (more is better)
normalized to 1 core with 128-bit registers running at 1Ghz with slow LLC. Y axis shows
different combinations of core count, reg. size, and frequencies (scalar, vector and LLC).

faster last-level cache is not that much. However, the power consumption on
multicore scenarios remains stable along the different configurations.

In Streamcluster, the best EDP 2 is obtained when using four threads and
2048-bit vector registers with fast ALUs. However, when focusing on pure
energy efficiency, the best Mflops per watt are obtained running on two cores
with 2Ghz ALUs and a fast LLC.
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Fig. 10 MFlops per Watt improvement (more is better) for Streamcluster with different
combinations of core count, reg. size, and frequencies (scalar, vector and LLC).

Swaptions. When analyzing the performance scalability of Swaptions (Figure
11-left) we see a sublinear benefit from register size. In fact, vector length
stops being important for performance at 512 bits. Swaptions is a CPU-bound
application, as it does not benefit from a faster last-level cache. Faster ALUs
accelerate the scalar execution, which was slowing down the application execu-
tion time. Running on several cores provides really good outcomes. However, a
four-threaded scenario does not get much benefit from longer vectors (maybe
input related). Figures 11-right and 12 show the energy scalability of this
application. Power per core on multicore scenarios remains stable along the
different configurations.

The best EDP 2 for this application is obtained when running: four threads,
1024-bit vector registers, slow last-level cache and fast scalar units. However,
fast scalar units should only be considered if there are no power constraints,
as they have a huge effect on MFlops per watt for all core configurations.

Vreduction. Figure 13-left shows very limited scalability with vector regis-
ter size, that disappears after 512-bit registers. This is probably because our
memory subsystem is limited to 512-bit memory movements, doing several
memory requests when dealing with wider registers. Faster last-level caches
do not provide much benefit, supporting the assumption that we are dealing
with a bandwidth issue. Faster ALUs are of help in this benchmark, but is not
as critical as for other applications.

Figure 13-right shows that the best EDP 2 is achieved running four cores,
512-bit registers and fast ALUs. MFlops per watt vary little with core count,
and peak at 512-bit registers with slow LLC and ALUs running at 2Ghz (Fig-
ure 14).

Evaluation Summary Previous results demonstrate the need for a runtime re-
configuration strategy that adapts vector register length at runtime. There can
be two options depending on whether the objective is to obtain best perfor-
mance or a trade-off between performance and energy. In the case of compute-
bound applications, wider vector registers provide the best performance but it
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Fig. 11 Speedup (left) and EDP 2 improvement (right) for Swaptions (more is better)
normalized to 1 core with 128-bit registers running at 1Ghz with slow LLC. Y axis shows
different combinations of core count, reg. size, and frequencies (scalar, vector and LLC).
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Fig. 12 MFlops per Watt improvement (more is better) for Swaptions with different com-
binations of core count, reg. size, and frequencies (scalar, vector and LLC).

is also important to make scalar units operate at higher frequency since they
become the bottleneck. Faster last-level caches do not improve performance
since the memory is not a limitation in this type of applications, so a slower one
leads to a reduction in the energy consumption. Vector register sizes should
only be reduced if the energy needs to be decreased but performance will be
lineary affected. In the case of memory-bound applications, vector registers
beyond 512 bits do not translate into significant performance benefits. This is
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Fig. 13 Speedup (left) and EDP 2 improvement (right) for Vreduction (more is better)
normalized to 1 core with 128-bit registers running at 1Ghz with slow LLC. Y axis shows
different combinations of core count, reg. size, and frequencies (scalar, vector and LLC).

2 
1 
S

2 
1 
F

4 
1 
S

2 
1 
S

2 
1 
F

4 
1 
S

2 
1 
S

2 
1 
F

4 
1 
S

2 
1 
S

2 
1 
F

4 
1 
S

2 
1 
S

2 
1 
F

4 
1 
S

2 
1 
S

2 
1 
F

4 
1 
S

2 
1 
S

2 
1 
F

4 
1 
S

2 
1 
S

2 
1 
F

4 
1 
S

2 
1 
S

2 
1 
F

4 
1 
S

2 
1 
S

2 
1 
F

4 
1 
S

2 
1 
S

2 
1 
F

4 
1 
S

2 
1 
S

2 
1 
F

4 
1 
S

256 512 1024 2048 256 512 1024 2048 256 512 1024 2048
1p 2p 4p

0

0,2

0,4

0,6

0,8

1

1,2

1,4

1,6

1,8

M
F

lo
p

s/
W

a
tt 

In
cr

e
m

e
n

t F
a

ct
o

r

Fig. 14 MFlops per Watt improvement (more is better) for Vreduction with different com-
binations of core count, reg. size, and frequencies (scalar, vector and LLC).

a factor which depends on the number of compute instructions per memory
ones. Faster last-level caches should be considered to obtain better speedups
because memory is a limiting element. Scalar units also become the bottleneck
the wider the vector registers, so their frequency should be scaled accordingly.
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5 Conclusions

This paper shows a detailed analysis of different resource optimization strate-
gies for vector architectures. In particular it assumes different voltage and
frequency islands for the last level cache (LLC), the scalar arithmetic units
(ALUs) and the vector processing units (VPUs).

Scalability with core count and vector register size is shown for perfor-
mance, EDP 2 (as an energy metric that emphasizes in performance) and
MFlops per watt (as an energy metric that emphasizes in low power, and used
in the Green500 classification).

Results expose the need to break down voltage and frequency domains
for LLC. Almost all benchmarks show significant benefits in performance and
EDP 2 when using fast ALUs, especially for wide vector registers, since the
scalar code becomes critical for performance (Amdahl’s law). Energy efficiency
can be further improved on CPU-bound benchmarks by reducing the operating
frequency of the LLC, since latency is not critical, but bandwidth and memory-
level parallelism are.

Results also show the need for a runtime reconfiguration strategy that
adapts vector register length at runtime. This is feasible in architectures such
as ARM’s SVE. Not all benchmarks show perfect scalability with register
size, and we also see a relationship between core count and vector scalability.
We aim at developing a dynamic reconfiguration mechanism that adapts both
frequency and vector register length based on performance counter information
as future work.
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