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ABSTRACT

This is part of an article series on a variational framework for continuum mechanics based on the Finite Increment Calculus (FIC). That formulation utilizes high order derivatives of the classical fields of continuum mechanics integrated over control regions to construct stabilizing modification terms. Fields include displacements, body forces, strains, stresses, pressure and volumetric strains. To support observer-invariant FIC formulations, we have catalogued field transformation equations as well as sets of linear and quadratic invariants of fields and of their derivatives up to appropriate order. Attention is focused on the two-dimensional case of a body in plane strain under the drilling-rotation transformation group. Results are presented for displacement and body-force derivatives of orders up to 4, and for stress, strain, pressure and volumetric strain derivatives of order up to 3. The material assembled here is self-contained because this catalog is believed to be useful for non-FIC applications; for example gradient-based, nonlocal constitutive models of multiscale mechanics and physics that involve finite characteristic dimensions analogous to FIC steplengths.
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1 Introduction

The Finite Increment Calculus (FIC) is a residual-based formulation of computational methods in science and engineering. It was proposed in 1998 [35]. For applications surveys see [37, 46].

The formulation process is flowcharted in Figure 1. The governing equation(s) are generally partial differential equations in space and time, which are placed in residual form. Those residuals are expanded in Taylor series in the space variables and truncated to given orders. The truncated expansions are integrated over control regions (volumes, areas or segments) to build modified residuals, which may be interpreted as generalized balance equations. The integration process naturally introduces steplenghts linked to the dimensions of the control region. These may be viewed as to-be-chosen-later parameters.

The modified residuals are “functionalized” to produce either variational or weak forms. For the latter the Galerkin method is often adopted, although other instances of the Method of Weighted Residuals (MWR) [10] may in fact be used. The functional form is then discretized by the Finite Element Method (FEM), a process that necessarily requires numerically instantiating steplengths. Finally, the FEM equations are solved to produce the numerical solution.

Why are the governing residuals Taylor expanded? The original motivation was stabilization of flow problems involving advection and diffusion. The unique feature of FIC is that this process is done at the governing equation level. This is in contrast to other residual based methods, in which such terms are introduced a posteriori in the governing functional or weak form. The use of steplengths to improve accuracy has also received attention [8, 39, 45].

FIC has been particularly successful for stabilization of advective (transport) incompressible flow processes [39–41, 43–45]. The method has been also tried for quasi-incompressible elastic solid mechanics but in Galerkin form [36, 38] since models used therein were not encompassed by the conventional framework of variational calculus. The idea of placing FIC in a Ritz variational framework was first explored in [8] for diffusion and Helmholtz problems. The key idea is to get the modified residuals as Euler-Lagrange equations of the FIC functional.

Recent successes of Particle Finite Element Methods (PFEM) for gravity dominated flows [25] as well as fluid-structure interaction (FSI) problems [13, 26, 42] has opened the possibility of considering a unified variational formulation that relies on the FIC concept while encompassing compressible and incompressible media. This goal becomes attainable because the full-Lagrangian kinematic description of PFEM eliminates advective terms. Such formulation would offer advantages in software reuse, since discarding stabilization terms for compressible solids reduces the FIC functional to a conventional one. Thus, existing FEM libraries for linear and nonlinear analysis could be utilized for modeling the compressible portion of FSI problems. Another practical advantage of a standard variational formulation is clarification of tricky boundary conditions for program users.

2 Motivation and Related Applications

As noted above, the FIC variational formulation of problems in continuum mechanics leads naturally to functionals that contain higher order spatial derivatives; for instance, displacement second derivatives
Figure 1: Steps in a FIC-based analysis process.

and/or pressure first derivatives. The same is true for weak forms obtained by the Galerkin method or its MWR variants. For the FEM discretization such derivatives can be conveniently recast as vectors, which appear as components of quadratic and/or bilinear forms. The kernels of such forms are matrices whose entries depend on the FIC steplengths. Here the question of invariance arises: would those forms be invariant under change of material axes? This “observer invariance” is important for comparing results produced by different researchers and teams. Studies of this nature are hampered by the lack of readily available information on high-order derivative transformations and invariants in the matrix framework favored by FEM discretizations.

To facilitate those studies, this paper collects results on 2D rotational transformations as well as associated linear and quadratic invariants of tensor derivatives of order up to 4 for displacements and body forces, and up to 3 for strains, stresses, volumetric strain, and pressure. The material is intended to primarily support an article on FIC variational functionals under preparation [9].

As noted in the abstract, the results may have potential side uses in nonlocal constitutive theories that model size effects, couple-stresses, or actions-at-a-distance. Those topics are subsumed by the term generalized continuum mechanics or GCM. Following the prescient but long ignored contribution by the Cosserat brothers in the early XX Century [6], GCM was revived by Mindlin and Toupin in the 1960s [30–32,50] through the introduction of coupled field and polar theories that involved first gradients of strains. It was generalized to arbitrary tensor derivative order by Green and Rivlin [17, 18]. General invariant forms of such tensors are summarized in Section B.II of [49] in the form of representation theorems.

GCM largely remained an academic curiosity until the late 1990s, when it acquired renewed vitality prompted by rising interest into micro- and nano-mechanics as well as multiscale modeling. Recent surveys may be found in [7, 29]. Observer invariance remains important in GCM constitutive models, despite some ongoing controversies. It was first clearly stated in the expository memoir [48] as the “principle of material indifference.” (Alternative names: ”frame indifference,” “objectivity” and ”isotropy of space”.) For a recent review of its history and current status, see [14].

Our chief motivation for cataloging results in one place is the difficulty of finding a coherent body of information of transformations and invariance available in the matrix framework favored by computational implementations such as FEM. It should be noted that Web searches are not great help. For example a Google search on “strain gradient invariants” as of May 2017 returns 8 hits, mostly connected with
nonlocal plasticity theories developed by Fleck and Hutchinson [11, 12], as well as Gurtin’s viscoelasto-plastic model [20]. Trying “pressure derivative invariants” gave no matches.

By contrast, the abstract theory of algebraic and differential invariants is much older. It was well established since its creation by Hilbert in the 1890s [23], and is abundantly accessible in textbooks and monographs, e.g., [15,19,33,34,51,52]. Those expositions, however, tend to be disconnected from actual engineering application needs. For example, classical results on binary polynomial forms for conformal mapping are of little help to a computational mechanician or GCM modeler struggling with second order strain derivatives constrained by compatibility equations.

To streamline the organization, fields are grouped into three conjugate pairs: (1) displacements and body forces, (2) strains and stresses, (3) pressure and volumetric strains. The material is presented in a self-contained manner. No prior knowledge of tensorial analysis or classical invariance theory is assumed.

### 3 Problem and Notation Summary

We consider an isotropic, linearly elastic, solid or fluid body in plane strain from which a “slice” of unit thickness is virtually extracted as shown in Figure 2(a,b). Notation and sign conventions for the fields considered here are defined in Figure 3. All displacements are rotations are considered infinitesimal.

The position (global) coordinate axes are denoted by \( \{x_1, x_2, x_3\} \), which form a right-handed system. Rotated axes \( \{\bar{x}_1, \bar{x}_2, \bar{x}_3\} \) are defined as pictured in Figure 2(c). The rotation angle about \( x_3 \) is denoted by \( \varphi \), positive counterclockwise. The following abbreviations for sines and cosines of integer multiples of that angle are used throughout:

\[
\begin{align*}
    c &= \cos \varphi, \\
    s &= \sin \varphi, \\
    c_n &= \cos n\varphi, \\
    s_n &= \sin n\varphi, \\
    n &= 2, 3, \ldots 
\end{align*}
\]

Terms “C-vector” and “DS-orthogonal” are abbreviations for cast vector and diagonally-similar orthogonal, respectively, as defined below. All quantities are assumed real until otherwise noted.

A partial derivative respect to \( x_i \) is abbreviated by writing \( i \) as subscript following a comma, and repeating as necessary. For example

\[
u_{1,122} = \frac{\partial^3 u_1}{\partial x_1 \partial x_2 \partial x_2}.
\]

Equality of cross derivatives to any order will be assumed; e.g., \( u_{1,122} = u_{1,212} = u_{1,221} \). The Laplacian operator is denoted by \( \Delta \); for instance \( \Delta p = p_{1,11} + p_{2,22} \).

An invariant is an expression \( J(x_1, x_2) \) that keeps a constant value for all rotation angles \( \varphi \). Two vectors, say \( p(x_1, x_2, \varphi) \) and \( q(x_1, x_2, \varphi) \), are said to be conjugate if \( p^T q \) is invariant, that is, independent of \( \varphi \). (This dot product often has interpretation of work when \( p \) and \( q \) are zero-order quantities, but that meaning is lost once derivatives are taken.) A similar definition and interpretation holds for quadratic forms \( p^T W p \), in which \( W \) is a symmetric matrix.

The identity matrix is generically denoted by \( I \). If showing its order \( n \) is important, it is written \( I_n \).

A square matrix \( Q \) is said to be orthogonal if \( Q^T Q = I \). If is properly orthogonal if \( \det Q = +1 \). If \( Q^T Q = D \), in which \( D \) is a positive-definite diagonal matrix, \( Q \) is said to be diagonally-scaled orthogonal, or DS-orthogonal for short.
All field tensors, whatever the order, are mapped to one-dimensional arrays. The operation is called \textit{casting} and the result is a \textit{cast vector} or \textit{C-vector}. Casting rules are stated in 4.1 for the displacement-and-body-force field pair. These rules hold for other conjugate field pairs: strain and stress, and pressure-and-volumetric-strain, with minor changes described where appropriate.

Figure 2: Cylindrical body in plane strain: (a) body, (b) generic slice, (c) inplane axes rotation.

As regards quantities in the $x_3$ direction, all fields with a 3 subscript are assumed constant over the body. In addition the following fields vanish identically: $u_3$, $\varepsilon_{33}$, $\varepsilon_{13} = \varepsilon_{31}$, $\varepsilon_{23} = \varepsilon_{32}$, $\sigma_{13} = \sigma_{31}$, and $\sigma_{23} = \sigma_{32}$. Results may be transcribed to plane stress with minor modifications.
4 Displacements and Body Forces

We first consider transformations of 2D displacement and body force tensor fields and their first 4 derivatives, grouped since they are dot-product conjugate. The derivative order is denoted by $m \geq 0$. This index appears as a parentheses-enclosed superscript to avoid potential confusion with exponents; for example $u^{(3)}$ is an 8-vector that collects third-order displacement derivatives. If $m = 0$ the superscript is often omitted.

4.1 Vector Casting Rules

Tensor components of any order are cast into C-vectors to facilitate matrix notation. For orders $m = 0$ and $m = 1$, those vectors are unique. For orders 2 and higher, general C-vectors may carry weighting coefficients in the mixed derivatives as shown in the lists below.

$$\mathbf{u} = \mathbf{u}^{(0)} = \begin{bmatrix} u_1 & u_2 \end{bmatrix}^T,$$

$$\mathbf{u}^{(1)} = \begin{bmatrix} u_{1,1} & u_{1,2} & u_{2,1} & u_{2,2} \end{bmatrix}^T,$$

$$\mathbf{u}^{(2)}(k) = \begin{bmatrix} u_{1,11} & k u_{1,12} & u_{1,22} & u_{2,11} & k u_{2,12} & u_{2,22} \end{bmatrix}^T,$$

$$\mathbf{u}^{(3)}(k) = \begin{bmatrix} u_{1,111} & k u_{1,112} & k u_{1,122} & u_{2,111} & k u_{2,112} & k u_{2,122} & u_{2,222} \end{bmatrix}^T,$$

$$\mathbf{u}^{(4)}(k_1, k_2) = \begin{bmatrix} u_{1,1111} & k_1 u_{1,1112} & k_2 u_{1,1122} & k_1 u_{1,1222} & u_{2,1112} & k_2 u_{2,1122} & k_1 u_{2,1222} & u_{2,2222} \end{bmatrix}^T,$$

$$\mathbf{b} = \mathbf{b}^{(0)} = \begin{bmatrix} b_1 & b_2 \end{bmatrix}^T,$$

$$\mathbf{b}^{(1)} = \begin{bmatrix} b_{1,1} & b_{1,2} & b_{2,1} & b_{2,2} \end{bmatrix}^T,$$

$$\mathbf{b}^{(2)}(k) = \begin{bmatrix} b_{1,11} & \frac{2}{k} b_{1,12} & b_{1,22} & b_{2,11} & \frac{2}{k} b_{2,12} & b_{2,22} \end{bmatrix}^T,$$

$$\mathbf{b}^{(3)}(k) = \begin{bmatrix} \frac{3}{k} b_{1,111} & \frac{3}{k} b_{1,112} & \frac{3}{k} b_{1,122} & b_{2,111} & \frac{3}{k} b_{2,112} & \frac{3}{k} b_{2,122} & b_{2,222} \end{bmatrix}^T,$$

$$\mathbf{b}^{(4)}(k_1, k_2) = \begin{bmatrix} \frac{4}{k_1} b_{1,1111} & \frac{6}{k_2} b_{1,1112} & \frac{4}{k_1} b_{1,1122} & b_{2,1112} & \frac{4}{k_1} b_{2,1122} & b_{2,222} \end{bmatrix}^T.$$

In the second through fourth derivative forms, $k$, $k_1$ and $k_2$ are positive real numbers known as mixed derivative casting coefficients, or MDCC for short. If those coefficients are left arbitrary, they appear as arguments. Three specializations used in this paper: orthogonal, binomial and flat casting, are obtained by selecting the MDCC as shown in Table 1. That table also introduces notation for the three forms, which are further discussed in 4.2.
Table 1: Instantiation of Displacement and Body Force C-Vectors for Orders 2,3,4.

<table>
<thead>
<tr>
<th>Field</th>
<th>Order</th>
<th>Orthogonal Casting</th>
<th>Binomial Casting</th>
<th>Flat Casting</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>m</td>
<td>Symbol</td>
<td>Symbol</td>
<td>Symbol</td>
</tr>
<tr>
<td>Displacement</td>
<td>2</td>
<td>$\hat{u}^{(2)}$</td>
<td>$u^{(2)}$</td>
<td>$u^{(2)}(1)$</td>
</tr>
<tr>
<td>Displacement</td>
<td>3</td>
<td>$\hat{u}^{(3)}$</td>
<td>$u^{(3)}$</td>
<td>$u^{(3)}(1)$</td>
</tr>
<tr>
<td>Displacement</td>
<td>4</td>
<td>$\hat{u}^{(4)}$</td>
<td>$u^{(4)}$</td>
<td>$u^{(4)}(1, 1)$</td>
</tr>
<tr>
<td>Body force</td>
<td>2</td>
<td>$b^{(2)}$</td>
<td>$b^{(2)}(1)$</td>
<td>$b^{(2)}(1)$</td>
</tr>
<tr>
<td>Body force</td>
<td>3</td>
<td>$b^{(3)}$</td>
<td>$b^{(3)}(1)$</td>
<td>$b^{(3)}(1)$</td>
</tr>
<tr>
<td>Body force</td>
<td>4</td>
<td>$b^{(4)}$</td>
<td>$b^{(4)}(1, 1)$</td>
<td>$b^{(4)}(1, 1)$</td>
</tr>
</tbody>
</table>

Conjugate pairs: $u^{(m)}$ with $b^{(m)}$, $\hat{u}^{(m)}$ with $\hat{b}^{(m)}$, and $\overline{u}^{(m)}$ with $\overline{b}^{(m)}$.
Orthogonal $\hat{u}^{(m)}$ and $\hat{b}^{(m)}$ are self-conjugate.

4.2 Orthogonal, Binomial and Flat Casting

Orthogonal casting builds C-vectors, denoted by $\hat{u}^{(m)}$ and $\hat{b}^{(m)}$ for displacement and body forces, respectively, which produce orthogonal transformation matrices. They are identified with a superposed hat. For $m = 0, 1$, they agree with the general form, whereas for $m = 2, 3, 4$ they are obtained by appropriately setting the MDCC as shown in Table 1. For example: $\hat{u}^{(1)} = u^{(1)}$, $\hat{u}^{(3)} = u^{(3)}(\sqrt{3})$, and $\hat{b}^{(4)} = b^{(4)}(2, \sqrt{6})$. Orthogonal casting preserves Frobenius tensor norms, but has the inconvenience of polluting expressions with square roots, as Table 1 makes plain.

Binomial casting for displacements paired with flat casting for body forces, is a common choice. It has the advantage that all MDCC are integers, although strict transformation orthogonality is lost.

Binomial displacement C-vectors will be denoted simply as $u^{(m)}$ for all $m$, omitting MDCC arguments if $m \geq 2$. Those coefficients are set to mixed-derivative permutation counts that are binomial coefficients, whence the name. For example, the second entry of $u^{(3)}(k)$ collects $\binom{3}{2} = 3$ mixed derivatives: $u_{1,112}$, $u_{1,121}$ and $u_{1,211}$; thus $k = 3$. Specific values are listed in Table 1 for $m = 2, 3, 4$, with no change needed if $m = 0, 1$. The detailed configurations are

\[ u = u^{(0)} = \begin{bmatrix} u_1 & u_2 \end{bmatrix}^T, \]
\[ u^{(1)} = \nabla u = \begin{bmatrix} u_{1,1} & u_{1,2} & u_{2,1} & u_{2,2} \end{bmatrix}^T, \]
\[ u^{(2)} = \begin{bmatrix} u_{1,11} & 2u_{1,12} & u_{1,22} & 2u_{2,12} & u_{2,22} \end{bmatrix}^T, \]
\[ u^{(3)} = \begin{bmatrix} u_{1,111} & 3u_{1,112} & 3u_{1,122} & u_{1,212} & 3u_{2,112} & 3u_{2,122} & u_{2,222} \end{bmatrix}^T, \]
\[ u^{(4)} = \begin{bmatrix} u_{1,1111} & 4u_{1,1112} & 6u_{1,1122} & 4u_{1,1222} & u_{1,2112} & 4u_{2,1112} & 6u_{2,1122} & 4u_{2,1222} & u_{2,2222} \end{bmatrix}^T. \]

Body force C-vectors conjugate to binomially cast displacement vectors are constructed by flat casting; that is, all MDCC are set to one for $m \geq 2$ in (10) through (12):

\[ b^{(2)} = b^{(2)}(1), \quad b^{(3)} = b^{(3)}(1), \quad b^{(4)} = b^{(4)}(1, 1), \]
with no change if \( m = 0, 1 \). The detailed configurations are obvious and not shown. Flat-cast displacement C-vectors are denoted by \( \mathbf{\tilde{u}}^{(m)} \) whereas binomially cast body force C-vectors are denoted by \( \mathbf{\tilde{b}}^{(m)} \). The general conjugation rules are: \( \mathbf{u}^{(m)} \) with \( \mathbf{b}^{(m)} \), \( \mathbf{\tilde{u}}^{(m)} \) with \( \mathbf{\tilde{b}}^{(m)} \), and \( \mathbf{\tilde{u}}^{(m)} \) with \( \mathbf{\tilde{b}}^{(m)} \). These dual pairings explain the choice of symbols. The last combination (flat displacement C-vectors with binomial body force C-vectors) is less common in actual FEM implementations.

### 4.3 Rotational Transformations

We study how C-vectors \( \mathbf{u}^{(m)} \) or \( \mathbf{b}^{(m)} \) transform under rotation \( \varphi \) (+CCW about \( x_3 \), cf. Figure ??). To bring the angle into play the notation of (13) through (17) is expanded with an additional argument or an extra subscript:

\[
\begin{align*}
\text{Original C-vector (} \varphi = 0 \text{): } & \quad \mathbf{u}^{(m)}(\varphi) \equiv \mathbf{u}^{(m)}_0 \equiv \mathbf{u}^{(m)}(0), \\
\text{Rotated C-vector (arbitrary } \varphi \text{): } & \quad \mathbf{u}^{(m)}(\varphi) \equiv \mathbf{u}^{(m)}(\varphi),
\end{align*}
\]

(19)

and likewise for body forces. The additional argument is preferred over the extra subscript when MDCC arguments must be explicitly shown, or functions of \( \varphi \) appear, as in (21) below. Here is the notation used for C-vectors of order \( m = 0 \) through 4 with arbitrary MDCC:

\[
\begin{align*}
\mathbf{u}^{(m)}(\varphi) &= \mathbf{T}_u^{(m)}(\varphi) \mathbf{u}^{(m)}, \quad m = 0, 1, \quad \mathbf{u}^{(m)}(\varphi, k) = \mathbf{T}_u^{(m)}(\varphi, k) \mathbf{u}^{(m)}(k), \quad m = 2, 3, \\
\mathbf{b}^{(m)}(\varphi) &= \mathbf{T}_b^{(m)}(\varphi) \mathbf{b}^{(m)}, \quad m = 0, 1, \quad \mathbf{b}^{(m)}(\varphi, k) = \mathbf{T}_b^{(m)}(\varphi, k) \mathbf{b}^{(m)}(k), \quad m = 2, 3,
\end{align*}
\]

(20)

For brevity, argument \( \varphi \) may be converted to an extra subscript of the transformation matrix if no confusion may arise. For example, \( \mathbf{T}_{u\varphi}^{(1)} \equiv \mathbf{T}^{(1)}_{u\varphi} \), \( \mathbf{T}_{u\varphi}^{(4)}(k_1, k_2) \equiv \mathbf{T}^{(4)}_{u\varphi}(k_1, k_2) \). From the definitions (20) angle-addition is associated with matrix multiplication: \( \mathbf{T}^{(m)}_{u\varphi}(\varphi_1 + \varphi_2) = \mathbf{T}^{(m)}_{u\varphi}(\varphi_1) \mathbf{T}^{(m)}_{u\varphi}(\varphi_2) \). in which MDCC for \( m \geq 2 \) are omitted for brevity. Setting \( \varphi_1 = \varphi \) and \( \varphi_2 = -\varphi \) one gets \( \mathbf{T}^{(m)}_{u0} = \mathbf{I} = \mathbf{T}^{(m)}_{u\varphi}(\varphi) \mathbf{T}^{(m)}_{u\varphi}(-\varphi) \), whence

\[
(\mathbf{T}^{(m)}_{u\varphi}(\varphi))^{-1} = \mathbf{T}^{(m)}_{u\varphi}(-\varphi).
\]

(21)

Thus, the inverse of a transformation matrix is obtained simply by reversing the angle argument. That sign change negates all sine terms while keeping constant and cosine terms invariant.

If orthogonal casting is used, \( \mathbf{u}^{(m)} \) is denoted by \( \mathbf{\tilde{u}}^{(m)} \) (cf. Table 1) and transformation matrices are tagged with a hat; for example \( \mathbf{\tilde{T}}^{(4)}_u(\varphi) = \mathbf{\tilde{T}}^{(4)}_u(\varphi, 2, \sqrt{6}) \). In that case, the matrices are proper orthogonal: \( \left( \mathbf{\tilde{T}}^{(m)}_u \right)^T \mathbf{\tilde{T}}^{(m)}_u = \mathbf{I}_{2m+2} \). The same property holds for body forces.

### 4.4 Transformations for General C-Vectors

A list of displacement transformation matrices for arbitrary MDCC follows.

\[
\mathbf{T}^{(0)}_u(\varphi) = \mathbf{T}_u(\varphi) = \begin{bmatrix} c & s \\ -s & c \end{bmatrix}.
\]

(22)
\[ T^{(1)}_{w\varphi} = T^{(1)}_{u}(\varphi) = \frac{1}{2} \begin{bmatrix} 1 + c_2 & s_2 & s_2 & 1 - c_2 \\ -s_2 & 1 + c_2 & -1 + c_2 & s_2 \\ -s_2 & -1 + c_2 & 1 + c_2 & s_2 \\ -1 - c_2 & -s_2 & -s_2 & 1 + c_2 \end{bmatrix}, \tag{23} \]

\[ T^{(2)}_{w\varphi}(k) = T^{(2)}_{u}(\varphi, k) = \frac{1}{4} \begin{bmatrix} a_1 & 2b_3/k & a_4 & b_3 & 2a_4/k & b_2 \\ -k b_3 & 2a_3 & k b_3 & -k a_4 & -2b_4 & k a_4 \\ a_4 & -2b_3/k & a_1 & b_2 & -2a_4/k & b_3 \\ -b_3 & -2a_4/k & -b_2 & a_1 & 2b_3/k & a_4 \\ k a_4 & 2b_4 & -k a_4 & -k b_3 & 2a_3 & k b_3 \\ -b_2 & 2a_4/k & -b_3 & a_4 & -2b_3/k & a_1 \end{bmatrix}, \tag{24} \]

\[ T^{(3)}_{w\varphi}(k) = T^{(3)}_{u}(\varphi, k) = \frac{1}{8} \begin{bmatrix} d_1 & 3e_1/k & 3d_2/k & e_2 & e_1 & 3d_2/k & 3e_2/k & d_3 \\ -k e_1 & d_4 & e_3 & k d_2 & -k d_2 & -e_4 & -d_5 & k e_2 \\ k d_2 & -e_3 & d_4 & k e_1 & k e_2 & d_5 & -e_4 & -d_5 & k e_2 \\ -e_2 & 3d_2/k & -3e_1/k & d_1 & -d_3 & 3e_2/k & -3d_2/k & k e_2 \\ -e_1 & -3d_2/k & -3e_2/k & -d_3 & d_1 & 3e_1/k & 3d_3/k & e_2 \\ k e_2 & e_4 & d_5 & -k e_2 & -k e_1 & d_4 & e_3 & k d_2 \\ -k e_2 & -d_5 & e_4 & -k d_2 & k d_2 & -e_3 & d_4 & k e_1 \\ d_3 & -3e_2/k & 3d_2/k & -e_1 & -e_2 & 3d_3/k & -3e_1/k & d_1 \end{bmatrix}. \tag{25} \]

\[ T^{(4)}_{w\varphi}(k_1, k_2) = T^{(4)}_{u}(\varphi, k_1, k_2) = \]

\[ \frac{1}{16} \begin{bmatrix} f_1 & 4g_1/k_1 & 6f_2/k_2 & 4g_2/k_1 & f_3 & g_1 & 4f_2/k_1 & 6g_2/k_2 & 4f_3/k_1 & g_3 \\ -k_1 g_1 & 4f_4 & 6k_1 g_4/k_2 & 4f_5 & k_1 g_2 & -k_1 f_6 & -4g_5 & 6k_1 g_7 & -4g_6 & k_1 f_3 \\ k_2 f_6 & -4k_2 g_4/k_1 & 2f_8 & 4k_2 g_4/k_1 & k_2 f_6 & k_2 g_2 & -4k_2 f_7/k_1 & 2g_7 & 4k_2 f_7/k_1 & k_2 g_2 \\ -k_1 g_2 & 4f_5 & -6k_1 g_4/k_2 & 4f_4 & k_1 g_1 & -k_1 f_3 & -4g_6 & 6k_1 f_7 & -4g_6 & k_1 f_6 \\ f_3 & -4g_2/k_1 & 6f_3/k_2 & -4f_1/k_1 & f_1 & g_3 & -4f_3/k_1 & 6g_2/k_2 & 4f_3/k_1 & g_3 \\ -g_1 & -4f_6/k_1 & -6g_2/k_2 & -4f_3/k_1 & -g_3 & f_1 & 4g_1/k_1 & 6f_2/k_2 & 4g_2/k_1 & f_3 \\ k_1 f_6 & 4g_5 & -6k_1 f_7/k_2 & 4g_6 & -k_1 f_3 & -k_1 g_1 & 4f_4 & 6k_1 g_7 & 4f_5 & k_1 g_2 \\ -k_2 g_2 & 4k_2 f_7/k_1 & -2g_7 & -4k_2 f_7/k_1 & -k_2 g_2 & k_2 f_6 & -4k_2 g_4/k_1 & 2f_8 & 4k_2 g_4/k_1 & k_2 f_6 \\ k_1 f_3 & 4g_6 & 6k_1 f_7/k_2 & 4g_5 & -k_1 f_6 & -k_1 g_2 & 4f_5 & 6k_1 g_7 & 4f_4 & k_1 g_1 \\ -g_3 & 4f_3/k_1 & -6g_2/k_2 & 4f_2/k_1 & -g_1 & f_3 & -4g_2/k_1 & 6f_2/k_2 & 4g_3/k_1 & f_1 \end{bmatrix}. \tag{26} \]
Auxiliary variables used in foregoing matrices:

\[
\begin{align*}
    a_1 &= 3c + c_3, & a_2 &= 3c - c_3, & a_3 &= c + c_3, & a_4 &= c - c_3, \\
    b_1 &= 3s + s_3, & b_2 &= 3s - s_3, & b_3 &= s + s_3, & b_4 &= s - s_3, \\
    d_1 &= 3 + 4c_2 + c_4, & d_2 &= 1 - c_4, & d_3 &= 3 - 4c_2 + c_4, \\
    d_4 &= 1 + 4c_2 + 3c_4, & d_5 &= 1 - 4c_2 + 3c_4, \\
    e_1 &= 2s_2 + s_4, & e_2 &= 2s_2 - s_4, & e_3 &= 2s_2 + 3s_4, & e_4 &= 2s_2 - 3s_4, \\
    f_1 &= 10c + 5c_3 + c_5, & f_2 &= 2c - c_3 - c_5, & f_3 &= 2c - 3c_3 + c_5, & f_4 &= c + 2c_3 + c_5, \\
    f_5 &= c - c_5, & f_6 &= 2c - c_3 - c_5, & f_7 &= c_3 - c_5, & f_8 &= 2c + 3c_3 + 3c_5, \\
    g_1 &= 2s + 3s_3 + s_5, & g_2 &= 2s + s_3 - s_5, & g_3 &= 10s - 5s_3 + s_5, & g_4 &= s_3 + s_5, \\
    g_5 &= s - s_5, & g_6 &= s - 2s_3 + s_5, & g_7 &= 2s - 3s_3 + 3s_5.
\end{align*}
\]

4.5 MDCC Scaling and Spectral Invariance

If \( m \geq 2 \), displacement transformation matrices with different MDCC values can be related through simple similarity transformations. To display that property, introduce the diagonal matrices

\[
\begin{align*}
    \hat{D}_u^{(2)} &= \text{diag} [1 \ k/\sqrt{2} \ 1 \ 1 \ k/\sqrt{2} \ 1], \\
    \hat{D}_u^{(3)} &= \text{diag} [1 \ k/\sqrt{3} \ k/\sqrt{3} \ 1 \ 1 \ k/\sqrt{3} \ k/\sqrt{3} \ 1], \\
    \hat{D}_u^{(4)} &= \text{diag} [1 \ k_{1/2} \ k_{2/\sqrt{6}} \ k_{1/2} \ 1 \ 1 \ k_{1/2} \ k_{2/\sqrt{6}} \ k_{1/2} \ 1],
\end{align*}
\]

which may be completed with \( \hat{D}_u^{(0)} = I_2 \) and \( \hat{D}_u^{(1)} = I_4 \). Then

\[
\begin{align*}
    T_{u\varphi}^{(m)} = \hat{D}_u^{(m)} \tilde{T}_{u\varphi}^{(m)} \left( \hat{D}_u^{(m)} \right)^{-1}, & \quad \tilde{T}_{u\varphi}^{(m)} = \left( \hat{D}_u^{(m)} \right)^{-1} T_{u\varphi}^{(m)} \hat{D}_u^{(m)}, \tag{29}
\end{align*}
\]

in which \( T_{u\varphi}^{(m)} \) may have arbitrary MDCC for \( m \geq 2 \). A consequence of (29) is that eigenvalues of displacement transformation matrices are independent of the MDCC. Since \( \tilde{T}_{u\varphi}^{(m)} \) is orthogonal, its eigenvalues lie on the unit circle, a property inherited by all \( T_{u\varphi}^{(m)} \). Only the eigenvectors change.

In the derivation of body force transformations in 4.6, squares of the scaling matrices (28) appear. These are denoted by

\[
\begin{align*}
    \hat{J}_u^{(2)} &= \hat{D}_u^{(2)} \hat{D}_u^{(2)} = \text{diag} [1 \ k^2/2 \ 1 \ 1 \ k^2/2 \ 1], \\
    \hat{J}_u^{(3)} &= \hat{D}_u^{(3)} \hat{D}_u^{(3)} = \text{diag} [1 \ k^2/3 \ k^2/3 \ 1 \ 1 \ k^2/3 \ k^2/3 \ 1], \\
    \hat{J}_u^{(4)} &= \hat{D}_u^{(4)} \hat{D}_u^{(4)} = \text{diag} [1 \ k_{1/4}^2 \ k_{2/6}^2 \ k_{1/4}^2 \ 1 \ 1 \ k_{1/4}^2 \ k_{2/6}^2 \ k_{1/4}^2 \ 1].
\end{align*}
\]

In some computations (e.g., finding invariants) it is convenient to use flat displacement vectors, in which all MDCC are one. To transform to other MDCC, introduce the diagonal matrices

\[
\begin{align*}
    D_u^{(2)} &= \text{diag} [1 \ k \ 1 \ 1 \ k \ 1], \\
    D_u^{(3)} &= \text{diag} [1 \ k \ k \ 1 \ k \ k \ 1], \\
    D_u^{(4)} &= \text{diag} [1 \ k_1 \ k_2 \ k_1 \ 1 \ 1 \ k_1 \ k_2 \ k_1 \ 1],
\end{align*}
\]
completed with $I_2$ and $I_4$ for $m = 0, 1$. Then
\[
T_{u\varphi}^{(m)} = \overline{D}_{u}^{(m)} T_{u\varphi}^{(m)} \left( \overline{D}_{a}^{(m)} \right)^{-1},
\]  
(32)

The matrix on the left hand side may have arbitrary MDCC for $m \geq 2$. x

### 4.6 Body Force Transformations

By stipulation $u^{(m)}$ and $b^{(m)}$ are conjugate, whence $(b^{(m)}_\varphi)^T u^{(m)}_\varphi = (b^{(m)}_\theta)^T u^{(m)}_\theta$ for any $m$ and $\varphi$. On inserting $u^{(m)}_\varphi = T_{u\varphi}^{(m)} u^{(m)}_0$ and $b^{(m)}_\varphi = T_{b\varphi}^{(m)} b^{(m)}_0$ one finds that $(T_{b\varphi}^{(m)})^T T_{u\varphi}^{(m)} = I_{2m+2}$, whence
\[
T_{b\varphi}^{(m)} = (T_{u\varphi}^{(m)})^{-T}.
\]  
(33)

If both displacement and body-force C-vectors are orthogonal, the transformation matrices coincide: $\hat{T}_{b\varphi}^{(m)} = \hat{T}_{u\varphi}^{(m)}$, because $\hat{T}_{u\varphi}^{(m)}$ is orthogonal. This is always the case for $m = 0, 1$. As the inverse of $T_{u\varphi}^{(m)}$ can be obtained by replacing $\varphi$ by $-\varphi$, for $m \geq 2$ we may use the rule
\[
T_{b\varphi}^{(m)}(\varphi) = (T_{u\varphi}^{(m)}(-\varphi))^T, \quad T_{u\varphi}^{(m)}(\varphi) = (T_{b\varphi}^{(m)}(-\varphi))^T.
\]  
(34)

A more complicated relation that uses diagonal scaling is
\[
T_{b\varphi}^{(m)} = \left( \hat{J}_{u}^{(m)} \right)^{-1} T_{u\varphi}^{(m)} \hat{J}_{u}^{(m)}, \quad T_{u\varphi}^{(m)} = \hat{J}_{u}^{(m)} T_{b\varphi}^{(m)} \left( \hat{J}_{u}^{(m)} \right)^{-1},
\]  
(35)
in which the $\hat{J}_{u}^{(m)}$ are given by (30). Since (35) are similarity transformations, $T_{u\varphi}$ and $T_{b\varphi}$ have the same eigenvalues for any MDCC choice.

### 4.7 Transformations for Binomial C-Vectors

Pairing a binomial C-vector for displacements with a flat C-vector for body forces is useful in FEM work as it avoids carrying square roots along. The transformation matrices for $m = 0$ and $m = 1$ are still given by (22) and (23). For $m = 2$ through 4 they are listed below.

\[
T_{u}^{(2)} = T_{u}^{(2)}(2) = \frac{1}{4} \begin{bmatrix}
    a_1 & b_3 & a_4 & b_3 & a_4 & b_2 \\
    -2b_3 & 2a_3 & 2b_3 & -2a_4 & -2b_4 & 2a_4 \\
    a_4 & -b_3 & a_1 & b_2 & -a_4 & b_3 \\
    -b_3 & -a_4 & -b_2 & a_1 & b_3 & a_4 \\
    2a_4 & 2b_4 & -2a_4 & -2b_3 & 2a_3 & 2b_3 \\
    -b_2 & a_4 & -b_3 & a_4 & -b_3 & a_1
\end{bmatrix}
\]  
(36)

\[
T_{u}^{(3)} = T_{u}^{(3)}(3) = \frac{1}{8} \begin{bmatrix}
    d_1 & e_1 & d_2 & e_2 & e_1 & d_2 & e_2 & d_3 \\
    -3e_1 & d_4 & e_3 & 3d_2 & -3d_2 & -e_4 & -d_5 & 3e_2 \\
    3d_2 & -e_3 & d_4 & 3e_1 & 3e_2 & d_5 & -e_4 & 3d_2 \\
    -e_2 & d_2 & -e_1 & d_1 & -d_3 & e_2 & -d_2 & e_1 \\
    -e_1 & -d_2 & -e_2 & -d_3 & d_1 & e_1 & d_2 & e_2 \\
    3d_2 & e_4 & d_5 & -3e_2 & -3e_1 & d_4 & e_3 & 3d_2 \\
    -3e_2 & -d_5 & e_4 & -3d_2 & 3d_2 & -e_3 & d_4 & 3e_1 \\
    d_3 & -e_2 & d_2 & -e_1 & -e_2 & d_2 & -e_1 & d_1
\end{bmatrix}
\]  
(37)
This can be translated to a spectral condition: $T$ is arbitrary, we must have

\[
\begin{pmatrix} f_1 & g_1 & f_2 & g_2 & f_3 & g_3 \\ -4g_1 & 4f_4 & 4g_4 & 4f_5 & 4g_5 & -4f_6 & -4g_6 & 4f_3 & 4g_3 & 4f_2 & 4g_2 \\ 6f_6 & -6g_4 & 2f_8 & 6g_6 & 6f_6 & 6g_2 & -6f_7 & 2g_7 & 6f_7 & 6g_2 \\ -4g_2 & 4f_5 & -4g_4 & 4f_3 & 4g_1 & -4f_3 & -4g_6 & -4f_7 & -4g_5 & 4f_6 & 4g_6 \\ f_3 & -g_2 & f_2 & -g_1 & f_1 & g_3 & -f_3 & g_2 & -f_6 & g_6 \\ -g_1 & -f_6 & -g_2 & -f_3 & -g_3 & f_1 & g_1 & f_2 & g_2 & f_3 \\ 4f_6 & 4g_5 & -4f_7 & 4g_6 & -4f_3 & -4g_1 & 4f_4 & 4g_4 & 4f_5 & 4g_2 \\ -6g_2 & 6f_7 & -2g_7 & -6f_7 & -6g_2 & 6f_6 & -6g_4 & 2f_8 & 6g_4 & 6f_6 \\ 4f_3 & 4g_6 & 4f_7 & 4g_5 & -4f_6 & -4g_2 & 4f_5 & -4g_4 & 4f_4 & 4g_4 & 4g_4 \\ -g_3 & f_3 & -g_2 & f_2 & -g_1 & f_3 & -g_2 & f_2 & -g_1 & f_1 \end{pmatrix}
\]

(38)

The auxiliary variables $u_1$ through $g_6$ are listed in (27). For body force transformations use (33) adjusting the MDCC as appropriate.

### 4.8 Linear Invariants

A **linear invariant** of the displacement derivative tensor of order $m$ is a scalar-valued, linear combination of its C-vector components, expressible as a dot product:

\[
I_u^{(m)} = (w_u^{(m)})^T u^{(m)}, \quad w_u^{(m)} \neq 0.
\]  

(39)

that stays unchanged when $u^{(m)} = u_0^{(m)}$ is replaced by $u_{\varphi}^{(m)} = T_{u\varphi}^{(m)} u_0^{(m)}$, for any $\varphi$. Here $w_u^{(m)}$ is a **invariant weight vector** of dimension $2m+2$, which is independent of $\varphi$ and may be scaled by a nonzero factor. If the only solution is $w_u^{(m)} = 0$, there are no linear invariants for order $m$.

If $w_u^{(m)}$ has $n_f$ independent free parameters, denoted as $\eta_i$, $i = 1, \ldots, n_f$, an **invariant basis** can be established by assigning $n_f$ sets of numerical values. The process, called **instantiation**, results in **n base invariants** denoted by $I_u^{(m)}$, in which the circled number is an invariant index. Base invariants must be linearly independent, whence any other invariant follows by linear combination. The goal should be to select base invariants that possess as much physical significance as possible.

What happens for $m \geq 2$ if the MDCC in $u^{(m)}$ are changed? Then $w^{(m)}$ changes so that $(w_u^{(m)})^T u^{(m)}$ remains invariant; this is easily verified using the scaling matrices introduced in 4.5. Thus orthogonal, binomial or flat C-vectors may be indifferently used in (39). For the ensuing computations we will select **flat vectors** for displacements: $u^{(m)} = \overline{u}^{(m)}$, and **binomial** vectors for body forces, $b^{(m)} = \overline{B}^{(m)}$, with the overbars omitted to reduce clutters. This has two advantages: the $w^{(m)}$ solutions are identical, and square roots are avoided.

The generic algebraic statement for displacements is $(w_u^{(m)})^T T_{u\varphi}^{(m)} u_0^{(m)} = (w_u^{(m)})^T u_0^{(m)}$. Because $u_0^{(m)}$ is arbitrary, we must have

\[
(T_{u\varphi}^{(m)})^T w_u^{(m)} = w_u^{(m)}.
\]  

(40)

This can be translated to a spectral condition: $T_{u\varphi}^{(m)}$ **must have a positive real unit eigenvalue**. If so, the corresponding eigenvector is $w_u^{(m)}$ up to a scaling factor. If the $+1$ eigenvalue has multiplicity $n > 1,$
\( w_u^{(m)} \) is a linear combination of the corresponding eigenvectors, and there are \( n_{u_u}^{(m)} = n \) independent linear invariants.

Inspection of the eigenvalues (144) in Appendix A shows that only orders \( m = 1 \) and \( m = 3 \) possess linear invariants. In both cases \( +1 \) is a double eigenvalue. Invariant weighting vectors are readily built from the corresponding eigenvectors give in (146)–(152), by looking at the first two rows of \( V_L^{(1)} \) and \( V_L^{(3)} \) or, alternatively, the first two columns of \( V_R^{(1)} \) and \( V_R^{(3)} \). Upon applying appropriate scale factors we get

\[
\begin{aligned}
  w_u^{(1)} &= \begin{bmatrix} \eta_1 & -\eta_2 & \eta_2 & \eta_1 \end{bmatrix}^T, \\
  w_u^{(3)} &= \begin{bmatrix} \eta_1 & -\eta_2 & \eta_1 & -\eta_2 & \eta_2 & \eta_1 \end{bmatrix}^T,
\end{aligned}
\]

in which \( \eta_i \) are free parameters. Physically meaningful base invariants are obtained by instantiating \( \eta_1 = 1, \eta_2 = 0 \) and \( \eta_1 = 0, \eta_2 = 1 \). This gives

\[
\begin{aligned}
  I_{u_{1\,1}}^{(1)} &= u_{1,1} + u_{2,2} = \text{Tr}(e) = \epsilon_v, \\
  I_{u_{1\,2}}^{(1)} &= -u_{1,2} + u_{2,1} = 2\omega_3, \\
  I_{u_{1\,1\,1\,1}}^{(3)} &= u_{1,111} + u_{1,122} + u_{2,112} + u_{2,222} = \Delta I_{u_{1\,1}}^{(1)} = \Delta \epsilon_v, \\
  I_{u_{1\,2\,2}}^{(3)} &= -u_{1,112} - u_{1,222} + u_{2,111} + u_{2,212} = \Delta I_{u_{1\,2}}^{(1)} = 2\Delta \omega_3.
\end{aligned}
\]

These have well known interpretations in terms of deformations. \( I_{u_{1\,1}}^{(1)} \) is the trace of the infinitesimal plane strain tensor, which is also the volumetric strain \( e \) in terms of displacements. \( I_{u_{1\,2}}^{(1)} \) is twice the infinitesimal rotation about \( x_3 \). Finally, \( I_{u_{1\,1\,1\,1}}^{(3)} \) and \( I_{u_{1\,2\,2}}^{(3)} \) are their Laplacians. Exactly the same four base invariants emerge for body forces using binomial \( C \)-vectors, the only change being the replacement of \( u \) by \( b \). Their physical meaning, however, is less obvious.

### 4.9 Quadratic Invariants

A quadratic invariant of the displacement derivative tensor of order \( m \) is a scalar-valued combination of its \( C \)-vector components expressible as a quadratic form

\[
J_u^{(m)} = (u^{(m)})^T W_u^{(m)} u^{(m)}, \quad \text{where} \quad W_u^{(m)} \neq 0,
\]

that remains unchanged when \( u^{(m)} \) is replaced by \( u_{\varphi}^{(m)} = T - \varphi^{(m)} u_0^{(m)} \) for any \( \varphi \). Here \( W_u^{(m)} \) is a nonzero symmetric square matrix called an invariant weight matrix, which is independent of \( \varphi \). Again the choice of MDCC in \( u^{(m)} \) is irrelevant, and for convenience we often use flat vectors with overbars suppressed. Replacing \( u_{\varphi}^{(m)} = T_{\varphi}^{(m)} u^{(m)} \) in (43) and noting that \( u^{(m)} \) is arbitrary gives

\[
(T_{\varphi}^{(m)})^T W_u^{(m)} T_{\varphi}^{(m)} - W_u^{(m)} = 0, \quad \text{or} \quad (T_{\varphi}^{(m)})^T W_u^{(m)} T_{\varphi}^{(m)} = W_u^{(m)}.
\]

This is a homogeneous matrix equation of Sylvester type [5, 16, 22] that appears in control theory, with \( W_u^{(m)} \neq 0 \) as unknown. As in the case of linear invariants, the general solution \( W^{(m)} \) may contain \( n_{f, f} \) free parameters that can be instantiated to exhibit an invariant basis. If there are many parameters, showing the solution \( W^{(m)} \) is often sufficient, leaving instantiation to further work.
Nothing so far dictates that the entries of $W^{(m)}$ must be real. But if complex, decompose as $W^{(m)} = W^{(m)}_{r} + j W^{(m)}_{i}$, in which $W^{(m)}_{r}$ and $W^{(m)}_{i}$ are symmetric real. Substitution into (44) shows that both components separately satisfy the equation. So it suffices to consider real entries.

The nontrivial solution of (44) contain free parameters labeled $\eta_{i}$, $i = 1, \ldots n_{j}$, in which $n_{j} = 1, 4, 5, 8, 9$ for $m = 0, 1, 2, 3, 4$, respectively. The following results were obtained by splitting $W^{(m)}_{u} = W^{(m)}_{uB} + W^{(m)}_{uX}$, with entry patterns "B" and "X", respectively (see Table 3), and combining.

$$W^{(0)}_{u} = \begin{bmatrix} \eta_{1} & 0 & \eta_{1} \\ 0 & \eta_{1} & \end{bmatrix},$$

$$W^{(1)}_{u} = \begin{bmatrix} \eta_{1} + \eta_{2} + \eta_{3} & \eta_{4} & -\eta_{4} & \eta_{1} \\ \eta_{4} & \eta_{2} & \eta_{3} & \eta_{4} \\ -\eta_{4} & \eta_{3} & \eta_{2} & -\eta_{4} \\ \eta_{1} & \eta_{4} & -\eta_{4} & \eta_{1} + \eta_{2} + \eta_{3} \end{bmatrix},$$

$$W^{(2)}_{u} = \begin{bmatrix} \eta_{1} + \eta_{2} + \eta_{3} & \eta_{5} & \eta_{4} & -\eta_{5} & \eta_{1} \\ \eta_{5} & \eta_{1} + \eta_{2} + 2\eta_{3} - 2\eta_{4} & \eta_{5} & \eta_{2} & 0 \\ \eta_{4} & \eta_{5} & \eta_{3} & 0 & \eta_{2} \\ -\eta_{5} & \eta_{2} & 0 & \eta_{3} & -\eta_{5} \\ \eta_{1} & 0 & \eta_{2} & -\eta_{5} & \eta_{1} + \eta_{2} + 2\eta_{3} - 2\eta_{4} & -\eta_{5} \end{bmatrix},$$

$$W^{(3)}_{u} = \begin{bmatrix} \eta_{1} & \eta_{8} & \eta_{2} & -\eta_{9} & \eta_{3} & \eta_{8} & \eta_{9} & \xi_{16} & 0 \\ \eta_{8} & \xi_{11} & \xi_{12} & \xi_{13} & -\eta_{9} & \eta_{5} & -\xi_{14} & \xi_{15} & 0 & \xi_{16} \\ \eta_{2} & \xi_{12} & \xi_{17} & \xi_{12} & \eta_{6} & \eta_{9} & \xi_{18} & 0 & \xi_{15} & -\eta_{9} \\ -\eta_{9} & \xi_{13} & \xi_{12} & \xi_{19} & \xi_{8} & \eta_{7} & 0 & \xi_{18} & \xi_{14} & \eta_{4} \\ \eta_{3} & -\eta_{9} & \eta_{6} & \eta_{8} & \xi_{20} & 0 & \eta_{7} & -\eta_{9} & \xi_{15} & \eta_{8} \\ -\eta_{8} & \eta_{5} & \eta_{9} & \eta_{7} & 0 & \xi_{20} & -\eta_{8} & \eta_{6} & \xi_{14} & \eta_{3} \\ \eta_{4} & -\xi_{14} & \xi_{18} & 0 & \eta_{7} & -\eta_{8} & \eta_{19} & \xi_{21} & \xi_{13} & \eta_{9} \\ \eta_{9} & \xi_{15} & 0 & \xi_{18} & -\eta_{9} & \eta_{6} & \eta_{21} & \xi_{17} & \xi_{21} & \eta_{2} \\ \xi_{16} & 0 & \xi_{15} & \xi_{14} & \xi_{5} & \eta_{9} & \xi_{13} & \xi_{21} & \xi_{11} & -\eta_{8} \\ 0 & \xi_{16} & -\eta_{9} & \eta_{4} & \eta_{8} & \eta_{3} & \eta_{9} & \eta_{2} & -\eta_{8} & \eta_{1} \end{bmatrix},$$

$$W^{(4)}_{u} = \begin{bmatrix} \eta_{1} & \eta_{8} & \eta_{2} & \eta_{9} & \eta_{3} & -\eta_{8} & \eta_{4} & \eta_{9} & \xi_{16} & 0 \\ \eta_{8} & \xi_{11} & \xi_{12} & \xi_{13} & -\eta_{9} & \eta_{5} & -\xi_{14} & \xi_{15} & 0 & \xi_{16} \\ \eta_{2} & \xi_{12} & \xi_{17} & \xi_{12} & \eta_{6} & \eta_{9} & \xi_{18} & 0 & \xi_{15} & -\eta_{9} \\ -\eta_{9} & \xi_{13} & \xi_{12} & \xi_{19} & \xi_{8} & \eta_{7} & 0 & \xi_{18} & \xi_{14} & \eta_{4} \\ \eta_{3} & -\eta_{9} & \eta_{6} & \eta_{8} & \xi_{20} & 0 & \eta_{7} & -\eta_{9} & \xi_{15} & \eta_{8} \\ -\eta_{8} & \eta_{5} & \eta_{9} & \eta_{7} & 0 & \xi_{20} & -\eta_{8} & \eta_{6} & \xi_{14} & \eta_{3} \\ \eta_{4} & -\xi_{14} & \xi_{18} & 0 & \eta_{7} & -\eta_{8} & \eta_{19} & \xi_{21} & \xi_{13} & \eta_{9} \\ \eta_{9} & \xi_{15} & 0 & \xi_{18} & -\eta_{9} & \eta_{6} & \eta_{21} & \xi_{17} & \xi_{21} & \eta_{2} \\ \xi_{16} & 0 & \xi_{15} & \xi_{14} & \xi_{5} & \eta_{9} & \xi_{13} & \xi_{21} & \xi_{11} & -\eta_{8} \\ 0 & \xi_{16} & -\eta_{9} & \eta_{4} & \eta_{8} & \eta_{3} & \eta_{9} & \eta_{2} & -\eta_{8} & \eta_{1} \end{bmatrix}.$
Auxiliary variable in the last two matrices:

\[
\begin{align*}
\xi_1 &= 3\eta_1 - 2\eta_2 - \eta_3 - \eta_6, & \xi_2 &= 2\eta_7 + \eta_8, & \xi_3 &= -2\eta_7 - 2\eta_8, \\
\xi_4 &= \eta_2 + 2\eta_3 - 3\eta_4 - \eta_5, & \xi_5 &= 3\eta_1 - 2\eta_3 - 2\eta_5 - 2\eta_6, & \xi_6 &= -2\eta_2 + 3\eta_4 + 2\eta_5 + 2\eta_6, \\
\xi_7 &= \eta_7 + 2\eta_8, & \xi_8 &= \eta_1 - \eta_3 - \eta_6, & \xi_9 &= \eta_2 - \eta_4 - \eta_5, \\
\xi_{10} &= -2\eta_7 - \eta_8, & \xi_{11} &= 4\eta_1 - 2\eta_2 - \eta_4 - \eta_5, & \xi_{12} &= 3\eta_8 + \eta_9, \\
\xi_{13} &= \eta_2 - 4\eta_3 + \eta_6, & \xi_{14} &= 2(\eta_8 + \eta_9), & \xi_{15} &= -2\eta_2 + 3\eta_4 + 2\eta_5 + 3\eta_7, \\
\xi_{16} &= \eta_2 - \eta_6 - \eta_7, & \xi_{17} &= 6\eta_1 - 2\eta_2 + 6\eta_3 - 3\eta_4 - 3\eta_5 - 2\eta_6, & \xi_{18} &= \eta_2 + 3\eta_5 - \eta_6 - 3\eta_7, \\
\xi_{19} &= 4\eta_1 - 3\eta_4 - 3\eta_5 - 2\eta_6, & \xi_{20} &= \eta_1 - \eta_4 - \eta_5, & \xi_{21} &= -3\eta_8 - \eta_9.
\end{align*}
\]  

(50)

For \( m=0 \) we have \( W^{(0)}_u = \eta_1 I_2 \); see (45). Setting \( \eta_1 = 1 \) gives the squared Euclidean length of the displacement vector as the only zero order invariant:

\[
J^{(0)}_{u_1} = u_1^2 + u_2^2.
\]  

(51)

For \( m=1 \), the \( W^{(1)}_u \) of (46) has 4 free parameters. Setting those to \( \{1, 0, 0, 0\}, \{0, 1, -1, 0\}, \{0, 0, 0, -1\} \) and \( \{\frac{1}{2}, 0, \frac{1}{2}, 0\} \) gives the base invariants

\[
\begin{align*}
J^{(1)}_{u_1} &= (u_{1,1} + u_{2,2})^2 = \tilde{I}^{(1)}_{u_1} \tilde{I}^{(1)}_{u_1} = \epsilon_0^2, \\
J^{(1)}_{u_2} &= (-u_{1,1} + u_{2,2})^2 = \tilde{I}^{(1)}_{u_2} \tilde{I}^{(1)}_{u_2} = 4\omega_3^2, \\
J^{(1)}_{u_3} &= (u_{1,1} + u_{2,2})(-u_{1,2} + u_{2,1}) = \tilde{I}^{(1)}_{u_1} \tilde{I}^{(1)}_{u_2} = 2\epsilon_0 \omega_3, \\
J^{(1)}_{u_4} &= u_{1,1}u_{2,2} - u_{1,2}u_{2,1} = \det(\epsilon).
\end{align*}
\]  

(52)

The first three are related to the two first order invariants listed in (42) The last one is the determinant of the infinitesimal 2D strain tensor.

For \( m=2 \) the matrix \( W^{(2)}_u \) of (47) has 5 free parameters. Setting those to \( \{0, 0, 1, 1, 0\}, \{0, 0, 1, -1, 0\}, \{\frac{1}{2}, \frac{1}{2}, -1, -\frac{1}{2}, 0\}, \{0, 0, 0, 0, -\frac{1}{2}\} \), and \( \{0, 1, 0, 0\} \) gives the base invariants

\[
\begin{align*}
J^{(2)}_{u_1} &= (u_{1,11} + u_{2,22})^2 + (u_{2,11} + u_{2,22})^2 = \Delta u_1 \Delta u_1 + \Delta u_2 \Delta u_2, \\
J^{(2)}_{u_2} &= (u_{1,12} - u_{2,11})^2 + (u_{1,22} - u_{2,22})^2 = 4(\omega_{3,1}^2 + \omega_{3,2}^2), \\
J^{(2)}_{u_3} &= (u_{1,11} + u_{1,22})(u_{2,12} - u_{1,12}) - (u_{2,11} + u_{2,22})(u_{1,11} - u_{1,12}) \\
&= 2(\Delta u_1 \omega_{3,1} - \Delta u_2 \omega_{3,1}), \\
J^{(2)}_{u_4} &= (u_{1,11} + u_{1,22})(u_{2,11} - u_{1,12}) + (u_{2,11} + u_{2,22})(u_{1,12} - u_{1,12}) \\
&= 2(\Delta u_1 \omega_{3,2} + \Delta u_2 \omega_{3,2}), \\
J^{(2)}_{u_5} &= u_{1,11}^2 + 2u_{1,12}^2 + u_{1,22}^2 + 2u_{2,11}^2 + 2u_{2,12}^2 + u_{2,22}^2.
\end{align*}
\]  

(53)

in which \( \Delta \) denotes the Laplacian. The first four have obvious connections to physics. The fifth one lacks obvious meaning, but is nonetheless interesting in that it is generated by a diagonal weighting matrix: \( \text{diag}[1 \ 2 \ 1 \ 2 \ 1] \). Another instance linked to volumetric strain is \( \epsilon_{c,1}^2 + \epsilon_{c,2}^2 \). This is not linearly independent, however, because it can be expressed as \( J^{(2)}_{u_1} + J^{(2)}_{u_2} - J^{(2)}_{u_1} \).
Physical instantiation of the invariants for $m = 3$ and $m = 4$ has not been investigated because of the increased complexity of the $W$ matrices. The foregoing expressions can be used to formally derive equivalent body force invariants, although their physical interpretation is nebulous.

## 5 Strains and Stresses

Strains and stresses are treated together as conjugate entities. Derivatives of order up to 3 are investigated since that meets FIC functional needs. The striking difference with displacements are strain compatibility constraints that emerge for derivative orders 2 and higher. These can be introduced through reduced C-vectors as shown in 5.2 below. In the ensuing derivations all derivatives up to the indicated order are assumed to exist, and all mixed derivatives commute.

### 5.1 C-Vectors of Strains and Stresses

In what follows $\gamma_{12} = \epsilon_{12} + \epsilon_{21} = 2\epsilon_{12}$ denotes the engineering shear strain. Standard C-vectors of the infinitesimal strain field and its first 3 derivatives are denoted by

$$\epsilon = \epsilon^{(0)} = \begin{bmatrix} \epsilon_{11} & \epsilon_{22} & 2\epsilon_{12} \end{bmatrix}^T = \begin{bmatrix} \epsilon_{11} & \epsilon_{22} & \gamma_{12} \end{bmatrix}^T,$$

$$\epsilon^{(1)} = \begin{bmatrix} \epsilon_{11,1} & \epsilon_{11,2} & \epsilon_{22,1} & \epsilon_{22,2} & \gamma_{12,1} & \gamma_{12,2} \end{bmatrix}^T,$$

$$\epsilon^{(2)}(g) = \begin{bmatrix} \epsilon_{11,11} & g\epsilon_{11,12} & \epsilon_{11,22} & g\epsilon_{12,12} & \epsilon_{12,11} & g\gamma_{12,12} & \gamma_{12,12} \end{bmatrix}^T,$$

$$\epsilon^{(3)}(g) = \begin{bmatrix} \epsilon_{11,111} & g\epsilon_{11,112} & g\epsilon_{12,112} & \epsilon_{11,222} & g\epsilon_{12,222} & \epsilon_{22,111} & g\epsilon_{22,112} & g\epsilon_{22,122} & \epsilon_{22,222} \end{bmatrix}^T.$$

The corresponding C-vectors of the Cauchy stress field and its first 3 derivatives are

$$\sigma = \sigma^{(0)} = \begin{bmatrix} \sigma_{11} & \sigma_{22} & \sigma_{12} \end{bmatrix}^T,$$

$$\sigma^{(1)} = \begin{bmatrix} \sigma_{11,1} & \sigma_{11,2} & \sigma_{22,1} & \sigma_{22,2} & \sigma_{12,1} & \sigma_{12,2} \end{bmatrix}^T,$$

$$\sigma^{(2)}(g) = \begin{bmatrix} \sigma_{11,11} & \frac{2}{3}g\sigma_{11,12} & \sigma_{11,22} & \frac{2}{3}g\sigma_{22,12} & \sigma_{12,11} & \frac{2}{3}g\sigma_{12,12} & \sigma_{12,22} \end{bmatrix}^T,$$

$$\sigma^{(3)}(g) = \begin{bmatrix} \sigma_{11,111} & \frac{3}{3}g\sigma_{11,112} & \frac{3}{3}g\sigma_{11,122} & \sigma_{12,111} & \frac{3}{3}g\sigma_{22,112} & \sigma_{22,122} & \frac{3}{3}g\sigma_{22,222} \end{bmatrix}^T.$$

In C-vectors of orders 2 and 3, $g$ is a positive real number known as a mixed derivative casting coefficient, or MDCC for short. Three useful specializations: orthogonal, binomial and flat casting, are obtained by selecting $g$ as shown in Table 5.1. This table also summarizes pertinent notation. For $m \leq 1$, $g$ does not appear.

Inner products of binomial $\epsilon^{(m)}$ and flat $\sigma^{(m)}$ are conjugate; e.g., for $m = 0$:

$$\sigma^T \epsilon = \sigma_{11}\epsilon_{11} + \sigma_{22}\epsilon_{22} + \sigma_{12}\gamma_{12} = \sigma_{11}\epsilon_{11} + \sigma_{22}\epsilon_{22} + \sigma_{12}\gamma_{12} = \sigma_{11}\epsilon_{11} + \sigma_{22}\epsilon_{22} + \sigma_{21}\epsilon_{21} + \sigma_{12}\epsilon_{12} = \sigma_{\alpha\beta}\epsilon_{\alpha\beta}.$$

This is twice the strain energy density from a stress-free state. That kind of physical interpretation does not hold for $m \geq 1$. 
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Table 2: Instantiation of Strain and Stress C-Vectors for Orders 2, 3.

<table>
<thead>
<tr>
<th>Field</th>
<th>Order</th>
<th>Orthogonal Casting</th>
<th>Binomial Casting</th>
<th>Flat Casting</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$m$</td>
<td>Symbol</td>
<td>MDCC</td>
<td>Symbol</td>
</tr>
<tr>
<td>Strain</td>
<td>2</td>
<td>$\tilde{\epsilon}^{(2)}$</td>
<td>$g = \sqrt{2}$</td>
<td>$\epsilon^{(2)}$</td>
</tr>
<tr>
<td>Strain</td>
<td>3</td>
<td>$\tilde{\epsilon}^{(3)}$</td>
<td>$g = \sqrt{3}$</td>
<td>$\epsilon^{(3)}$</td>
</tr>
<tr>
<td>Stress</td>
<td>2</td>
<td>$\tilde{\sigma}^{(2)}$</td>
<td>$g = \sqrt{2}$</td>
<td>$\sigma^{(2)}$</td>
</tr>
<tr>
<td>Stress</td>
<td>3</td>
<td>$\tilde{\sigma}^{(3)}$</td>
<td>$g = \sqrt{3}$</td>
<td>$\sigma^{(3)}$</td>
</tr>
</tbody>
</table>

Conjugate pairs: $\epsilon^{(m)}$ with $\sigma^{(m)}$, $\tilde{\epsilon}^{(m)}$ with $\tilde{\sigma}^{(m)}$, and $\overline{\epsilon}^{(m)}$ with $\overline{\sigma}^{(m)}$.

Orthogonal $\tilde{\epsilon}^{(m)}$ and $\tilde{\sigma}^{(m)}$ are self-conjugate.

5.2 Augmented, Constrained and Reduced Strain C-Vectors

To render the $m = 0$ strain-displacement transformation matrix square, $\epsilon^{(0)}$ is augmented with the infinitesimal rigid-body rotation about $x_3$:

$$
\epsilon^{(0)}_a = \begin{bmatrix} \epsilon_{11} & \epsilon_{22} & \gamma_{12} & 2\omega_3 \end{bmatrix}^T.
$$

(63)

in which $\omega_3 = \frac{1}{2}(u_{21} - u_{12})$. The scaling by 2 eliminates the $\frac{1}{2}$ fraction. To accomplish a similar equilibration for $m = 2, 3$, it is necessary to remove entries. This can be done using kinematic constraints. For $m = 2$, the shear strain mixed derivative $\gamma_{12,12}$ is not linearly independent of the remaining ones when strain vectors, which are identified with a subscript:

$$
\gamma_{12,12} = u_{1,122} + u_{2,112} = \epsilon_{11,22} + \epsilon_{22,11}.
$$

(64)

This is the well known 2D strain compatibility condition. Constraints for $m = 3$ emerge on differentiating (64) with respect to $x_1$ and $x_2$:

$$
\gamma_{12,112} = u_{1,1122} + u_{2,1112} = \epsilon_{11,122} + \epsilon_{22,111}, \quad \gamma_{12,122} = u_{1,1222} + u_{2,1122} = \epsilon_{11,222} + \epsilon_{22,112}.
$$

(65)

Imposing these contraints explicitly on (56) and (57) yields constrained strain vectors, which are identified with a $c$ subscript:

$$
\epsilon_c^{(2)}(g) = \begin{bmatrix} \epsilon_{11,12} & \epsilon_{11,22} & \epsilon_{22,11} & \epsilon_{22,12} & \gamma_{12,11} & \gamma_{12,22} & \gamma_{12,11} & \gamma_{12,22} \end{bmatrix}^T,
$$

(66)

$$
\epsilon_c^{(3)}(g) = \begin{bmatrix} \epsilon_{11,111} & \epsilon_{11,112} & \epsilon_{11,122} & \epsilon_{11,222} & \epsilon_{11,122} & \epsilon_{12,111} & \epsilon_{12,112} & \epsilon_{12,222} & \epsilon_{12,122} & \epsilon_{12,222} & \epsilon_{12,222} & \epsilon_{12,222} & \epsilon_{12,222} \end{bmatrix}.
$$

(67)

Next, the mixed-derivative shear strain entries are removed. This produces reduced strain vectors, which are identified with a $r$ subscript:

$$
\epsilon_r^{(2)}(g) = \begin{bmatrix} \epsilon_{11,11} & \epsilon_{11,112} & \epsilon_{11,122} & \epsilon_{11,222} & \epsilon_{11,222} & \epsilon_{12,111} & \epsilon_{12,112} & \epsilon_{12,222} & \epsilon_{12,222} & \gamma_{12,11} & \gamma_{12,22} \end{bmatrix}^T,
$$

(68)

$$
\epsilon_r^{(3)}(g) = \begin{bmatrix} \epsilon_{11,111} & \epsilon_{11,112} & \epsilon_{11,122} & \epsilon_{11,222} & \epsilon_{11,222} & \epsilon_{12,111} & \epsilon_{12,112} & \epsilon_{12,222} & \epsilon_{12,222} & \gamma_{12,11} & \gamma_{12,22} \end{bmatrix}.
$$

(69)
The reduced C-vectors of order $m$ have the same length as the corresponding displacement C-vectors, which have order $m + 1$. Reduced and unconstrained strain C-vectors can be linked as

$$
e^{(m)}_r(g) = H^{(m)}_{re} e^{(m)}_r(g), \quad e^{(m)}_r(g) = H^{(m)}_{re} e^{(m)}(g),$$

(70)
in which $H^{(m)}_{re}$ are sparse rectangular matrices dimensioned $9 \times 8$ and $12 \times 10$ for $m = 2$ and $m = 3$, respectively, whereas $H^{(m)}_{re}$ are their Moore-Penrose generalized inverses [4, 47]. For arbitrary $g$ they are

$$H^{(3)}_{re} = 
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}, \quad H^{(2)}_{re} = 
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & g_1 & g_2 & 0 & 0 & 0 & g_3 & 0 \\
0 & 0 & g_2 & g_1 & 0 & 0 & 0 & g_3 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}.
$$

(71)
in which the auxiliary variables are $g_1 = (1 + g^2)/(1 + 2g^2)$, $g_2 = -g^2/(1 + 2g^2)$, $g_3 = g/(1 + 2g^2)$, $g_4 = (1 + g^2)/(2 + g^2)$, $g_5 = g/(2 + g^2)$, $g_6 = 1/(2 + g^2)$, and $g_7 = 2/(2 + g^2)$.

Note that $H^{(2)}_{re} H^{(2)}_{re} = I_8$ and $H^{(3)}_{re} H^{(3)}_{re} = I_{10}$, but reversing the factors does not give identity matrices. Of course, the explicit form of $H^{(m)}_{re}$ depends on the choice of generalized inverse.

### 5.3 Augmented, Constrained and Reduced Stress C-Vectors

The stress C-vectors given by (58)–(61) must be adjusted when paired to augmented and reduced strain C-vectors. For notational convenience we take $\mathbf{\sigma}^{(m)}_c = \mathbf{\sigma}^{(m)}$ for all $m$, since no a priori constraints are imposed on stresses. The stress C-vector associated with the augmented strain C-vector for $m = 0$ is obviously

$$\mathbf{\sigma}^{(0)}_a = [\sigma_{11} \sigma_{22} \sigma_{12} 0]^T,$$

(73)
in which the zero entry results from \( \omega_3 \) being a rigid motion amplitude. For \( m = 2, 3 \) the conjugacy condition is

\[
(\sigma^{(m)})^T \epsilon^{(m)} = (\sigma^{(m)}_c)^T \epsilon^{(m)} = (\sigma^{(m)}_r)^T \epsilon^{(m)}.
\]  

(74)

It is important to use here \( \epsilon^{(m)}_c \) instead of \( \epsilon^{(m)} \) to get the correct result. Application of (74) gives the reduced stress C-vectors as

\[
\sigma^{(2)}_r(g) = \begin{bmatrix} \sigma_{11,11} & \frac{2}{\theta^2} \sigma_{11,12} & \sigma_{12,11} & \sigma_{12,22} \\
\frac{2}{\theta^2} \sigma_{11,12} & \sigma_{22,22} & \sigma_{22,11} & \sigma_{22,22} \\
\sigma_{12,22} & \sigma_{22,11} & \sigma_{12,11} & \sigma_{12,22} \\
\end{bmatrix}^T,
\]

\[
\sigma^{(3)}_r(g) = \begin{bmatrix} \sigma_{11,11} & \frac{3}{\theta^2} \sigma_{11,112} & \sigma_{12,111} & \sigma_{12,222} \\
\frac{3}{\theta^2} \sigma_{11,112} & \sigma_{22,222} & \sigma_{22,111} & \sigma_{22,222} \\
\sigma_{12,222} & \sigma_{22,111} & \sigma_{12,111} & \sigma_{12,222} \\
\end{bmatrix}^T.
\]

(75)

(76)

The modified stresses in the foregoing expressions are

\[
\tilde{\sigma}_{11,22} = \sigma_{11,22} + 2\sigma_{12,12}, \quad \tilde{\sigma}_{22,11} = \sigma_{22,11} + 2\sigma_{12,12},
\]

\[
\tilde{\sigma}_{12,12} = \sigma_{11,12} + \sigma_{12,112}, \quad \tilde{\sigma}_{12,222} = \sigma_{12,222} + 3\sigma_{12,122},
\]

\[
\tilde{\sigma}_{22,111} = \sigma_{22,111} + 3\sigma_{12,112}, \quad \tilde{\sigma}_{22,111} = \sigma_{22,111} + \sigma_{12,122}.
\]

(77)

By analogy with (70), the linkage of the reduced stress vectors (75) and (76) to the full ones can be expressed in matrix form as

\[
\sigma^{(m)}(g) = H^{(m)}_{\sigma r} \sigma^{(m)}_r(g), \quad \sigma^{(m)}_r(g) = H^{(m)}_{r \sigma} \sigma^{(m)}(g),
\]

(78)

The linkage matrices in (78) are related to those of (70) by

\[
H^{(m)}_{\sigma r} = (H^{(m)}_{r \sigma})^T, \quad H^{(m)}_{r \sigma} = (H^{(m)}_{\sigma r})^T,
\]

(79)

both of which follow directly from (74).

### 5.4 Strain-Displacement Relations

A strain derivative C-vector \( \epsilon^{(m)}(m \geq 0) \) can be linked to the corresponding displacement derivative C-vector \( u^{(m+1)} \) through matrix transformations. These transformations and their inverses are denoted as

\[
\epsilon^{(m)} = T^{(m)}_{\epsilon u} u^{(m+1)}, \quad u^{(m+1)} = T^{(m)}_{u \epsilon} \epsilon^{(m)},
\]

(80)

for \( m \geq 0 \). For augmented or reduced strain C-vectors the notation is slightly altered to

\[
\epsilon^{(m)}_a = T^{(m)}_{\epsilon u a} u^{(m+1)}, \quad u^{(m+1)} = T^{(m)}_{u \epsilon a} \epsilon^{(m)},
\]

\[
\epsilon^{(m)}_r = T^{(m)}_{\epsilon u r} u^{(m+1)}, \quad u^{(m+1)} = T^{(m)}_{u \epsilon r} \epsilon^{(m)},
\]

(81)

in which the subscript \( a \) or \( r \) flags an augmented or reduced C-vector, respectively. For \( m = 0 \) through 3, \( \epsilon^{(m)} \) has dimension 3, 6, 9 and 12, whereas \( u^{(m+1)} \) has dimension 4, 6, 8 and 10. The matrices \( T^{(m)}_{\epsilon u r} \) of (80) are dimensioned \( 3 \times 4, 6 \times 6, 9 \times 8 \), and \( 12 \times 10 \), respectively, so they are not square for \( m = 0 \) and \( m \geq 2 \). To get their inverses, which are needed for further derivations later, generalized inverses would be required. This can be avoided by using the augmented strain vector (73) for \( m = 0 \) and the reduced strain vectors (75) and (76) for \( m = 2, 3 \). The strain-displacement transformation matrices and their
inverses obtained after those modifications follow. (In these equations, \( k, k_1 \) and \( k_2 \) are the displacement C-vector MDCC introduced in 4.1.)

For order \( m = 0 \), using the augmented strain vector of (73):

\[
[T^{(0)}_{eua}] = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 & 0 \\
0 & -1 & 1 & 0 & 0
\end{bmatrix}
\]

\[
[T^{(0)}_{u_ea}] = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0
\end{bmatrix}
\]

(82)

For order \( m = 1 \) no augmentation or reduction is necessary:

\[
[T^{(1)}_{eua}] = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & k & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
[T^{(1)}_{u_e}] = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & k & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

(83)

For \( m = 2 \), using the reduced strain vector of (75):

\[
[T^{(2)}_{eua}] = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{k}{g} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
[T^{(2)}_{u_ear}] = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{k}{g} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

(84)
For \( m = 3 \), using the reduced strain vector of (76):

\[
\begin{align*}
T_{\epsilon u}^{(3)} &= \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{g}{k_1} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{g}{k_2} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{k_1} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{k_1} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{g}{k_2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{g}{k_1} & 0 \\
0 & \frac{1}{k_1} & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{bmatrix}, \\
T_{\sigma r}^{(3)} &= \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{k_1}{g} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{k_2}{g} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & k_1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{g} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{g} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & k_2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}.
\end{align*}
\]

For \( m = 2, 3 \), full strain vectors can be recovered using the transformation matrices in (70).

### 5.5 Rotated Strain Transformations

Vector-cast strain and stress derivatives of order \( m \) at a rotated angle \( \varphi \) are denoted by \( \epsilon_{\varphi}^{(m)} \) and \( \sigma_{\varphi}^{(m)} \), respectively. If \( \varphi = 0 \), the angle subscript may be omitted. For \( m = 2, 3 \) a generic MDCC can be optionally shown as an argument, as in \( \epsilon_{\varphi}^{(m)}(g) \). The transformation from \( \varphi = 0 \) to arbitrary \( \varphi \) is written

\[
\epsilon_{\varphi}^{(m)} = T_{\epsilon \varphi}^{(m)} \epsilon^{(m)}, \quad \sigma_{\varphi}^{(m)} = T_{\sigma \varphi}^{(m)} \sigma^{(m)}.
\]

(86)

Here \( \epsilon_{\varphi}^{(m)} \) and \( \epsilon^{(m)} \) denotes the full strain and stress C-vectors, respectively. Superscripts may be omitted if \( m = 0 \). Additional subscripts are inserted for reduced and augmented C-vectors. E.g., for the reduced strain and stress C-vectors used if \( m = 2, 3 \):

\[
\epsilon_{\varphi r}^{(m)} = T_{\epsilon \varphi r}^{(m)} \epsilon_{r}^{(m)}, \quad \sigma_{\varphi r}^{(m)} = T_{\sigma \varphi r}^{(m)} \sigma_{r}^{(m)}.
\]

(87)

Sometimes it is necessary to show the rotation angle explicitly as argument. For example to state the angle-sum and angle-reversal properties:

\[
T_{\epsilon r}^{(m)}(\varphi_1 + \varphi_2) = T_{\epsilon r}^{(m)}(\varphi_1) T_{\epsilon r}^{(m)}(\varphi_2), \quad \Rightarrow \quad T_{\epsilon r}^{(m)}(\varphi) T_{\epsilon r}^{(m)}(-\varphi) = I.
\]

(88)

The latter shows that the inverse is obtained simply by reversing \( \varphi \). For symbolic computations it is convenient to reuse the displacement derivative transformations listed in 5.4. This is done by expressing \( T_{\epsilon}^{(m)} \) as

\[
T_{\epsilon \varphi}^{(m)} = T_{\epsilon u}^{(m)} T_{u \varphi r}^{(m+1)} (T_{u \varphi u}^{(m)})^{-1} = T_{\epsilon u}^{(m)} T_{u \varphi r}^{(m+1)} T_{u \epsilon}^{(m)}.
\]

(89)
in which only $T^{(m+1)}_{\varphi}$ depends on $\varphi$. If $m = 0$ we use the augmented strain vector whereas if $m \geq 2$ we use the reduced strain vectors, so as to keep all $T_{\varphi}$ matrices square and possessing ordinary inverses. If matrices depend on MDCC such as $k$, $k_1$, $k_2$ and $g$, it is important to display the appropriate coefficients in all matrices. Any MDDC coefficients in $T^{(m+1)}_{\varphi}$ disappear on executing the transformation, and only $g$ remains for $m = 2, 3$. A list of strain transformation matrices follow that account for arbitrary $g$ if $m \geq 2$.

For $m = 0$, using the augmented strain vector (63):

$$T^{(0)}_{\varphi} = T_{\varphi} = \frac{1}{2} \begin{bmatrix} 1 + c_2 & 1 - c_2 & s_2 & 0 \\ 1 - c_2 & 1 + c_2 & -s_2 & 0 \\ -2s_2 & 2s_2 & 2c_2 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad (90)$$

The configuration of the fourth row and column reflects the fact that $\omega_3$ is invariant under $z$ rotation. The upper $3 \times 3$ principal minor of $T_{\varphi}$ is the “strain rosette transformation” of experimental mechanics [3]. The next ones are not so well known. For $m = 1$:

$$T^{(1)}_{\varphi} = \frac{1}{4} \begin{bmatrix} a_1 & b_3 & a_4 & b_2 & b_3 & a_4 \\ -b_3 & a_1 & -b_2 & a_4 & -a_4 & b_3 \\ a_4 & b_2 & a_1 & b_3 & -b_3 & -a_4 \\ -b_2 & a_4 & -b_3 & a_1 & a_4 & -b_3 \\ -2b_3 & -2a_4 & 2b_3 & 2a_4 & 2a_3 & -2b_3 \\ 2a_4 & -2b_3 & -2a_4 & 2b_3 & 2b_4 & 2a_3 \end{bmatrix}, \quad (91)$$

in which

$$a_1 = 3c + c_3, \quad a_2 = 3c - c_3, \quad a_3 = c + c_3, \quad a_4 = c - c_3,$$

$$b_1 = 3s + s_3, \quad b_2 = 3s - s_3, \quad b_3 = s + s_3, \quad b_4 = s - s_3. \quad (92)$$

For $m = 2$:

$$T^{(2)}_{\varphi} = \frac{1}{8} D^{(2)}_g (D^{(2)}_g)^{-1}, \quad (93)$$

in which

$$D^{(2)}_g = \text{diag}[1, g/2, 1, 1, g/2, 1, 1, 1],$$

and the auxiliary variables are

$$d_1 = 3 + 4c_2 + c_4, \quad d_2 = 1 - c_4, \quad d_3 = 3 - 4c_2 + c_4, \quad d_4 = 1 + 4c_2 + 3c_4,$$

$$d_5 = 1 - 4c_2 + 3c_4, \quad d_6 = 1 + 2c_2 + c_4, \quad d_7 = 1 - 4c_2 + c_4, \quad d_8 = 1 + c_4, \quad \text{and}$$

$$e_1 = 2s_2 + s_4, \quad e_2 = 2s_2 - s_4, \quad e_3 = 2s_2 + 3s_4, \quad e_4 = 2s_2 - 3s_4. \quad (94)$$
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For $m = 3$:

\[
\mathbf{T}_{er}^{(3)} = \frac{1}{16} \mathbf{D}_g^{(3)} \mathbf{T}_{e}^{(3)} = \frac{1}{16} \mathbf{D}_g^{(3)}
\]

in which $\mathbf{D}_g^{(3)} = \text{diag}[1, g/3, g/3, 1, 1, g/3, g/3, 1, 1, 1]$, and the auxiliary variables are

\[
\begin{align*}
 f_1 &= 10c + 5c_3 + c_5, \\
 f_2 &= 2c - c_3 - c_5, \\
 f_3 &= 2c - 3c_3 + c_5, \\
 f_4 &= c + 2c_3 + c_5, \\
 f_5 &= c - c_5, \\
 f_6 &= 2c - c_3 - c_5, \\
 f_7 &= c_3 - c_5, \\
 f_8 &= 2c + 3c_3 + c_5, \\
 f_9 &= 6c + 7c_3 + 3c_5, \\
 f_{10} &= 3c - c_5, \\
 f_{11} &= 2c - 5c_3 + 3c_5, \\
 f_{12} &= c - c_3 + 2c_5, \\
 f_{13} &= 4c + 3c_3 + c_5, \\
 g_1 &= 2s + 3s_3 + s_5, \\
 g_2 &= 2s + s_3 - s_5, \\
 g_3 &= 10s - 5s_3 + s_5, \\
 g_4 &= s_3 + s_5, \\
 g_5 &= s - s_5, \\
 g_6 &= s - 2s_3 + s_5, \\
 g_7 &= 2s - 3s_3 + 3s_5, \\
 g_8 &= 6s - 7s_3 + 3s_5, \\
 g_9 &= 2s + 5s_3 + 3s_5, \\
 g_{10} &= s + 3s_3 + 2s_5, \\
 g_{11} &= 4s - 3s_3 + s_5,
\end{align*}
\]

If the strain C-vector is binomial, that is $g = m$ for $m = 2, 3$, the $\mathbf{D}_g^{(m)}$ diagonal scaling matrices in (93) and (95) reduce to the identity and may be dropped.

To pass from reduced to full strain C-vectors for $m = 2, 3$, use the first of (70) to get $\mathbf{T}_{e}^{(m)} = \mathbf{H}_{e}^{(m)} \mathbf{T}_{e}^{(m)} \mathbf{H}_{e}^{(m)}$ for $m = 2, 3$. The expanded transformation matrix depends on the choice of generalized inverse. Alternatively (89) could be used.

### 5.6 Rotated Stress Transformations

Strain and stress transformation matrices are linked by conjugacy constraints that require

\[
\left( \mathbf{T}_{\sigma \varphi}^{(m)} \right)^T \mathbf{T}_{\sigma \varphi}^{(m)} = \mathbf{I}, \quad \Rightarrow \quad \mathbf{T}_{\sigma \varphi}^{(m)} = \left( \mathbf{T}_{\epsilon \varphi}^{(m)} \right)^{-1}.
\]

with an analogous constraint for reduced and augmented vectors. So if $\mathbf{T}_{\epsilon \varphi}^{(m)}$ is known, to get the corresponding stress transformation, replace $\varphi$ by $-\varphi$ and transpose it. The transverse stress $\sigma_{33}$ is invariant with respect to $\varphi$ and is not considered in the transformations since it depends on constitutive properties. This is further studied in the section dealing with pressure.

For $m = 0$, using unaugmented stress-strain C-vectors and the upper 3x3 principal minor of (90), we get

\[
\mathbf{T}_{\sigma \varphi}^{(0)} = \mathbf{T}_{\sigma \varphi} = \frac{1}{2} \begin{bmatrix}
 1 + c_2 & 1 - c_2 & 2s_2 \\
 1 - c_2 & 1 + c_2 & -2s_2 \\
 -s_2 & s_2 & c_2
\end{bmatrix},
\]

\[23\]
which is the plane stress transformation of structural mechanics [3] (note that \( \frac{1}{2}(1 + c_2) = \cos^2 \varphi \), and \( \frac{1}{2}(1 - c_2) = \sin^2 \varphi \).) The sum \( \sigma_{11} + \sigma_{22} \) is invariant. For \( m = 1 \) we get

\[
\mathbf{T}_{\sigma \varphi}^{(1)} = \frac{1}{4} \begin{bmatrix}
    a_1 & b_3 & a_4 & b_2 & 2b_3 & 2a_4 \\
    -b_3 & a_1 & -b_2 & a_4 & -2a_4 & 2b_3 \\
    a_4 & b_2 & a_1 & b_3 & -2b_3 & -2a_4 \\
    -b_2 & a_4 & -b_3 & a_1 & 2a_4 & -2b_3 \\
    -b_3 & -a_4 & b_3 & a_4 & 2a_3 & 2b_4 \\
    a_4 & -b_3 & -a_4 & b_3 & -2b_4 & 2a_3
\end{bmatrix}
\]

(99)
in which \( a_i \) and \( b_i \) are given by (92). Comparing \( \mathbf{T}_{\sigma \varphi}^{(0)} \) and \( \mathbf{T}_{\sigma \varphi}^{(1)} \) to the corresponding strain transformations, an obvious pattern emerges: the sine-cosine entries repeat but their coefficients transpose. For \( m = 2, 3 \) the same pattern holds but is complicated by the presence of \( g \).

### 5.7 Linear Invariants

By analogy with 4.8, a linear invariant of the strain derivative tensor of order \( m \) is a scalar

\[
I_{\epsilon}^{(m)} = \left( \mathbf{w}_{\epsilon}^{(m)} \right)^T \mathbf{e}^{(m)}, \quad \mathbf{w}_{\epsilon}^{(m)} \neq 0,
\]

(100)
that remains unchanged when \( \mathbf{e}^{(m)} \) is rotated. Here \( \mathbf{w}_{\epsilon}^{(m)} \) is an invariant weight vector that is independent of \( \varphi \). If the only solution is \( \mathbf{w}_{\epsilon}^{(m)} = 0 \), there are no linear invariants for order \( m \). Because of (89), linear strain invariants of order \( m \) are expected to be closely related to those of displacement derivatives of order \( m + 1 \), which were covered in 4.8. So only a brief summary of results is given. For \( m \in [0, 3] \) linear invariants only exist for \( m = 0, 2 \), and there are two of each:

\[
\begin{align*}
I_{\epsilon}^{(0)} &= \epsilon_{11} + \epsilon_{22} = \epsilon_v, \quad I_{\epsilon}^{(0)}_{(2)} = 2\omega_3, \\
I_{\epsilon}^{(2)} &= \epsilon_{11,11} + \epsilon_{11,22} + \epsilon_{22,11} + \epsilon_{22,22} = \Delta \epsilon_v, \\
I_{\epsilon}^{(2)}_{(2)} &= 2\epsilon_{11,12} - 2\epsilon_{22,12} + \gamma_{12,11} + \gamma_{12,22} = 2\Delta \omega_3.
\end{align*}
\]

(101)
These are in one-to-one correspondence with those in (42). Of these, \( I_{\epsilon}^{(0)}_{(2)} \) only appears because of the strain C-vector augmentation (73), since \( \omega_3 \) is not a deformational strain. If the unaugmented 3-vector \( \epsilon^{(0)} \) is used, that invariant disappears.

### 5.8 Quadratic Invariants

A quadratic invariant of the strain derivative tensor of order \( m \) is a quadratic form scalar

\[
J_{\epsilon}^{(m)} = \left( \mathbf{e}^{(m)} \right)^T \mathbf{W}_{\epsilon}^{(m)} \mathbf{e}^{(m)},
\]

(102)
that remains unchanged when \( \mathbf{e}^{(m)} \) is rotated. Here \( \mathbf{W}_{\epsilon}^{(m)} \) is a nonzero invariant weight matrix, which is independent of \( \varphi \). The necessary developments to compute these invariants are covered in 4.9, and need
choices. The following expressions result from using that software with unreliable, as the results may contain superfluous parameters.

If the strain vector is not augmented, the Sylvester equation equivalent to (44) is

\[
W^{(0)}_{\epsilon a} = \begin{bmatrix}
\eta_1 & \eta_1 - 2\eta_2 & 0 & \eta_3 \\
\eta_1 - 2\eta_2 & \eta_1 & 0 & \eta_3 \\
0 & 0 & \eta_2 & 0 \\
\eta_3 & \eta_3 & 0 & \eta_4
\end{bmatrix},
\]

(103)

If the strain vector is not augmented, \(W^{(0)}_{\epsilon a}\) is the upper 3 x 3 principal minor of the matrix (103), and has only 2 free parameters.

\[
W^{(1)}_{\epsilon} = \begin{bmatrix}
\xi_1 & 2\eta_2 & \eta_3 & 0 & -\eta_2 & \eta_4 \\
2\eta_2 & \xi_2 & 0 & \eta_3 & \eta_1 & \eta_2 \\
\eta_3 & 0 & \xi_2 & -2\eta_2 & -\eta_2 & \eta_1 \\
0 & \eta_3 & -2\eta_2 & \xi_1 & \eta_4 & \eta_2 \\
-\eta_2 & \eta_1 & -\eta_2 & \eta_4 & \eta_5 & 0 \\
\eta_4 & \eta_2 & \eta_1 & \eta_2 & 0 & \eta_5
\end{bmatrix}
\]

(104)

\[
W^{(2)}_{\epsilon r} = \begin{bmatrix}
\eta_1 & 2\eta_2 & \eta_3 & \xi_3 & 2\eta_4 & \xi_4 & -\eta_2 & -\eta_4 \\
2\eta_2 & \xi_5 & 2\eta_4 & -2\eta_4 & \xi_6 & -2\eta_4 & \eta_6 & \eta_5 \\
\eta_3 & 2\eta_2 & \xi_7 & \xi_8 & 2\eta_4 & \xi_3 & \eta_4 & \eta_2 \\
\xi_3 & -2\eta_4 & \xi_7 & -2\eta_2 & \eta_3 & -\eta_2 & -\eta_4 \\
2\eta_4 & \xi_8 & 2\eta_4 & -2\eta_2 & \xi_5 & -2\eta_2 & \eta_5 & \eta_6 \\
\xi_4 & -2\eta_4 & \xi_3 & \eta_3 & -2\eta_2 & \eta_1 & \eta_4 & \eta_2 \\
-\eta_2 & \eta_1 & -\eta_2 & \eta_5 & \eta_4 & \eta_8 & \eta_7 \\
-\eta_4 & \eta_5 & \eta_2 & -\eta_4 & \eta_6 & \eta_7 & \eta_8
\end{bmatrix}
\]

(105)

\[
W^{(3)}_{\epsilon r} = \begin{bmatrix}
\eta_1 & 2\eta_2 & \eta_3 & \eta_4 & \eta_5 & -\eta_4 & \xi_9 & 0 & -\eta_2 & \eta_6 \\
2\eta_2 & \xi_10 & 3\eta_2 & \eta_7 & \xi_11 & \xi_12 & 0 & \xi_9 & \xi_13 & \eta_4 \\
\eta_3 & 3\eta_2 & \xi_14 & \xi_15 & \xi_16 & 0 & \xi_12 & \eta_4 & -\eta_4 & \eta_8 \\
\eta_4 & \eta_7 & \xi_15 & \xi_18 & 0 & \xi_16 & \xi_17 & \eta_5 & \xi_19 & \eta_2 \\
\eta_5 & \xi_11 & \xi_16 & 0 & \xi_18 & \xi_20 & \eta_7 & -\eta_4 & -\eta_2 & \xi_19 \\
-\eta_4 & \xi_12 & 0 & \xi_16 & \xi_20 & \xi_14 & -3\eta_2 & \eta_3 & \eta_8 & \eta_4 \\
\xi_9 & 0 & \xi_12 & \xi_17 & \eta_7 & -3\eta_2 & \xi_10 & -2\eta_2 & -\eta_4 & \xi_13 \\
0 & \xi_9 & \eta_4 & \eta_5 & -\eta_4 & \eta_3 & -2\eta_2 & \eta_1 & \eta_6 & \eta_2 \\
-\eta_2 & \xi_13 & -\eta_4 & \xi_19 & -\eta_2 & \eta_8 & -\eta_4 & \eta_6 & \eta_9 & 0 \\
\eta_6 & \eta_4 & \eta_8 & \eta_2 & \xi_19 & \eta_4 & \xi_13 & \eta_2 & 0 & \eta_9
\end{bmatrix}
\]

(106)
The auxiliary variables in the last three matrices are
\[
\begin{align*}
\xi_1 &= \eta_1 + \eta_3 + \eta_4 + 2\eta_5, \\
\xi_2 &= -\eta_1 + \eta_3 - \eta_4 + 2\eta_5, \\
\xi_3 &= \eta_1 - \eta_3 - 2\eta_3, \\
\xi_4 &= \eta_3 - \eta_5 - 2\eta_7, \\
\xi_5 &= 2\eta_1 - 2(\eta_3 + \eta_6), \\
\xi_6 &= 2\eta_1 - 2(\eta_3 + \eta_6) + 4\eta_7 - 4\eta_8, \\
\xi_7 &= \eta_1 - 2\eta_5 - 2\eta_7 + 2\eta_8, \\
\xi_8 &= \eta_3 - \eta_5 + 2\eta_6 - 4\eta_7 + 2\eta_8, \\
\xi_9 &= 3\eta_6 + \eta_7 - 2\eta_8, \\
\xi_{10} &= \eta_1 - 2\eta_3 + 2\eta_5 + 4\eta_9, \\
\xi_{11} &= -\eta_2 + 2\eta_4, \\
\xi_{12} &= \eta_3 + 3\eta_5 - 12\eta_6 - 3\eta_7 + 4\eta_8, \\
\xi_{13} &= \eta_1 - \eta_5 - 2\eta_9, \\
\xi_{14} &= 3\eta_1 - 2\eta_3 - 3\eta_5 + 12\eta_6 + 3\eta_7 - 4\eta_8 - 3\eta_9, \\
\xi_{15} &= 3\eta_1 - \eta_3 + \eta_5 - 2\eta_9, \\
\xi_{16} &= \eta_1 - 2\eta_3 + 3\eta_6 - 2\eta_8 + 3\eta_9, \\
\xi_{17} &= \eta_2 - 2\eta_4, \\
\xi_{18} &= \eta_3 - \eta_6 - \eta_7 + \eta_8, \\
\xi_{19} &= \eta_3 - \eta_6 + \eta_7 + \eta_8, \\
\xi_{20} &= -3\eta_2 + \eta_4.
\end{align*}
\]

If the strain C-vector is not flat, diagonal scaling should be applied as necessary.

Instantiation of \(W_{ia}^{(0)}\) by setting the \(\eta_i\) to \(\{1, 0, 0, 0\}, \{1, \frac{1}{2}, 0, 0\}, \{0, 0, 1, 0\},\) and \(\{0, 0, 0, 1\}\) in turn yields well known invariants:
\[
\begin{align*}
J_{i(1)}^{(0)} &= (\epsilon_{11} + \epsilon_{22})^2 = \epsilon^2, \\
J_{i(2)}^{(0)} &= \epsilon_{11}\epsilon_{22} - \frac{1}{4}\gamma_{12}^2, \\
J_{i(3)}^{(0)} &= \epsilon_3^2\omega_3\epsilon_{i(1)}^{(0)} = \omega_3^2,
\end{align*}
\]
in which \(\epsilon\) denotes the volumetric strain. The first two are the squared trace and determinant, respectively, of the \(2 \times 2\) strain tensor, and are the strain equivalents of (52). The last two disappear if the unaugmented strain C-vector (54) is used. The “Von Mises-Odqvist strain invariant” (also called equivalent strain) \(\tilde{\epsilon} = \frac{2}{3}\sqrt{\epsilon_{ij}\epsilon_{ij}}\) that shows up in the simplest strain-hardening plasticity model [24, 28] is related to the first two of (108) through \(\epsilon_{ij}\epsilon_{ij} = \epsilon_{11}^2 + \epsilon_{22}^2 + \frac{1}{2}\gamma_{12}^2 = J_{i(1)}^{(0)} - 2J_{i(2)}^{(0)}\).

For \(m = 1\) the task of producing compact base invariants is a bit more involved. Setting the five \(\eta_i\) to \(\{0, 0, 1, 0, 0\}, \{0, 0, 2, 0, -1\}, \{-1, 0, 0, 2, 0\}, \{1, 0, 0, 0, 0\},\) and \(\{0, 0, 0, 0, 0, \frac{1}{7}\}\) gives
\[
\begin{align*}
J_{i(1)}^{(1)} &= (\epsilon_{111} + \epsilon_{221})^2 + (\epsilon_{112} + \epsilon_{222})^2 = \text{div}^2 e, \\
J_{i(2)}^{(1)} &= 4\epsilon_{111}\epsilon_{221} + 4\epsilon_{112}\epsilon_{222} - \gamma_{121}^2 - \gamma_{122}^2, \\
J_{i(3)}^{(1)} &= 2(\gamma_{122}(\epsilon_{111} - \epsilon_{221}) + \gamma_{121}(-\epsilon_{112} + \epsilon_{222})), \\
J_{i(4)}^{(1)} &= \epsilon_{111}^2 - \epsilon_{112}^2 - \epsilon_{221}^2 + \epsilon_{222}^2 + 2\gamma_{121}\epsilon_{112} + 2\gamma_{122}\epsilon_{221}, \\
J_{i(5)}^{(1)} &= \epsilon_{111}^2 + \epsilon_{112}^2 + \epsilon_{221}^2 + \epsilon_{222}^2 + \frac{1}{2}\gamma_{121}^2 + \frac{1}{2}\gamma_{122}^2.
\end{align*}
\]

These can be shown to be linear combinations of the five Toupin invariants [50]: \(\epsilon_{ijj}\epsilon_{ikk}, \epsilon_{iik}\epsilon_{kjj}, \epsilon_{ijk}\epsilon_{jik}, \epsilon_{ijk}\epsilon_{jik},\) and \(\epsilon_{ijk}\epsilon_{kji},\) in which \(i, j, k\) range over 1,2. But the forms (109) have fewer terms while the first one has a simple physical meaning.

No attempt was made to find compact base invariants for \(m = 2\) and \(m = 3\).

### 5.9 Stress Invariants

Stress derivatives do not occur directly in single-field FIC functionals, and appear only indirectly through the pressure in mixed functionals for incompressible or quasi-incompressible media. For that reason their
invariants are not tabulated here. Should they be required, previous results for strains can be reused if
conjugate stress C-vectors are used; this is particularly important for orders \( m \geq 2 \) to account for reduced
strain forms. If that is done, the reuse consists of formally replacing \( \epsilon_{11}, \epsilon_{22} \) and \( \frac{1}{2} \gamma_{12} \) by \( \sigma_{11}, \sigma_{22} \) and
\( \sigma_{12} \), respectively, whereas \( \omega_3 \), if it appears, should be replaced by zero. For example:
\[
I_{\sigma(1)}^{(0)} = \sigma_{11} + \sigma_{22}, \quad J_{\sigma(2)}^{(0)} = \sigma_{11} \sigma_{22} - \sigma_{12}^2. 
\]
The more important pressure derivatives are fully covered in
the next section.

### 6 Pressure and Volumetric Strain

The volumetric strain \( e \) and pressure \( p \) (also called mean stress) are defined as the scalars
\[
e = \epsilon_{11} + \epsilon_{22} + \epsilon_{33} = \epsilon_{11} + \epsilon_{22}, \quad p = \frac{1}{3}(\sigma_{11} + \sigma_{22} + \sigma_{33}), \quad (110)
\]
They are considered together in this Section because they appear as conjugate quantities in mixed vari-
ational principles of Herrmann type \[21\]. For isotropic materials, which are the only ones considered
here, the pressure transformations in terms of inplane stresses necesssarily involve Poisson’s ratio, since
\[
\sigma_{33} = -\nu (\sigma_{11} + \sigma_{22}), \quad (111)
\]
For pressure derivatives it is assumed that \( \nu \) is constant throughout, whence it does not appear in the
pressure transformations listed in 6.2.

For order zero the C-vectors are simply \( e^{(0)} = [e] \) and \( p^{(0)} = [p] \). For orders \( m = 1, 2, 3 \) their configura-
tions are
\[
e^{(1)} = \begin{bmatrix} e_1 & e_2 \end{bmatrix}^T, \quad (112)
\]
\[
e^{(2)} = \begin{bmatrix} e_{11} & g e_{12} & e_{22} \end{bmatrix}^T, \quad (113)
\]
\[
e^{(3)} = \begin{bmatrix} e_{111} & g e_{112} & g e_{122} & e_{222} \end{bmatrix}^T, \quad (114)
\]
\[
p^{(1)} = \begin{bmatrix} p_1 & p_2 \end{bmatrix}^T, \quad (115)
\]
\[
p^{(2)} = \begin{bmatrix} p_{11} & \frac{2}{3} p_{1,12} & \frac{2}{3} p_{1,22} & p_{22} \end{bmatrix}^T, \quad (116)
\]
\[
p^{(3)} = \begin{bmatrix} p_{111} & \frac{2}{3} p_{1,112} & \frac{2}{3} p_{1,122} & p_{222} \end{bmatrix}^T, \quad (117)
\]
The value of \( g \) for \( m = 2, 3 \) must the same as that chosen for strains and stresses; the most common
choice being \( g = m \).

Transformations of \( e^{(m)} \) and \( p^{(m)} \) under a rotation angle \( \varphi \) are denoted by
\[
e^{(m)}_{\varphi} = T^{(m)}_e e^{(m)}, \quad p^{(m)}_{\varphi} = T^{(m)}_p p^{(m)}, \quad (118)
\]
in which $T^{(m)}_e$ and $T^{(m)}_p$ has order $m + 1$. These matrices can be easily computed by doing congruential transformations on the strain and stress transformations. For that introduce the matrices

$$Z^{(0)} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 & 0 \end{bmatrix}, \quad Z^{(1)} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 0 & 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 & 0 \end{bmatrix},$$

$$Z^{(2)} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 1 & 0 \end{bmatrix},$$

$$Z^{(3)} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \end{bmatrix},$$

These verify the orthonormality property $(Z^{(m)}_e)^T Z^{(m)}_e = I_{m+1}$. Then for $m = 1, 2, 3$ we get

$$T^{(m)}_e = Z^{(m)}_e (Z^{(m)}_e)^T, \quad T^{(m)}_p = Z^{(m)}_p (Z^{(m)}_p)^T. \tag{120}$$

in which the $T^{(m)}_e$ and $T^{(m)}_p$ matrices are listed in 5.5 and 5.6, respectively. For $m = 0$ the unaugmented versions are used, whereas for $m = 2, 3$ the reduced forms are used.

### 6.1 Volumetric Strain Transformations

Applying the factors (119) as per the first of (120) gives $T^{(0)}_e = [1]$ as expected, and

$$T^{(1)}_e = \begin{bmatrix} c & s \\ -s & c \end{bmatrix}, \tag{121}$$

$$T^{(2)}_e(g) = \frac{1}{2} \begin{bmatrix} 1 + c_2 & 2s_2/g & 1 - c_2 \\ -s_2 g & 2c_2 & s_2 g \\ 1 - c_2 & -2s_2/g & 1 + c_2 \end{bmatrix}, \tag{122}$$

$$T^{(3)}_e(g) = \frac{1}{4} \begin{bmatrix} 3c + c_3 & 3(s + s_3)/g & 3(c - c_3)/g & 3s - s_3 \\ -(s + s_3)/g & c + 3c_3 & -s + 3s_3 & (c - c_3)g \\ (c - c_3)g & s - 3s_3 & c + 3c_3 & (s + s_3)g \\ -3s + s_3 & 3(c - c_3)/g & -3(s + s_3)/g & 3c + c_3 \end{bmatrix}. \tag{123}$$

### 6.2 Pressure Transformations

From the second of (120) we trivially obtain $T^{(0)}_p = [1]$ and

$$T^{(1)}_p = \begin{bmatrix} c & s \\ -s & c \end{bmatrix}, \tag{124}$$
\[
\mathbf{T}^{(2)}_p(g) = \frac{1}{2} \begin{bmatrix}
1 + c_2 & s_2 g & 1 - c_2 \\
-s_2 g & 2 e_2 & 2s_2 g \\
1 - c_2 & -s_2 g & 1 + c_2
\end{bmatrix},
\]
(125)
\[
\mathbf{T}^{(3)}_p(g) = \frac{1}{4} \begin{bmatrix}
(3c + c_3) & (s + s_3) g & (c - c_3) g & 3s - s_3 \\
-3(s + s_3)/g & c + 3c_3 & -s + 3s_3 & 3(c - c_3)/g \\
3(c - c_3)/g & s - 3s_3 & c + 3c_3 & 3(s + s_3)/g \\
-3s + s_3 & (c - c_3) g & -(s + s_3) g & 3c + c_3
\end{bmatrix}.
\]
(126)
The conjugacy condition is
\[
(\mathbf{T}^{(m)}_p)^T \mathbf{T}^{(m)}_e = \mathbf{I}_{m+1},
\]
(127)
which can be directly verified to hold for all \(m\) and any \(g \neq 0\).

### 6.3 Volumetric Strain Invariants

For the following calculations the binomial form of \(e^m\) was used for \(m \geq 2\). As regards linear invariants, for \(m = 0\) there is obviously the scalar \(e\). In the range \(m \in [1, 3]\), only the Laplacian of \(e\) appears at \(m = 2\):
\[
\mathbf{w}^{(2)}_e = \eta_1 \begin{bmatrix} 1 & 0 & 1 \end{bmatrix} \quad \Rightarrow \quad J^{(2)}_{11} = e_{,11} + e_{,22} = \Delta e.
\]
(128)
The set of quadratic invariants is richer. For \(m = 0\) there is the trivial one \(e^2\). For \(m = 1\) there is one:
\[
\mathbf{w}^{(1)}_e = \eta_1 \mathbf{I}_2 \quad \Rightarrow \quad J^{(1)}_{11} = e_{,11}^2 + e_{,22}^2.
\]
(129)
which is the Euclidean norm of the gradient \(\nabla e\). For \(m = 2\) the solution has two free parameters:
\[
\mathbf{w}^{(2)}_e = \begin{bmatrix}
\eta_1 & 0 & \eta_1 - 2\eta_2 \\
0 & \eta_2 & 0 \\
\eta_1 - 2\eta_2 & 0 & \eta_1
\end{bmatrix}.
\]
(130)
Setting \(\eta_1 = 1, \eta_2 = 0, \) and \(\eta_1 = 0, \eta_2 = 1\) we get
\[
J^{(2)}_{11} = e_{,11}^2 + 2e_{,11}e_{,22} + e_{,22}^2 = (\Delta e)^2, \quad J^{(2)}_{12} = 4(e_{,11}e_{,22} - e_{,12}^2).
\]
(131)
The second one is four times the determinant of the Hessian of \(e\).

For \(m = 3\) we get
\[
\mathbf{w}^{(3)}_e = \frac{1}{2} \begin{bmatrix}
\eta_1 & 0 & \eta_1 - 3\eta_2 & 0 \\
0 & \eta_2 & 0 & \eta_1 - 3\eta_2 \\
\eta_1 - 3\eta_2 & 0 & \eta_1 & 0 \\
0 & \eta_1 - 3\eta_2 & 0 & \eta_1
\end{bmatrix}.
\]
(132)
Setting \(\eta_1 = 1, \eta_2 = 0, \) and \(\eta_1 = 0, \eta_2 = 1\) we get
\[
J^{(3)}_{11} = e_{,111}^2 + 3e_{,111}e_{,122} + 3e_{,112}e_{,222} + e_{,222}^2, \quad J^{(3)}_{12} = 9(e_{,112}^2 - e_{,111}e_{,122} - e_{,112}e_{,222} + e_{,122}^2),
\]
(133)
the physical significance of which has not been worked out.
6.4 Pressure Invariants

The computations for pressures use the flat form of the C-vector. Results are identical to those found for volumetric strain — only the replacement of \( e \) by \( p \) is needed. The base invariants are tabulated for convenience:

\[
\begin{align*}
I_1^{(0)} & = p, \\
I_1^{(2)} & = p_{11} + p_{22} = \Delta p, \\
J_1^{(1)} & = p_{11}^2 + p_{22}^2 = ||\nabla p||^2, \\
J_1^{(2)} & = p_{11}^2 + 2 p_{11} p_{22} + p_{22}^2 = (\Delta p)^2, \\
J_2^{(2)} & = p_{11} p_{22} - p_{12}^2 = \det(\mathcal{H}(p)). \\
J_3^{(1)} & = p_{111}^2 + 3 p_{111} p_{122} + 3 p_{112} p_{222} + p_{222}^2, \\
J_3^{(2)} & = 9(p_{112}^2 - p_{111} p_{122} - p_{112} p_{222} + p_{122}^2).
\end{align*}
\]

in which \( \mathcal{H}(p) \) denotes the Hessian of \( p \) excluding the third dimension.

7 Bilinear And Quadratic FIC Forms

In the derivation of FIC functionals, stabilization terms configured as bilinear and quadratic forms repeatedly emerge:

\[
\begin{align*}
\text{B-forms: } & \mathbf{v}_1^T \mathbf{Q} \mathbf{v}_2, \\
\text{Q-forms: } & \mathbf{v}^T \mathbf{Q} \mathbf{v}, \quad (135)
\end{align*}
\]

in which \( \mathbf{v} \) are field C-vectors, and \( \mathbf{Q} \) are real-valued kernel matrices. In bilinear (B) forms, \( \mathbf{v}_1 \) and \( \mathbf{v}_2 \) must be conjugate, for example displacements and body force derivatives of the same order. (Normally a factor of \( \frac{1}{2} \) appears in front of a quadratic form, but it will be omitted for brevity.) For stabilization effectiveness, kernel matrices are usually taken to be symmetric; if so \( \mathbf{v}_1 \) and \( \mathbf{v}_2 \) can be interchanged in a bilinear form.

To reduce the effort in choosing a specific \( \mathbf{Q} \), it is convenient to constraint its entries so that the associated form value does not change under rotation. If so \( \mathbf{Q} \) is called an invariant kernel. For commonly occurring field combinations, invariant kernels are catalogued below for derivative orders 1 and 2, which are those that occur in FIC functionals truncated to \( O(h^2) \) step lengths. They were computed using the software presented in Appendix B. Subscripts S and D tag symmetric and diagonal versions of the kernel matrix, respectively, whereas \( \eta_i \) denote free parameters.
7.1 Forms Involving Displacements and/or Body Force Derivatives

Here \( k \) denotes the MDCC for \( m = 2 \). Quadratic form \((\mathbf{u}^{(1)})^T \mathbf{Q}^{(1)} \mathbf{u}^{(1)}\):

\[
\mathbf{Q}^{(1)}_S = \begin{bmatrix}
\eta_1 & -\eta_2 & \eta_2 & \eta_3 - \eta_4 \\
\eta_3 & \eta_4 & -\eta_2 & \eta_2 \\
& & \eta_3 & \eta_1 \\
& & & \eta_1 \\
\end{bmatrix}_{\text{symm}}, \quad \mathbf{Q}^{(1)}_D = \eta_1\mathbf{I}_4.
\]

Quadratic form \((\mathbf{u}^{(2)})^T \mathbf{Q}^{(2)} \mathbf{u}^{(2)}\):

\[
\mathbf{Q}^{(2)}_S = \begin{bmatrix}
\eta_1 & -\eta_2 & \xi_1 & k\eta_2 & \xi_2 & 0 \\
\eta_3 & \eta_5 & 0 & \xi_2 & 0 & \xi_2 \\
\eta_4 & 0 & \eta_5 & -k\eta_2 & 0 & \xi_1 \\
\eta_4 & \eta_2 & \eta_3 & \eta_2 & \eta_1 & \eta_1 \\
& & & & \eta_1 & \eta_1 \\
\end{bmatrix}_{\text{symm}}, \quad \mathbf{Q}^{(2)}_D = \eta_1 \, \text{diag} [1, 2/k^2, 1, 1, 2/k^2, 1].
\]

in which \( \xi_1 = \frac{1}{2}(\eta_1 - k^2\eta_3 + \eta_4) \) and \( \xi_2 = \eta_1/k - \eta_4/k - \eta_5 \). For the bilinear form \((\mathbf{b}^{(1)})^T \mathbf{Q}^{(1)} \mathbf{u}^{(1)}, \mathbf{Q}^{(1)}_S \) and \( \mathbf{Q}^{(1)}_D \) are the same as those in (136). Bilinear form \((\mathbf{b}^{(2)})^T \mathbf{Q}^{(2)} \mathbf{u}^{(2)}\):

\[
\mathbf{Q}^{(2)}_S = \begin{bmatrix}
\eta_1 & 0 & \eta_1 - \eta_2 & 0 & 0 & 0 \\
\eta_2 & 0 & 0 & 0 & 0 & 0 \\
\eta_1 & 0 & 0 & 0 & \eta_1 & \eta_1 \\
\eta_1 & 0 & \eta_1 - \eta_2 & 0 & 0 \\
\end{bmatrix}_{\text{symm}}, \quad \mathbf{Q}^{(2)}_D = \eta_1\mathbf{I}_6.
\]

Quadratic forms involving only body force derivatives do not occur in statics.

7.2 Forms Involving Pressure and/or Volumetric Strain Derivatives

Here \( g \) denotes the MDCC for \( m = 2 \). Quadratic form \((\mathbf{p}^{(m)})^T \mathbf{Q}^{(m)} \mathbf{p}^{(m)} \) for \( m = 1, 2 \):

\[
\mathbf{Q}^{(1)}_S = \eta_1\mathbf{I}_2, \quad \mathbf{Q}^{(2)}_S = \begin{bmatrix}
\eta_1 & 0 & \eta_1 - \frac{2\eta_2}{g} \\
0 & \eta_2 & 0 \\
\eta_1 - \frac{2\eta_2}{g^2} & 0 & \eta_1 \\
\end{bmatrix}, \quad \mathbf{Q}^{(2)}_D = \eta_1 \, \text{diag} [1, \frac{1}{2}g^2, 1].
\]

Quadratic form \((\mathbf{e}^{(m)})^T \mathbf{Q}^{(m)} \mathbf{e}^{(m)} \) for \( m = 1, 2 \):

\[
\mathbf{Q}^{(1)}_S = \eta_1\mathbf{I}_2, \quad \mathbf{Q}^{(2)}_S = \begin{bmatrix}
\eta_1 & 0 & \eta_1 - \frac{1}{2}g^2\eta_2 \\
0 & \eta_2 & 0 \\
\eta_1 - \frac{1}{2}g^2\eta_2 & 0 & \eta_1 \\
\end{bmatrix}, \quad \mathbf{Q}^{(2)}_D = \eta_1 \, \text{diag} [1, 2/g^2, 1].
\]

Bilinear form \((\mathbf{p}^{(m)})^T \mathbf{Q}^{(m)} \mathbf{e}^{(m)} \) for \( m = 1, 2 \):

\[
\mathbf{Q}^{(1)}_S = \eta_1\mathbf{I}_2, \quad \mathbf{Q}^{(2)}_S = \eta_1\mathbf{I}_3.
\]
8 Conclusions

The present paper has been devoted to building a catalog of field transformations and associated invariants for higher order spatial derivatives that appear in variational and weak formulations of Finite Increment Calculus (FIC). The main contributions of this study are as follows.

(I) All derivations are carried out in a matrix framework regardless of derivative order. This is accomplished by vector casting all fields. That framework is completely natural for FEM implementations based on either functional or weak FIC forms.

(II) For fields of order two or higher, mixed derivative casting coefficients (MDCC) are introduced in the C-vectors. This is the first study in which such coefficients are kept symbolic, allowing for adjusting their choice as convenient; e.g., to avoid carrying square roots along.

(III) Explicit consideration of compatibility equations in forming strain C-vectors. Those constraints, which emerge for second and higher strain and stress derivatives, have been largely ignored in the literature.

(IV) The strain-displacement relations for strain derivative orders \( \geq 2 \) are believed to be new.

(V) The calculation of invariants is carried out entirely in a matrix framework, avoiding any prior knowledge of tensor calculus. Once a rotational frame transformation is established, linear and quadratic invariants follow by solving matrix equations well studied in control theory. The method also works, with minor modifications, if the field is not a classical vector or tensor.

(VI) The spectral analysis of transformations presented in Appendix A is shown to explicitly illuminate the underlying invariant structure. Such symbolic eigenanalysis would be more difficult in a non-matrix framework.

The chief limitation is the restriction to two dimensions. This was done primarily for timeliness, spurred by the goal of applying results to 2D FIC models and quickly assessing the importance of invariance in the choice of steplengths. While extension to 3D is conceptually straightforward, it is expected to require more computational resources to do symbolic computations. The computer implementation presented in Appendix B should provide a starting point to achieve that goal.

Minor limitations involve the exclusion of rotational derivatives in the strain C-vectors as well as of terms that couple strain or displacement derivatives of different order. Such terms do appear in some multipolar constitutive models, but are not believed to be important for variational FIC.
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A  Spectral Properties

This Appendix presents information on eigenvalues and eigenvectors of tensor field transformations. The results are useful in providing understanding regarding invariance properties of those transformations.

A.1  Displacements And Body Forces

A.1.1  Characteristic Polynomials

Denote $\mathcal{P}(T^{(m)}) = \det (T^{(m)} - \lambda I_{2m+2})$, $j = \sqrt{-1}$, and use tag (*) to flag a multiplicity-2 root pair. Formulas tabulated below apply equally to $T^{(m)}_u$ and $T^{(m)}_b$:

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\mathcal{P}(T^{(m)})$</th>
<th>Roots of $\mathcal{P}(T^{(m)}) = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$1 + \lambda^2 - 2\lambda c$</td>
<td>$c \pm js$</td>
</tr>
<tr>
<td>1</td>
<td>$(1 - \lambda)^2 (1 + \lambda^2 - 2\lambda c_2)$</td>
<td>$1(*)$, $c_2 \pm js_2$</td>
</tr>
<tr>
<td>2</td>
<td>$(1 + \lambda^2 - 2\lambda c)^2 (1 + \lambda^2 - 2\lambda c_3)$</td>
<td>$c \pm js_2(*)$, $c_3 \pm js_3$</td>
</tr>
<tr>
<td>3</td>
<td>$(1 - \lambda)^2 (1 + \lambda^2 - 2\lambda c_2)^2 (1 + \lambda^2 - 2\lambda c_4)$</td>
<td>$1(<em>)$, $c_2 \pm js_2(</em>)$, $c_4 \pm js_4$</td>
</tr>
<tr>
<td>4</td>
<td>$(1 + \lambda^2 - 2\lambda c)^2 (1 + \lambda^2 - 2\lambda c_3)^2 (1 + \lambda^2 - 2\lambda c_5)$</td>
<td>$c \pm js_2(<em>)$, $c_3 \pm js_3(</em>)$, $c_5 \pm js_5$</td>
</tr>
</tbody>
</table>

Because of (29), all expressions are MDCC independent.

A.1.2  Spectral Decompositions

Three equivalent forms of the spectral decomposition of displacement transformation matrices are

$$T^{(m)}_u V^{(m)}_{uR} = V^{(m)}_{uR} S^{(m)}_u, \quad S^{(m)}_u = V^{(m)}_L T^{(m)}_u V^{(m)}_R, \quad T^{(m)}_u = V^{(m)}_{uR} S^{(m)}_u V^{(m)}_{uL}, \quad \text{with } V^{(m)}_R V^{(m)}_L = I.$$

(143)

Here $S^{(m)}_u$ is the diagonal matrix of eigenvalues of $\hat{T}^{(m)}_u$, $V^{(m)}_{uR}$ the matrix of right eigenvectors stored as columns, and $V^{(m)}_{uL}$ the matrix of left eigenvectors stored as rows. The diagonal entries of $S^{(m)}_u$ are the characteristic polynomial roots listed in (142). Since stacking order is important, they are specified in further detail next:

$$S^{(0)} = \text{diag}[\lambda_1^{(0)}, \lambda_2^{(0)}],$$

$$S^{(1)} = \text{diag}[1, 1, \lambda_3^{(1)}, \lambda_4^{(1)}],$$

$$S^{(2)} = \text{diag}[\lambda_1^{(2)}, \lambda_2^{(2)}, \lambda_3^{(2)}, \lambda_4^{(2)}, \lambda_5^{(2)}, \lambda_6^{(2)}],$$

$$S^{(3)} = \text{diag}[1, 1, \lambda_3^{(3)}, \lambda_4^{(3)}, \lambda_5^{(3)}, \lambda_6^{(3)}, \lambda_7^{(3)}, \lambda_8^{(3)}],$$

$$S^{(4)} = \text{diag}[\lambda_1^{(4)}, \lambda_2^{(4)}, \lambda_3^{(4)}, \lambda_4^{(4)}, \lambda_5^{(4)}, \lambda_6^{(4)}, \lambda_7^{(4)}, \lambda_8^{(4)}, \lambda_9^{(4)}, \lambda_{10}^{(4)}].$$

(144)
in which

$$
\lambda_1^{(0)} = \cos \varphi - j \sin \varphi, \quad \lambda_2^{(0)} = \cos \varphi + j \sin \varphi,
$$

$$
\lambda_3^{(1)} = \cos 2\varphi - j \sin 2\varphi, \quad \lambda_4^{(1)} = \cos 2\varphi + j \sin 2\varphi,
$$

$$
\lambda_1^{(2)} = \lambda_2^{(2)} = \cos 2\varphi - j \sin 2\varphi, \quad \lambda_3^{(2)} = \lambda_4^{(2)} = \cos 2\varphi + j \sin 2\varphi,
$$

$$
\lambda_1^{(3)} = \lambda_2^{(3)} = \cos 2\varphi + j \sin 2\varphi, \quad \lambda_3^{(3)} = \cos 4\varphi - j \sin 4\varphi, \quad \lambda_4^{(3)} = \cos 4\varphi + j \sin 4\varphi,
$$

$$
\lambda_1^{(4)} = \lambda_2^{(4)} = \cos \varphi - j \sin \varphi, \quad \lambda_3^{(4)} = \lambda_4^{(4)} = \cos \varphi + j \sin \varphi, \quad \lambda_5^{(4)} = \lambda_6^{(4)} = \cos 3\varphi - j \sin 3\varphi,
$$

$$
\lambda_7^{(4)} = \lambda_8^{(4)} = \cos 3\varphi + j \sin 3\varphi, \quad \lambda_9^{(4)} = \cos 5\varphi - j \sin 5\varphi, \quad \lambda_{10}^{(4)} = \cos 5\varphi + j \sin 5\varphi.
$$

The eigenvector matrices listed below were obtained through Mathematica. Their vectors are not normalized. Two linearly independent vectors are shown for eigenvalues of multiplicity two; any linear combination of which is also an eigenvector. For \( m \in \{2, 4\} \) arbitrary MDCC are allowed.

\[
\begin{align*}
V^{(3)}_L & = \begin{bmatrix} 0 & 1 \\ 1 & 0 \\ j & -1 \\ -1 & j \end{bmatrix}, & V^{(2)}_R & = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & -j \\ j & 1 \\ 1 & -j \\ -1 & j \end{bmatrix}, \\
V^{(1)}_L & = \begin{bmatrix} 1 & 0 & 0 & 1 \\ 0 & -1 & 1 & 0 \\ -1 & -j & -j & 1 \\ -1 & j & j & 1 \end{bmatrix}, & V^{(1)}_R & = \frac{i}{2} \begin{bmatrix} 2 & 0 & -1 & -1 \\ 0 & -2 & j & j \\ 0 & 2 & j & -j \\ 2 & 0 & 1 & 1 \end{bmatrix}, \\
V^{(2)}_L(k) & = \begin{bmatrix} 3 & 2j/k & 1 & j & 2/k & 3j \\ -1 & -2j/k & 1 & j & -2/k & -j \\ 3 & -2j/k & 1 & -j & 2/k & -3j \\ 1 & -2j/k & -1 & j & 2/k & -j \\ 1 & 2j/k & -1 & j & -2/k & -j \\ -j & -2/k & j & -1 & 2j/k & 1 \end{bmatrix}, & V^{(2)}_R(k) & = \frac{i}{4} \begin{bmatrix} 1 & 0 & 1 & 0 & 1 & j \\ 0 & jk & 0 & jk & -jk & -k \\ 1 & 2 & 1 & -2 & -1 & -j \\ -j & -2j & j & -2j & -j & -1 \\ 0 & -k & 0 & k & -k & -jk \\ -j & 0 & j & 0 & j & 1 \end{bmatrix},
\end{align*}
\]

\[
\begin{align*}
V^{(3)}_L & = \begin{bmatrix} 2 & 0 & 2/k & 0 & 0 & 2/k & 0 & 2 \\ 0 & 2/k & 0 & 2 & -2 & 0 & -2/k & 0 \\ 0 & 6j/k & 0 & 2j & 2j & 0 & 6j/k & -4 \\ -2j & 4/k & 2j/k & 0 & 0 & -2j/k & 4/k & 2j \\ 4 & -6j/k & 0 & -2j & -2j & 0 & -6j/k & -4 \\ 2j & 4/k & -2j/k & 0 & 0 & 2j/k & 4/k & -2j \\ 1 & 3j/k & -3/k & -j & j & -3/k & -j & 1 \\ 1 & -3j/k & -3/k & j & -j & -3/k & 3j/k & 1 \end{bmatrix}, & V^{(3)}_R & = \frac{1}{16} \begin{bmatrix} 3 & 0 & 1 & 0 & 1 & 0 & 1 & 1 \\ 0 & k & 0 & k & 0 & k & -jk & jk \\ k & 0 & k & -2jk & k & 2jk & -k & -k \\ 0 & 3 & -2j & -3 & 2j & -3 & j & -j \\ 0 & -3 & -2j & -3 & 2j & -3 & -j & j \\ k & 0 & -k & 2jk & -k & -2jk & -k & -1 \\ 0 & -k & 0 & k & 0 & k & jk & -jk \\ 3 & 0 & -1 & 0 & -1 & 0 & 1 & 1 \end{bmatrix}. 
\end{align*}
\]
A.1.3 Spectral Form Of Quadratic Invariants

zero. Such vectors are called \(Y(144)\). We seek nontrivial solutions

\[
D Y^{(m)} D - Y^{(m)} = 0, \quad \text{in which } D = S^{(m)}_{\varphi} \quad \text{and } Y^{(m)} = \left( V^{(m)}_L \right)^T W^{(m)} V^{(m)}_L.
\]

The only dependence on \(\varphi\) is through the diagonal matrix \(D\), which stacks the eigenvalues listed in (144). We seek nontrivial solutions \(Y^{(m)} \neq 0\), that are symmetric but not necessarily real. Symbolically
processing the matrix equations for \( m = [0, 4] \) through Mathematica yields

\[
Y^{(0)} = \begin{bmatrix} 0 & Y_{12} \\ Y_{12} & 0 \end{bmatrix}, \quad Y^{(1)} = \begin{bmatrix} Y_{11} & Y_{12} & 0 & 0 \\ Y_{12} & Y_{22} & 0 & 0 \\ 0 & 0 & 0 & Y_{34} \\ 0 & 0 & Y_{34} & 0 \end{bmatrix}, \quad Y^{(2)} = \begin{bmatrix} 0 & 0 & Y_{13} & Y_{14} & 0 & 0 \\ 0 & 0 & Y_{23} & Y_{24} & 0 & 0 \\ Y_{13} & Y_{23} & 0 & 0 & 0 & 0 \\ Y_{14} & Y_{24} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & Y_{56} & 0 \\ 0 & 0 & 0 & 0 & 0 & Y_{56} \end{bmatrix},
\]

\( Y^{(3)} = \begin{bmatrix} Y_{11} & Y_{12} & 0 & 0 & 0 & 0 & 0 & 0 \\ Y_{12} & Y_{22} & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & Y_{35} & Y_{36} & 0 & 0 \\ 0 & 0 & 0 & 0 & Y_{45} & Y_{46} & 0 & 0 \\ 0 & 0 & Y_{35} & Y_{45} & 0 & 0 & 0 & 0 \\ 0 & 0 & Y_{36} & Y_{46} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & Y_{78} & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & Y_{78} & 0 \end{bmatrix}, \quad Y^{(4)} = \begin{bmatrix} 0 & 0 & Y_{13} & Y_{14} & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & Y_{23} & Y_{24} & 0 & 0 & 0 & 0 & 0 & 0 \\ Y_{13} & Y_{23} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ Y_{14} & Y_{24} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & Y_{57} & Y_{58} & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & Y_{67} & Y_{68} & 0 & 0 \\ 0 & 0 & 0 & 0 & Y_{57} & Y_{67} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & Y_{58} & Y_{68} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & Y_{910} & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & Y_{910} & 0 & 0 \end{bmatrix},
\]

The pattern of nonzero elements, dictated by the eigenvalue configuration in \( S^{(m)}_{\psi} \), continues through higher orders. From inspection the number of free parameters is

\[
N^{(m)}_{uJ} = 2m + 2 - \text{mod}(m, 2) = \text{floor}(\left(\frac{4}{3}\right) \times \text{floor}(3n/2)).
\]

The physical weighting matrix of (154) may be recovered as \( W^{(m)}_u = V^T_R Y^{(m)}_u V_R \).

Comparison of the Mathematica performance in using (44) versus (153) for invariant computations indicates that use of (44) is preferable. Transforming the spectral solutions back to physical field values runs into serious complications: matrices \( V_R \) and \( V_L \) have complex entries, and the occurrence of multiple eigenvalues for \( m \geq 1 \) disrupts the uniqueness of the eigenvector basis. The spectral solutions (154) have the visual advantage, however, that their pattern is readily visualized for any derivative order.

### A.2 Strains And Stresses

#### A.2.1 Spectral Decomposition

The triple product (89) for \( m > 0 \) is a similarity transformation. Consequently
1. $T_{e\phi}^{(m)}$ and $T_{u\phi}^{(m+1)}$ have the same eigenvalues, which were studied in A.1.2.

2. The right eigenvectors of $T_{u\phi}^{(m+1)}$ are rotated by $T_{e\phi}^{(m)}$.

For $m = 0$ an extra zero eigenvalue, associated with the infinitesimal rigid rotation, is introduced.

The spectral decomposition of $T^{(m)}$ is denoted as

$$T_e^{(m)} = V_{eL}^{(m)}D_e^{m}V_{eR}^{(m)}.$$  \hspace{1cm} (156)

This is closely linked to that of the displacement transformations studied in A.1.1, since

$$D_e^{(m)} = D_u^{(m+1)}, \quad V_{eL}^{(m)} = V_{uL}^{(m+1)}T_e^{(m)}, \quad V_{eR}^{(m)} = V_{uR}^{(m+1)}T_e^{(m)}.$$ \hspace{1cm} (157)

Since the eigenvalues repeat, except for the adjustment of $m$, those need not be given. The eigenvector matrices are listed below for $m = 1, 2$.

$$V_{eL}^{(1)} = \begin{bmatrix} 0 & -2j & -2 & 0 & j & 1 \\ -j & 1 & -j & 1 & 0 & 0 \\ 0 & 2j & -2 & 0 & -j & 1 \\ j & 1 & j & 1 & 0 & 0 \\ -1 & -j & 1 & j & -j & 1 \\ -1 & 1 & -j & j & 1 \end{bmatrix}, \quad V_{eR}^{(1)} = \begin{bmatrix} 1 & 3j & 1 & -3j & -1 & -1 \\ j & 1 & -j & 1 & j & -j \\ -1 & j & -j & 1 & 1 \\ -j & 3 & j & 3 & -j & j \\ -2j & 2 & 2j & 2 & 2j & -2j \\ 2 & 2j & 2 & -2j & 2 & 2 \end{bmatrix}. \hspace{1cm} (158)$$

For $m = 2$, the reduced strain vector is used:

$$V_{eL}^{(2)} = \begin{bmatrix} 0 & 1 & 0 & 0 & -1 & 0 & -1 & 0 & 1 \\ 0 & 0 & -2 & -2 & 0 & 0 & 0 & 1 & 0 \\ 1 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\ 0 & -1 & -2j & 2j & -1 & 0 & 1 & 0 & 1 \\ -1 & -j & 1 & -1 & -j & 1 & 0 & 0 & 0 \\ 0 & -1 & 2j & -2j & -1 & 0 & 1 & 0 & 1 \\ -1 & j & 1 & -j & 1 & 0 & 0 & 0 & 0 \\ j & -1 & -j & -j & 1 & j & -1 & -j & 1 \\ -j & -1 & j & j & 1 & -j & -1 & -j & 1 \end{bmatrix}, \quad V_{eR}^{(2)} = \frac{1}{16} \begin{bmatrix} 0 & 2 & 6 & 2j & -4 & -2j & -4 & -j & j \\ 0 & 0 & 0 & 4j & 0 & -4j & -2 & -2 & j \\ 0 & -2 & 2j & 0 & -2j & 0 & j & -j & j \\ 0 & -2 & -2j & 0 & 2j & 0 & j & j & j \\ -4 & 0 & 0 & 0 & 4j & 0 & -4j & 2 & 2 \\ 0 & 2 & 6 & -2j & 4 & 2j & 4 & -j & j \\ -4 & 0 & 0 & 4j & 4 & -4j & -2 & -2 & j \\ 0 & 8 & 8 & 0 & 0 & 0 & 4j & -4j & j \\ 4 & 0 & 0 & 4j & 4 & 4 & -4j & 2 & 2 \end{bmatrix}. \hspace{1cm} (159)$$

in which

$$D = \text{diag}[1, 1, c_2 - js_2, c_2 - js_2, c_2 + js_2, c_2 + js_2, c_4 - js_4, c_4 + js_4]$$

and

$$Y^T = \begin{bmatrix} 0 & 1 & 0 & 0 & -1 & 0 & -1 & 1 \\ 1 & 0 & 1 & 1 & 0 & 1 & 0 & 0 \\ 0 & -1 & -2j & 2j & -1 & 0 & 1 & 1 \\ -1 & -j & 1 & -1 & -j & 1 & 0 & 0 \\ 0 & -1 & 2j & -2j & -1 & 0 & 1 & 1 \\ -1 & j & 1 & -j & 1 & 0 & 0 & 0 \\ j & -1 & -j & -j & 1 & j & -1 & -j \\ -j & -1 & j & j & 1 & -j & -1 & -j \end{bmatrix}, \quad X = \frac{1}{16} \begin{bmatrix} 0 & 6 & 2j & -4 & -2j & -4 & -j & j \\ 0 & 6 & 2j & -4 & 0 & 4j & 0 & -4j & -2 & -2 \\ 0 & 2 & 2j & 0 & -2j & 0 & j & -j & j \\ 0 & 2 & -2j & 0 & 2j & 0 & j & j & j \\ -4 & 0 & 0 & 4j & 0 & -4j & 2 & 2 \\ 0 & 6 & -2j & 4 & 2j & 4 & -j & j & j \\ -4 & 0 & 4 & 4j & 4 & -4j & -2 & -2 & j \\ 0 & 6 & 2j & 4 & 4j & 4 & -4j & 2 & 2 \end{bmatrix}. \hspace{1cm} (160)$$
A.3 Volumetric Strain And Pressure

A.3.1 Spectral Decomposition

The spectral decomposition of $T_e^{(m)}$ and $T_p^{(m)}$ are denoted as

$$T_e^{(m)} = V_e^{(m)} D_e^{(m)} V_e^{(m)^T}, \quad T_p^{(m)} = V_p^{(m)} D_p^{(m)} V_p^{(m)^T}. \quad (161)$$

Here $D^{(m)}$ is the diagonal matrix of eigenvalues, whereas $V_e^{(m)}$ and $V_p^{(m)}$ are matrices of left and right eigenvectors, respectively. The eigenvalues of $T_e^{(m)}$ and $T_p^{(m)}$ are the same:

$$D^{(1)} = \text{diag}[c - j s, c + j s], \quad (162)$$

$$D^{(2)} = \text{diag}[1, c_2 - j s_2, c_2 + j s_2], \quad (163)$$

$$D^{(3)} = \text{diag}[c - j s, c + j s, c_3 - j s_3, c_3 + j s_3], \quad (164)$$

The eigenvectors for the volumetric strain transformation matrices are

$$V_e^{(1)} = \begin{bmatrix} j & -j \\ 1 & 1 \end{bmatrix}, \quad V_e^{(1)} = \begin{bmatrix} -j & 1 \\ j & 1 \end{bmatrix}, \quad (165)$$

$$V_e^{(2)} = \begin{bmatrix} 1 & -1 & -1 \\ 0 & jg & -jg \\ 1 & 1 & 1 \end{bmatrix}, \quad V_e^{(2)} = \frac{1}{8} \begin{bmatrix} 2 & 0 & 2 \\ -1 & -2j/g & 1 \\ -1 & 2j/g & 1 \end{bmatrix}, \quad (166)$$

$$V_e^{(3)} = \frac{1}{8} \begin{bmatrix} 3j & -3j & -3j & 3j \\ g & g & -3g & -3g \\ jg & -jg & 3jg & -3jg \\ 3 & 3 & 3 & 3 \end{bmatrix}, \quad V_e^{(3)} = \frac{1}{8} \begin{bmatrix} -3j & 3/g & -3j/g & 3 \\ 3j & 3/g & 3j/g & 3 \\ j & -3j & -3j/g & 1 \\ -j & -3j/g & 3j/g & 1 \end{bmatrix}, \quad (167)$$

The eigenvectors for the pressure transformation matrices are

$$V_p^{(1)} = \begin{bmatrix} -j & -j \\ 1 & 1 \end{bmatrix}, \quad V_p^{(1)} = \frac{1}{2} \begin{bmatrix} -j & 1 \\ j & 1 \end{bmatrix}, \quad (168)$$

$$V_p^{(2)} = \begin{bmatrix} 1 & -1 & -1 \\ 0 & 2j/g & -2j/g \\ 1 & 1 & 1 \end{bmatrix}, \quad V_p^{(2)} = \frac{1}{8} \begin{bmatrix} 2 & 0 & 2 \\ -1 & -j g & 1 \\ -1 & jg & 1 \end{bmatrix}, \quad (169)$$

$$V_p^{(3)} = \begin{bmatrix} j & -j & -j & j \\ 1/g & 1/g & -3/g & -3/g \\ j/g & -j/g & 3j/g & -3j/g \\ 1 & 1 & 1 & 1 \end{bmatrix}, \quad V_p^{(3)} = \frac{1}{8} \begin{bmatrix} -3j & g & -j g & 3 \\ 3j & g & jg & 3 \\ j & -g & -j g & 1 \\ -j & -g & jg & 1 \end{bmatrix}, \quad (170)$$
B Mathematica Implementation

The Appendix presents a Mathematica implementation for obtaining invariance results reported in the main body of the paper. This may be of interest as departing point for extending those calculations to three dimensional fields, a task that will likely require use of computer algebra on a high performance computer.

B.1 Constructors

 Constructors generate objects, typically matrices and vectors, which are later manipulated by computational modules called processors. They return only one object, thus fitting the classical definition of function. Two types are distinguished: primitive and interface. Primitive constructs are self-contained. Interface constructors provide covers to lower level primitives. Constructors should never be changed except to correct mistakes or streamline some operations.

B.1.1 Field Cast Vector

Primitive constructor FCVector, listed in Figures 4–5, returns a symbolic cast vector (C-vector) for a specified 2D field as well as its spatial derivatives up to the implemented order. The module is invoked as

\[ v = \text{FCVector}[\text{field}] \] (171)

Argument field is a 4-item list: \{fld, m, tag, mdcc\}, which defines the field as follows:

- **fld** A one-character string that specifies the field type. "u": displacements, "b": body forces, "\(\epsilon\)": strains, "\(\sigma\)": stresses, "e": volumetric strain, or "p": pressure.
- **m** Field derivative order: up to 4 for displacements and body forces; up to 3 for strains, stresses, volumetric strains and pressures. If m=0, the field proper is returned.
- **tag** A one character string that distinguishes C vector variants for strains and stresses:
  - "a": augmented strains or stresses (used for m=0).
  - "r": reduced strains or stresses (used for m=2, 3).
  - "c": conjugate strains or stresses (used for m=2, 3).
  Ignored for fields other than strains or stresses, in which case " " is recommended.
- **mdcc** The mixed-derivative casting coefficient(s) (MDCC) to be used for m=2, 3, 4. If m=2, 3 there is only one coefficient and this argument is a scalar, such as mdcc=k for displacements and body forces, or mdcc=g for strains, stresses, volumetric strain or pressure. If m=4, which is only pertinent for displacements and body forces, a 2-entry list must be provided: mdcc={k1, k2}. Coefficients may be numeric or symbolic. This argument is ignored if m=0, 1, but a dummy argument (such as 0 or 1) must appear.

The function returns the C-vector with symbolic components assigned standard names. For example,

\[ v = \text{CVector}[["u", 2, "e", k]] \] returns \[ v = \{u111, k*u112, u122, u211, k*u212, u222\} \]
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Table 3: **Square Matrix Entry Pattern Identifier**

<table>
<thead>
<tr>
<th>First char of mxpat</th>
<th>Entry Pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;U&quot;</td>
<td>General unsymmetric</td>
</tr>
<tr>
<td>&quot;S&quot;</td>
<td>General symmetric</td>
</tr>
<tr>
<td>&quot;B&quot;</td>
<td>Bisymmetric: symmetric about both diagonals</td>
</tr>
<tr>
<td>&quot;X&quot;</td>
<td>Symmetric about main diagonal, antisymmetric about anti-diagonal</td>
</tr>
<tr>
<td>&quot;D&quot;</td>
<td>Diagonal</td>
</tr>
<tr>
<td>&quot;E&quot;</td>
<td>Antidiagonal</td>
</tr>
</tbody>
</table>

if fld is "p" or "e", and m=0, a one-entry vector is returned although the field is scalar. If one or more items are incorrect or not implemented, the function returns Null. All symbolic components of the returned C-vector are globally initialized inside the module; thus FCVector should be called only before actual processing starts.

B.1.2 **Symbolic Array Constructors**

Figure 6 lists two primitives: SymbVector and SymbSquareMatrix, which construct symbolic vectors and square matrices, respectively. They are referenced as

\[
v = \text{SymbVector}[\text{letter}, n, ib] \tag{172}
\]

\[
S = \text{SymbSquareMatrix}[\text{letter}, n, \text{mxpat}] \tag{173}
\]

The arguments are:

- **letter** The first letter (Roman or Greek) of the generated entry names.
- **n** Vector or matrix order.
- **ib** For SymbVector, entry index base. Usually 0. (−1 is OK.) See example below.
- **mxpat** For SymbMatrixOrder, a character string whose first character specifies the entry pattern. See Table 3. The second character is ignored by this module.

The function returns the constructed vector or matrix. Generated matrix entries have two integers: row and column index, which follow the specified letter. The exemptions are patterns that generated diagonal or anti-diagonal matrices, in which case only the row index is appended to the letter.

Examples. SymbVector["w", 4, 0] returns \{w1, w2, w3, w4\} whereas SymbVector["w", 4, 2] returns \{w3, w4, w5, w6\}. The call SymbSquareMatrix["A", 2, "S"] returns the symmetric matrix \{\{A11, A12\}, \{A12, A22\}\}.

Figure 6 lists two companion modules, which are referenced as

\[
v = \text{SquareMatrixEntries}[S, \text{mxpat}] \tag{174}
\]
v = SquareMatrixSymbols[S, mxpat]

The arguments for both are:

- \( S \) A square matrix, usually symbolic.
- \( \text{mxpat} \) The matrix entry pattern identifier defined in Table 3.

Module \text{SquareMatrixEntries} returns a list of matrix entries from the unique portion of the matrix; for example the upper triangle if \text{mxpat}="S". Module \text{SquareMatrixSymbols} returns only unique symbolic entries (that is, entries with \text{Symbol} head, while eliminating any duplicates.

Example: suppose \( \tilde{W} \) is the bisymmetric matrix \( \{\{W_{11}, 0, W_{13}\}, \{0, W_{22}, 0\}, \{W_{13}, 0, W_{11}\}\} \). Then \text{SquareMatrixSymbols}[\tilde{W}, "B"] returns \( \{W_{11}, W_{13}, W_{22}\} \).

\section*{B.1.3 Rotated Field Transformation Matrix}

Field transformation matrices that depend on the rotation angle \( \varphi \) may be obtained by calling the interface constructor module \text{RFTMatrix}, which is listed in Figure 7. (RFT is the acronym for Rotated Field Transformation.) The module is invoked as

\[ T = \text{RFTMatrix}[\text{field, } \varphi] \]

The arguments are:

- \( \text{field} \) A 4-item list that specifies the field. See B.1.1.
- \( \varphi \) The rotation angle, which may be numeric or symbolic.

The function returns the appropriate transformation matrix. Examples:

\[ T_u = \text{TMMatrix}["u", 2, " \), k, \varphi] \text{ returns the matrix (24).} \]
\[ T_\epsilon = \text{TMMatrix}["\epsilon", 3, " \), g, \varphi] \text{ returns the matrix (95).} \]

If one or more arguments are incorrect or unimplemented, the function returns \text{Null}. 

Figure 4: Field C-vector constructor module FCVector, Part 1.
If \[\text{fld}==\sigma\], ClearAll[\sigma_{11}, \sigma_{12}, \sigma_{22},
\sigma_{111}, \sigma_{112}, \sigma_{122}, \sigma_{1111}, \sigma_{1112}, \sigma_{1122}, \sigma_{1211}, \sigma_{2211}, \sigma_{2222}, \sigma_{12112}, \sigma_{12212},
\sigma_{11112}, \sigma_{11111}, \sigma_{11122}, \sigma_{11222}, \sigma_{12122}, \sigma_{12212}, \sigma_{22222}, \sigma_{111111}, \sigma_{111112}, \sigma_{111122}, \sigma_{111222}, \sigma_{112222}, \sigma_{112222}, \sigma_{121122}, \sigma_{121222}, \sigma_{122122}, \sigma_{122222};
\]
If \[m==0 \&\& \text{btag} , \text{v}=(\sigma_{11}, \sigma_{22}, \sigma_{12})];
If \[m==0 \&\& \text{atag} , \text{v}=(\sigma_{111}, \sigma_{112}, \sigma_{221}, \sigma_{222}, \sigma_{121}, \sigma_{122}, \sigma_{1111}, \sigma_{1112}, \sigma_{1122}, \sigma_{1211}, \sigma_{2211}, \sigma_{2222}, \sigma_{1212}, \sigma_{1221}, \sigma_{2212}, \sigma_{2222}, \sigma_{11111}, \sigma_{11112}, \sigma_{11122}, \sigma_{11222}, \sigma_{12112}, \sigma_{12212}, \sigma_{22122}, \sigma_{12222}, \sigma_{111111}, \sigma_{111112}, \sigma_{111122}, \sigma_{111222}, \sigma_{112222}, \sigma_{112222}, \sigma_{121122}, \sigma_{121222}, \sigma_{122122}, \sigma_{122222})];
If \[m==1 \&\& \text{btag} , \text{v}=(\sigma_{111}, \sigma_{112}, \sigma_{221}, \sigma_{222}, \sigma_{121}, \sigma_{122}, \sigma_{1111}, \sigma_{1112}, \sigma_{1122}, \sigma_{1211}, \sigma_{2211}, \sigma_{2222}, \sigma_{1212}, \sigma_{1221}, \sigma_{2212}, \sigma_{2222}, \sigma_{11111}, \sigma_{11112}, \sigma_{11122}, \sigma_{11222}, \sigma_{12112}, \sigma_{12212}, \sigma_{22122}, \sigma_{12222}, \sigma_{111111}, \sigma_{111112}, \sigma_{111122}, \sigma_{111222}, \sigma_{112222}, \sigma_{112222}, \sigma_{121122}, \sigma_{121222}, \sigma_{122122}, \sigma_{122222})];
If \[m==2 \&\& \text{ctag} , \text{v}=(\sigma_{1111}, \sigma_{1112}, \sigma_{1212}, \sigma_{2211}, \sigma_{2222}, \sigma_{11111}, \sigma_{11112}, \sigma_{11122}, \sigma_{11222}, \sigma_{12112}, \sigma_{12212}, \sigma_{22122}, \sigma_{12222}, \sigma_{111111}, \sigma_{111112}, \sigma_{111122}, \sigma_{111222}, \sigma_{112222}, \sigma_{112222}, \sigma_{121122}, \sigma_{121222}, \sigma_{122122}, \sigma_{122222})];
If \[m==2 \&\& \text{rtag} , \text{v}=(\sigma_{11111}, \sigma_{11112}, \sigma_{11122}, \sigma_{11222}, \sigma_{12112}, \sigma_{12212}, \sigma_{22112}, \sigma_{22212}, \sigma_{111111}, \sigma_{111112}, \sigma_{111122}, \sigma_{111222}, \sigma_{112222}, \sigma_{112222}, \sigma_{121122}, \sigma_{121222}, \sigma_{122122}, \sigma_{122222}, \sigma_{122222}, \sigma_{111111}, \sigma_{111112}, \sigma_{111122}, \sigma_{111222}, \sigma_{112222}, \sigma_{112222}, \sigma_{121122}, \sigma_{121222}, \sigma_{122122}, \sigma_{122222}, \sigma_{122222}, \sigma_{1111111}, \sigma_{1111112}, \sigma_{1111122}, \sigma_{1111222}, \sigma_{1112222}, \sigma_{1122222}, \sigma_{1122222}, \sigma_{1211222}, \sigma_{1212222}, \sigma_{1221222}, \sigma_{1222222}, \sigma_{1222222})];
\]
If \[\text{fld}==\text{p}\], ClearAll[p, p1, p2, p11, p12, p22, p111, p112, p122, p222];
If \[m==0, \text{v}=(p)\]; If \[m==1, \text{v}=(p1, p2)\];
If \[m==2, \text{v}=(p11, p12, p22)\];
If \[m==3, \text{v}=(p111, p112, p122, p222)\];
\]
If \[\text{fld}==\text{e}\], ClearAll[e, e1, e2, e11, e12, e22, e111, e112, e122, e222];
If \[m==0, \text{v}=(e)\]; If \[m==1, \text{v}=(e1, e2)\];
If \[m==2, \text{v}=(e11, g*e12, e22)\];
If \[m==3, \text{v}=(e111, g*e112, g*e122, e222)\];
}\]; Return[v];

Figure 5: Field C-vector constructor module FCVector, Part 2.
SymbVector[letter_, n_, ib_]:=Module[{i, s, v=Table[0, {n}]},
  Off[General::spell]; For [i=1, i<=n, i++, s=letter<>ToString[ib+i];
    Clear[Evaluate[s]]; v[[i]]=Symbol[s]]; Return[v];]

SymbSquareMatrix[letter_, n_, mxpat_]:=Module[{i, j, f, pat, z=" ", zEven, zOdd, S, i=StringTake[mxpat, 1],
  pat=StringTake[mxpat, 1];
  If [pat=="U", For [i=1, i<=n, i++, For [j=1, j<=n, j++,
      s=letter<>ToString[i]<>ToString[j]; Clear[Evaluate[s]]; S[[i,j]]=Symbol[s]]];
  If [pat=="S", For [i=1, i<=n, i++, For [j=i, j<=n, j++,
      s=letter<>ToString[i]<>ToString[j]; Clear[Evaluate[s]]; S[[i,j]]=S[[j,i]]=Symbol[s]]];
  If [pat=="B", For [i=1, i<n, i++, For [j=i, j<=n, j++,
      If [i+j<n+2, s=letter<>ToString[i]<>ToString[j],
        s=letter<>ToString[n-j+1]<>ToString[n-i+1];
      Clear[Evaluate[s]]; S[[i,j]]=S[[j,i]]=Symbol[s]]];
  If [pat=="X", For [i=1, i<n, i++, For [j=i, j<=n, j++,
      If [i+j==n+1, Continue[]];
      If [i+j<n+1, s=letter<>ToString[i]<>ToString[j]; f=1,
        s=letter<>ToString[n-j+1]<>ToString[n-i+1]; f=-1;
      Clear[Evaluate[s]]; Sij=Symbol[s]; S[[i,j]]=S[[j,i]]=Sij*f]]];
  If [pat=="D", S=DiagonalMatrix[SymbVector[letter, n, 0]]];
  If [pat=="E", var=SymbVector[letter, n, 0]; Do[S[[i,n-i+1]]=v[[i]],{i,n}];
  Return[S]];]

SquareMatrixEntries[S_, mxpat_]:=Module[{i, j, k, n, var={},
  n=Length[S]; pat=StringTake[mxpat, 1]; k=Floor[(n+1)/2];
  If [pat=="U", var=Table[S[[i,j]],{i,n},{j,n}]];
  If [pat=="S", var=Table[S[[i,j]],{i,n},{j,i,n}]];
  If [pat=="B", var=Table[S[[i,j]],{i,k},{j,i,n-i+1}]];
  If [pat=="X", var=Table[S[[i,j]],{i,k},{j,i,n-i+1}]];
  If [pat=="D", var=Table[S[[i,i]],{i,n}]];
  If [pat=="E", var=Table[S[[i,n-i+1]],{i,n}]];
  Return[Flatten[var]]];

SquareMatrixSymbols[S_, mxpat_]:=Module[{var},
  var=SquareMatrixEntries[S, mxpat];
  var=Complement[var, DeleteCases[var, _Symbol]]; Return[var]];

Figure 6: Symbolic matrix and vector constructors.
RFTMatrix[{fld_, m_, tag_, mdcc_}, ϕ_] := Module[{Tu=Tb=Te=Tp=Null, k, g, k1, k2, atag, btag, ctag, rtag = tag === "r"}, If[m==2 || m==3, k=g=mdcc]; If[m==4, {k1, k2} = mdcc]; If[fld == "u", If[m==0, Tu = TuD0[ϕ]]; If[m==1, Tu = TuD1[ϕ]]; If[m==2, Tu = TuD2[ϕ, k]]; If[m==3, Tu = TuD3[ϕ, k]]; If[m==4, Tu = TuD4[ϕ, {k1, k2}]]; Return[Tu]]; If[fld == "b", If[m==0, Tb = TuD0[ϕ]]; If[m==1, Tb = TuD1[ϕ]]; If[m==2, Tb = Transpose[TuD2[ϕ, k]]]; If[m==3, Tb = Transpose[TuD3[ϕ, k]]]; If[m==4, Tb = Transpose[TuD4[ϕ, {k1, k2}]]]; Return[Tb]]; If[fld == "ε", If[m==0 && atag, Te = Transpose[TuD0[ϕ]]]; If[m==0 && btag, Te = Transpose[TuD0[ϕ]]]; If[m==1, Te = TuD1[ϕ]]; If[m==2 && rtag, Te = Transpose[TuD2[ϕ, g]]]; If[m==3 && rtag, Te = Transpose[TuD3[ϕ, g]]]; Return[Te]]; If[fld == "σ", If[m==0 && atag, Tσ = Transpose[TεD0[ϕ]]]; If[m==0 && btag, Tσ = Transpose[TεD0[ϕ]]]; If[m==1, Tσ = TuD1[ϕ]]; If[m==2 && rtag, Tσ = Transpose[TεrD2[ϕ, g]]]; If[m==3 && rtag, Tσ = Transpose[TεrD3[ϕ, g]]]; Return[Tσ]]; If[fld == "e", If[m==0, Te = TeD0[ϕ]]; If[m==1, Te = TeD1[ϕ]]; If[m==2, Te = TeD2[ϕ, g]]; If[m==3, Te = TeD3[ϕ, g]]; Return[Te]]; If[fld == "p", If[m==0, Tp = TeD0[ϕ]]; If[m==1, Tp = TeD1[ϕ]]; If[m==2, Tp = Transpose[TeD2[ϕ, g]]]; If[m==3, Tp = Transpose[TeD3[ϕ, g]]]; Return[Tp]]; ]; Figure 7: Module that returns rotated field transformation matrices.
SDTMatrix[{fld_, m_, tag_, mdcc_, mdccu_}]:=Module[{Tu=Null, k, g, k1, k2},
  If [m==2, k=mdccu; g=mdcc];
  If [m==3, (k1,k2)=mdccu; g=mdcc];
  Return[Tu];
  If [fld=="\[\varepsilon\]u",
    If [m==0 && atag, Tu=Tu aD01[]];
    If [m==0 && btag, Tu=Tu D01[]];
    If [m==1, Tu=Tu uD12[1]];]
  If [m==2 && rtag, Tu=Tu ruD23[g,k]];]
  If [m==2 && btag, Tu=Tu D23[g,k]];]
  If [m==3 && rtag, Tu=Tu ruD34[g,k1,k2]];]
  If [m==3 && btag, Tu=Tu D34[g,k1,k2]];]
  Return[Tu]];]
CVTMatrix[{fld_, m_, tag_, mdcc_}]:=Module[{H=Null, g=mdcc,
  ctag=tag=="c", rtag=tag=="r"},
  If [fld=="\varepsilon",
    If [m==2 && rtag, H=H rD21[g]];]
  If [m==2 && ctag, H=H crD21[g]];]
  If [m==3 && rtag, H=H rD33[g]];]
  If [m==3 && ctag, H=H crD33[g]];]
  Return[H]];]

Figure 8: Modules that return strain-displacement and C-vector version transformations.

B.1.4 Strain-Displacement Transformation Matrix

The interface module SDTMatrix listed in Figure 8 constructs transformation matrices that relate strains and displacements, as well as their derivatives up to an implemented order.

As described in 5.4, strains derivatives of order \( m \) can be linked to displacement derivatives of order \( m+1 \). The present SDTMatrix implementation covers the strain derivative range \( m=0,1,2,3 \), which corresponds to the displacement derivative range \( m=1,2,3,4 \), respectively.

Both strain-displacement matrices as well as their displacement-strain inverses may be requested. If the strain-displacement matrix is square, so is its inverse. But if it is rectangular, the returned inverse transformation is its pseudoinverse (the so-called Moore-Penrose inverse), which is also rectangular. This topic is discussed in 5.4.

The module is invoked as

\[
T=SDTMatrix[\text{fieldx}].
\]

The only argument is a 5-item list similar to (but not identical) to that of FCVector described in B.1.1. It is configured as \{fld,m,tag,mdcc,mdccu\}, in which

- **fld** A two-character string that specifies the fields to be connected:
  - "\[\varepsilon\]u": Get matrix linking strains or strain derivatives to displacement derivatives
  - "\varepsilon\"u": Get matrix linking displacements derivatives to strains or strain derivatives.

- **m** Strain derivative order: 0 to 3. Note that displacement derivative order is \( m+1 \)
tag A one character string that distinguishes C-vector variants for strains. The effect depends on the value of m:
If \( m=0 \) and tag="a" use augmented strain C-vector; if tag=" " use standard vector.
If \( m=2,3 \) and tag="r" use reduced strain C-vector to get the transformation matrix, but if tag=" " use the complete strain C-vector.

mdcc\( \epsilon \) Specifies the MDCC value \( g \) to be used for strains if \( m=2,3 \). Ignored if \( m=0,1 \), but a dummy argument must be supplied.

mdcc\( u \) Specifies the MDCC value(s) to be used for displacements if \( m=1,2,3 \). Ignored if \( m=0 \). If \( m=1,2 \) this argument is the scalar \( k \) whereas if \( m=3 \) it is the 2-entry list \( \{ k_1, k_2 \} \).

Example: the call \( T_{\epsilon u}^1=SDTMatrix["\epsilon u",1," "," "," "] \) returns the \( 4 \times 4 \) matrix (83).

### B.1.5 C-Vector Version Transformation Matrix

Module CVTMatrix, also listed in Figure 8, returns the matrix that link two different versions of C-vectors for the same field. These are identified as \( H \) matrices in the text. The current implementation is restricted to strains. The module is invoked as

\[
H=CVTMatrix[\{fld,m,tag,mdcc\}]
\]

(178)

**fld** This must be the one-character string "\( \epsilon \)".

**m** Strain derivative order: 2 or 3, else ignored.

**tag** If "r": return the matrix that links the reduced strain C-vector to the complete one.
If "c": return the matrix that links the complete strain C-vector to the reduced one.

**mdcc** Specifies the MDCC value \( g \) to be used for the strain C-vectors.

The function returns the rectangular \( H \) matrix that transforms the complete to the reduced strain C-vector, or its pseudoinverse.

Example: \( H_{\epsilon r}^2=CVTMatrix["\epsilon",2,"c",g] \) returns the \( 9 \times 8 \) matrix \( H_{\epsilon r}^{(2)} \) given in (71).

### B.2 Transformation Primitives

Constructors RFTMatrix, SDTMatrix and CVTMatrix are interface modules that call lower level primitives that return the specified matrices. Since it is occasionally convenient to invoke those primitives directly, they are briefly described in the following subsections.

#### B.2.1 Displacement Transformation Primitives

Figure 9 lists primitive modules that return transformation matrices for displacement and their derivatives up to order 4, stored as C-vectors.
There are five of them: TuD0 through TuD4. They take care of derivative orders 0 through 4, respectively, Orders 0 and 1 have only one argument: the rotation angle $\phi$. Orders 2 through 4 have two arguments: the rotation angle $\phi$ followed by the MDCC specification. The latter is the scalar $k$ for $m=2$, 3, or the 2-entry list $\{k_1, k_2\}$ for $m=4$. Each module returns one object: the transformation matrix. Arguments may be numeric or symbolic.

Transformation matrices for body forces and their derivatives are derived from these primitives by reversing the angle and taking the transpose. See the code of RFTMatrix listed in Figure 7.

### B.2.2 Strain Transformation Primitives

Figure 10 lists primitive modules that return transformation matrices for strains and their derivatives up to order 3, stored as C-vectors.

Five modules are provided: $T\epsilon aD0$, $T\epsilon D0$, $T\epsilon rD1$, $T\epsilon rD2$, and $T\epsilon rD3$. The last character of the name is the order $m$. Orders 0 and 1 have only one argument: the rotation angle $\phi$. Orders 2 and 3 have two arguments: the rotation angle $\phi$ followed by the MDCC argument $g$. Each module returns one function value: the transformation matrix. Arguments may be numeric or symbolic.

Two versions for $m=0$ are provided: $T\epsilon aD0$ works with the augmented, 4-component strain C-vector (63) whereas $T\epsilon D0$ works with the standard, 3-component strain C-vector (54). The letter $r$ in $T\epsilon rD2$ and $T\epsilon rD3$ indicates that the reduced strain C-vectors (68) and (69) are used.

Transformation matrices for stresses and their derivatives are derived from these primitives by reversing the angle and taking the transpose. See the code of RFTMatrix listed in Figure 7.

The listing of Figure 10 also shows less important modules that return auxiliary matrices $H$ that can be used to recover the complete strain C-vector from the reduced ones.

### B.2.3 Volumetric Strain Transformation Primitives

Figure 11 lists primitive modules that return transformation matrices for the volumetric strains and its derivatives up to order 3. There are four of them: $TeD0$ through $TeD3$, which take care of orders 0 through 3, respectively, Orders 0 and 1 have only one argument: the rotation angle $\phi$. Orders 2 and 3 have two arguments: the rotation angle $\phi$ followed by the MDCC argument $g$. Each module returns one function value: the transformation matrix. Arguments may be numeric or symbolic.

Transformation matrices for pressure and its derivatives are derived from these primitives by reversing the angle and taking the transpose. See the code of RFTMatrix listed in Figure 7.
\[
TuD0[\phi] := \text{Module}\{c = \cos[\phi], s = \sin[\phi]\}, \text{Return}\{(c, s, (-s, c))\}];
\]

\[
TuD1[\phi] := \text{Module}\{c2 = \cos[2*\phi], s2 = \sin[2*\phi], Tu\},
\]

\[
Tu = \frac{1}{2}\text{\{a1, 2*b3/k, a4, b3, 2*a4/k, b2,}
\]
\[
(-k*a2, b2, a1, 2*a4/k, b3),
\]
\[
(-b3, -2*a4/k, b2, a1, 2*b3/k, a4),
\]
\[
(-b2, 2*a4/k, b3, a4, b3, 2*a4/k, b2)\};
\]

\[
\text{Return}[Tu];
\]

\[
TuD2[\phi, k] := \text{Module}\{c = \cos[\phi], s = \sin[\phi], c3 = \cos[3*\phi], s3 = \sin[3*\phi],
\]
\[
a1, a2, a3, a4, b1, b2, b3, b4, Tu, a1 = 3*c+c3; a2 = 3*c-c3; a3 = c+c3;
\]
\[
a4 = c-c3; b1 = 3*s-s3; b2 = 3*s+s3; b3 = s-s3; b4 = s+s3;
\]
\[
Tu = \frac{1}{4}\text{\{a1, 2*b3/k, a4, b3, 2*a4/k, b2,}
\]
\[
(-k*a2, b2, a1, 2*a4/k, b3),
\]
\[
(-b3, -2*a4/k, b2, a1, 2*b3/k, a4),
\]
\[
(-b2, 2*a4/k, b3, a4, b3, 2*a4/k, b2)\};
\]

\[
\text{Return}[Tu];
\]

\[
TuD3[\phi, k] := \text{Module}\{c2 = \cos[2*\phi], s2 = \sin[2*\phi], c4 = \cos[4*\phi],
\]
\[
s4 = \sin[4*\phi], d1, d2, d3, d4, d5, e1, e2, e3, e4, Tu,
\]
\[
d1 = 3*e1/k, d4 = 3-3*e2/k, d5 = 1+4*c2+3*c4;
\]
\[
e1 = 2*s2+s4; e2 = 2*s2-s4; e3 = 2*s2+3*s4; e4 = 2*s2-3*s4;
\]
\[
Tu = \frac{1}{8}\text{\{d1, 3*e1/k, d4, e2, e3, 3*d2/k, e4,}
\]
\[
(-k*a2, b2, a1, 2*a4/k, b3),
\]
\[
(-b3, -2*a4/k, b2, a1, 2*b3/k, a4),
\]
\[
(-b2, 2*a4/k, b3, a4, b3, 2*a4/k, b2)\};
\]

\[
\text{Return}[Tu];
\]

\[
TuD4[\phi, {k1, k2}] := \text{Module}\{c = \cos[\phi], s = \sin[\phi], c3 = \cos[3*\phi],
\]
\[
s3 = \sin[3*\phi], c5 = \cos[5*\phi], s5 = \sin[5*\phi], f1, f2, f3, f4, f5, f6, f7, f8,
\]
\[
g1, g2, g3, g4, g5, g6, g7, Tu,
\]
\[
f1 = 10*c+3*c3+3*c5; f2 = 2*c-c3-c5; f3 = 2*e1+3*e3+c5; f4 = e1+3*e2+c5;
\]
\[
f5 = e1+3*e2+c5; f6 = 2*c-c3-c5; f7 = e1+3*e2+c5; f8 = 2*e1+3*e3+c5;
\]
\[
g1 = 2*s+3*s3+s5; g2 = 2*s+3*s3-s5; g3 = 10*s-5*s3+s5; g4 = 3*s3+s5;
\]
\[
g5 = 3*s3-s5; g6 = 3*s3+s5; g7 = 2*s-3*s3+s5;
\]
\[
Tu = \frac{1}{16}\text{\{f1, 4*g1/k1, 6*f2/k2, 4*g2/k1, f3,}
\]
\[
g1, 4*f2/k1, 6*g2/k2, 4*f3/k1, g3\},
\]
\[
(-k1*g1, 4*f4, 6*k1*g4/k2, 4*f5, k1*g2,
\]
\[
-k1*g6, -4*g5, 6*k1*g5/k2, -4*g6, k1*g3\},
\]
\[
(k2*e6, 6*k2*e6/k1, 2*e8, 4*k2*e8/k1, k2*e6, k2*g2, -4*k2*f7/k1,}
\]
\[
2*g7, 4*k2*f7/k1, k2*g2),
\]
\[
(-k1*g2, 4*f5, 6*k1*g5/k2, 4*f4, k1*g1,
\]
\[
-k1*g3, -4*g6, 6*k1*g6/k2, -4*g5, k1*g6\},
\]
\[
(f3, -4*g2/k1, 6*f2/k2, -4*g1/k1, f1,}
\]
\[
(f3, 6*f2/k2, 4*g2/k1, 6*g2/k2, -4*f1/k1, g1),
\]
\[
(-g1, -4*f6/k1, -6*g6/k2, -4*f3/k1, -g3,}
\]
\[
f1, 4*g1/k1, 6*f2/k2, 4*g2/k1, f3),
\]
\[
(k1*e6, 4*g6, 6*k1*e6/k2, 4*g5, k1*e5,}
\]
\[
-k1*g1, 4*f4, 6*k1*g4/k2, 4*f5, k1*g4),
\]
\[
(-k2*g2, 4*k2*f7/k1, -2*g7, -4*k2*f7/k1, -2*g2/k1,}
\]
\[
k2*e6, -4*k2*e6/k1, 2*e8, 4*k2*e8/k1, k2*e6),
\]
\[
(k1*e3, 4*g6, 6*k1*e3/k2, 4*g5, k1*e6,}
\]
\[
-k1*g2, 4*f5, 6*k1*g5/k2, 4*f4, k1*g4),
\]
\[
(-g3, 4*f3/k1, -6*g3/k2, 4*f2/k1, -g1,}
\]
\[
f3, -4*g2/k1, 6*f2/k2, -4*g1/k1, f1\}]/16;
\]

\text{Figure 9: Transformation primitives for displacements and their first 4 derivatives.}
Figure 10: Transformation primitives for strains and their first 3 derivatives.
Figure 11: Transformation primitives for volumetric strain and its first 3 derivatives.
TεU01[] := Module[{Tεu},
Tεu = {{1, 0, 0, 0}, {0, 0, 0, 1}, {0, 1, 1, 0}, {0, -1, 1, 0}};
Return[Tεu]];

TεU1[] := Module[{Tεu},
Tεu = {{1, 0, 0, 0}, {0, 0, 1, 0}, {0, 1, 1, 0}};
Return[Tεu]];

TεU12[k_] := Module[{c1 = 1/k, Tεu},
Tεu = {{1, 0, 0, 0}, {0, c1, 0, 0}, {0, 0, 0, c1}, {0, 0, c1, 0}};
Return[Tεu]];

Tεu23[g_, k_] := Module[{c1 = 1/k, Tεu},
Tεu = {{1, 0, 0, 0, 0, 0, 0, 0}, {0, c2, 0, 0, 0, 0, c3, 0},
{0, 0, 0, 0, 0, 0, c3, 0}, {0, 0, 0, 0, 0, c2, 0}, {0, 0, 0, 0, 0, 0, 1},
{0, c1, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 1, 0, 0}};
Return[Tεu]];

Tεu23[g_, k1_, k2_] := Module[{c1 = 1/k1, c2 = g/k1, c3 = g/k2, Tεu},
Tεu = {{1, 0, 0, 0, 0, 0, 0, 0}, {0, c2, 0, 0, 0, 0, 0, 0},
{0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0}};
Return[Tεu]];

B.2.4 Strain Displacement Transformation Primitives

Figures 12 and 13 lists the primitive constructors used by SDTMatrix. They are often used directly bypassing the interface.

B.2.5 C-Vector Variants Transformation Primitives

Figure 14 lists the primitive constructors used by CVTMatrix. Again these may be called directly for convenience.
TuεD10[] := Module[{Tu, ε},
    Tu = {{1, 0, 0, 0}, {0, 0, 1/2, -1/2}, {0, 0, 1/2, 1/2}, {0, 1, 0, 0}};
    Return[Tu];]

TuεD10[] := Module[{Tu, ε},
    Tu = {{1, 0, 0}, {0, 0, 1/2}, {0, 0, 1/2}, {0, 1, 0}};
    Return[Tu];]

TuεD21[k_] := Module[{Tu, ε},
    Tu = {{1, 0, 0, 0, 0}, {0, k, 0, 0, 0}, {0, 0, -1, 0, 0, 1},
          {0, -1, 0, 0, 1, 0}, {0, 0, k, 0, 0, 0}, {0, 0, 0, 1, 0, 0}};
    Return[Tu];]

TuεD32[k_, g_] := Module[{c1=1+g^2, c2=k/(1+2*g^2), Tu, ε},
    Tu = {{1, 0, 0, 0, 0, 0}, {0, k/g, 0, 0, 0, 0, 0, 0, 0},
          {0, 0, c3, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, k1, 0, 0, 0, 0, 0, 0},
          {0, 0, 0, 0, c1, 0, 0, 1}, {0, c1, 0, 0, 0, 0, 0, 0, 0, 0},
          {0, 0, 0, 0, c2, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 1, 0, 0}};
    Return[Tu];]

TuεD43[k1_, k2_, g_] := Module[{c1=1+g^2, c2=k1/g, c3=k2/g, Tu, ε},
    Tu = {{1, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, k/g, 0, 0, 0, 0, 0, 0, 0, 0},
          {0, 0, c3, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, k1, 0, 0, 0, 0, 0, 0},
          {0, 0, 0, 0, c1, 0, 0, 1}, {0, c1, 0, 0, 0, 0, 0, 0, 0, 0},
          {0, 0, 0, 0, c2, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 1, 0, 0}};
    Return[Tu];]

B.3 Invariant Finders

Three computational processes were implemented to obtain the results presented in the main text:

1. Formulation of rotated and interfield transformations using straightforward pattern matching. Symbolic outputs were inlined using InputForm to equip the primitive constructor modules listed in the previous subsections.

2. Determination of the spectral decomposition of rotation transformation matrices. This relied largely on built in functions to get eigenvalues and eigenvectors of symbolic matrices.

3. Finding linear, bilinear and quadratic invariants.

Only the software for invariant determination is presented below, since its logic is less trivial than for the other two tasks. This implementation may serve as guide for future extensions to 3D.
HεcrD2[g_] := Module[{H2 = Table[0, {9}, {8}]},
    For [i = 1, i <= 7, i++, H2[[i, i]] = 1;
    H2[[9, 8]] = 1; H2[[8, 3]] = H2[[8, 4]] = g;
    Return[H2]];

HεcrD3[g_] := Module[{H3 = Table[0, {12}, {10}]},
    For [i = 1, i <= 9, i++, H3[[i, i]] = 1;
    H3[[12, 10]] = 1;
    H3[[10, 3]] = H3[[11, 6]] = 1;
    H3[[10, 5]] = H3[[11, 4]] = g;
    Return[H3]];

HεrcD2[g_] := Module[{c, g1, g2, g3, H2 = Table[0, {8}, {9}]},
    c = 1/(1 + 2*g^2); g1 = (1 + g^2)*c; g2 = -g^2*c; g3 = g*c;
    For [i = 1, i <= 7, i++, H2[[i, i]] = 1;
    H2[[8, 9]] = 1;
    H2[[3, 3]] = H2[[4, 4]] = g1; H2[[3, 4]] = H2[[4, 3]] = g2;
    H2[[3, 8]] = H2[[4, 8]] = g3;
    Return[H2]];

HεrcD3[g_] := Module[{c, g4, g5, g6, g7, H3 = Table[0, {10}, {12}]},
    c = 1/(1 + 2*g^2); g4 = (1 + g^2)*c; g5 = g*c; g6 = c; g7 = 2*c;
    For [i = 1, i <= 9, i++, H3[[i, i]] = 1;
    H3[[10, 12]] = 1;
    H3[[3, 3]] = H3[[6, 6]] = g4; H3[[4, 11]] = H3[[5, 10]] = g5;
    H3[[3, 5]] = H3[[4, 6]] = H3[[5, 3]] = H3[[6, 4]] = -g5;
    H3[[3, 10]] = H3[[6, 11]] = g6; H3[[4, 4]] = H3[[5, 5]] = g7;
    Return[H3]];

Figure 14: Transformation primitives for H matrices

B.3.1 Weight Array Initialization

Figure 15 lists two modules that initialize vectors and/or matrices for subsequent processing. They are invoked as

\{v, w, var\} = WeightVectorSetup[field] \hspace{1cm} (179)

\{v, W, var\} = WeightMatrixSetup[field, mxpat] \hspace{1cm} (180)

Modules WeightVectorSetup and WeightMatrixSetup set up unknown vectors and matrices used in linear and quadratic invariant calculations, respectively. The arguments are

- **field** the 4-item field specification described in B.1.1.
- **mxpat** For WeightMatrixSetup: the matrix entry pattern identifier defined in Table 3. This matrix is always symmetric (mxpat="S"). If the field is displacement or body force, it is convenient to split it as the sum of two matrices with (mxpat="B") and (mxpat="X"), respectively. In addition a “custom” pattern may be set by WeightMatrixSetup for certain fields if the second character of of mxpat is "C", see code listing.

The returned objects are

- **v** The field C-vector returned by FCVector. Its length is nv.
- **w** For WeightVectorSetup: the initialized weight vector of length nv.
- **W** For WeightMatrixSetup, the initialized weight matrix of order nv.
- **var** For WeightVectorSetup, a copy of w to allow its manipulation without touching w.

For WeightMatrixSetup, a list of independent entries in W built by SquareMatrixEntries, which was described in B.1.2.

Entries in w and W are generated by the constructors SymbVector and SymbSquareMatrix, respectively, described in B.1.2.
WeightVectorSetup[field_] := Module[{n, v, w, var = {}},
 v = FCVector[field]; If[v == Null, Print["WeightVectorSetup: ", 
 "bad field data"]; Return[{Null, Null, Null}];
 n = Length[v]; w = var = SymbVector["w", n, 0]; Return[{v, w, var}];]

WeightMatrixSetup[field_, mpat_] := Module[{n, v, fld, m, v1, v2, Z, W, var},
 fld = field[[1]]; m = field[[2]]; 
 v = FCVector[field]; If[v == Null, Print["WeightMatrixSetup: ", 
 "bad field data"]; Return[{Null, Null, Null}];
 n = Length[v]; 
 W = SymbSquareMatrix["W", n, mpat];
 If[(fld == "u" || fld == "b") && (mpat == "B" || mpat == "X"), 
 v1 = Table[1, {2*m + 2}, {2*m + 2}] - Z; W = W*Z;]
 If[(fld == "e" || fld == "p") || (fld == "e" || fld == "p") && m == 0, 
 W = {{W11, W12, 0}, {W12, W11, 0}, {0, 0, W33}};]
 W = W*Z;]
 If[(fld == "e" || fld == "p") && m != 0, 
 W = {{W11, W12, W13, 0}, {W12, W22, 0, W24, W25, W26}, 
 {W13, 0, W22, W34, W35, W36}, {0, W24, W34, W11, W45, W46}, 
 {W15, W25, W35, W45, W55, 0}, {W16, W26, W36, W46, 0, W55}};]
 var = SymbSquareMatrixSymbols[W, mpat]; Return[{v, W, var}];
 Return[{v, W, var}];]

Figure 15: Modules that initialize weight unknowns.

Example 1: field = {"u", 2, "", 2} specifies displacement second derivatives with \( k = 2 \). Then 
\( \text{WeightVectorSetup}[\text{field}] \) returns \{\{u11, 2*u12, u122, u211, 2*u212, u222\}, \{w1, w2, w3, w4, w5, w6\}\}. Here var = w.

Example 2: field = {"p", 2, "", g} specifies pressure second derivatives with symbolic \( g \). Then 
\( \text{WeightMatrixSetup}[\text{field}, \text{"BE"}] \) returns \{\{p11, (2/g) * p12, p22\}, \{W11, 0, W13\}, \{0, W22, 0\}, \{W13, 0, W11\}\}. Here var \neq W.

B.3.2 Invariance Residual Equations

Module \( \text{InvResidualEqs} \), listed in Figure 16, receives information required to set up and return the 
invariance equations for both linear and quadratic problems. The module is invoked as

\[ \{T, R, eqs\} = \text{InvResidualEqs}[\text{field}, \varphi, Wm] \]  

(181)

The arguments are

\( \text{field} \) A 4-item list that specifies the field. See B.1.1.
\( \varphi \) The rotation angle symbol.
InvResidualEqs[field_, ϕ_, Wm_] := Module[{fld = field[[1]], m = field[[2]], T, w, R, R0, Rc, d = Length[Dimensions[Wm]], scale = 1, rep, nmax = 10, i, c, clist, eqs = {}}, T = RTFMatrix[field, ϕ]; If[T == Null, Return[{T, R, eqs}]]; If[d == 1, w = Wm; R = TrigReduce[Simplify[Transpose[T].w - w]]; rep = Flatten[Table[{Sin[n*ϕ] -> 0, Cos[n*ϕ] -> 0}, {n, nmax}]]; R0 = R/.rep; Rf = Flatten[{R0, Table[{Coefficient[R, Sin[n*ϕ]], Coefficient[R, Cos[n*ϕ]]}, {n, nmax}]}]; If[fld == "u" || fld == "b", scale = {{1, 2, 4, 8, 16}, {1, 4, 16, 64, 512}[[d, m + 1]]}; If[fld == "ε" || fld == "σ", scale = {{2, 4, 8, 16}, {8, 32, 128, 512}[[d, m + 1]]}; If[fld == "ε" || fld == "σ", scale = {{1, 2, 4}, {1, 1, 8, 16}[[d, m + 1]]}; Rc = DeleteCases[Flatten[Rf], 0]; Rf = Simplify[scale*Rc]; ncl = Length[Rc]; If[ncl == 0, Return[{T, R, eqs}]]; clist = {}; For[i = 1, i <= ncl, i++, c = Rc[[i]]; If[c == 0, Continue[]]; If[Length[Position[clist, c]] == 0 && Length[Position[clist, -c]] == 0, AppendTo[eqs, c == 0]; AppendTo[clist, c]]; Clear[Rc, Rf, clist]; Return[{T, R, eqs}];]};

**Figure 16:** Module that sets up invariance constraint equations from appropriate residual.

- **Wm** For the linear invariant problem, the vector \( w \) of unknown weights set up by WeightVectorSetup via (179). For the quadratic problem, the matrix \( W \) of unknown weights set up by WeightMatrixSetup via (180).

The function return is

<table>
<thead>
<tr>
<th>T</th>
<th>The rotated field transformation matrix. (Null if an error is detected.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>The residual formed by either ( R = w^T T - w ) or ( R = T^T W T - W ) for the linear or quadratic problem, respectively. Note the use of TrigReduce to express all sines and cosines in ( R ) as multiples of ( ϕ ).</td>
</tr>
<tr>
<td>eqs</td>
<td>A list of equations suitable for subsequent use of Solve. They follow from the condition that each residual component must vanish for any ( ϕ ). Duplicates (such as { ( w_1 - w_2 == 0 ), ( -w_1 + w_2 == 0 } ) and trivial conditions (such as ( 0 == 0 )) are weeded out. If the number of nontrivial equations happens to be zero, the empty list is returned.</td>
</tr>
</tbody>
</table>

Note: as implemented, InvResidualEqs assumes that the largest angle multiple that may appear in sines and cosines is \( 10 * ϕ \), which occurs for displacement and body force fourth derivatives. To change this value, adjust nmax in the local variable list.

Example: for \( \text{field} = \{ "p", 2, "b", 1 \} \) and \( \text{w} = \{ w_1, w_2, w_3 \} \), the residual is

\[
\text{R} = \{ (-w_1 + w_3 + (w_1 - w_2) * \cos[2 * \varphi] - 2 * w_2 * \sin[2 * \varphi]) / 2, (-2 * w_2 + 2 * w_2 * \cos[2 * \varphi] - (w_1 - w_3) * \sin[2 * \varphi]) / 2, (w_1 - w_3 + (-w_1 + w_3) * \cos[2 * \varphi] - 2 * w_2 * \sin[2 * \varphi]) / 2 \}.
\]

The invariance equations are \( \text{eqs} = \{ -w_1 + w_3 == 0, -2 * w_2 == 0 \} \).

### B.3.3 Invariant Kernel Solver

One variation of InvResidualEqs is worth describing here. Module InvKernelSolver, listed in Figure 17. This one returns an invariant kernel matrix to be used in stabilization forms of FIC functionals. as covered in a previous section. The module is invoked as

\[
\text{Q} = \text{InvKernelSolver}[\text{field1}, \text{field2}, \text{mxpat}, \text{letter}] \quad (182)
\]
InvKernelSolver[field1_, field2_, ϕ_, mxpat_, letter_] := Module[{v1, v2, T1, T2, n1, n2, W, R, Rc, n, rep, nmax = 10, i, c, clist = {}, eqs = {}, sol, Wm, modname = "QuadFormInvKernel: ", v1 = FCVector[field1]; n1 = Length[v1]; v2 = FCVector[field2]; n2 = Length[v2]; If[v1 == Null || v2 == Null, Print[modname, "bad field(s)"]; Return[Null]]; If[n1 != n2, Print[modname, "unequal C-vector lengths"]; Return[Null]]; T1 = RTFMatrix[field1, ϕ]; T2 = RTFMatrix[field2, ϕ]; W = SymbSquareMatrix[letter, n1, mxpat]; var = SquareMatrixEntries[W, mxpat]; If[W == Null, Print[modname, "illegal mxpat"]; Return[Null]]; R = Flatten[TrigReduce[Transpose[T1].W.T2 - W]]; rep = Flatten[Table[{Sin[n*ϕ] -> 0, Cos[n*ϕ] -> 0}, {n, nmax}]]; R0 = R /. rep; Rf = Table[{Coefficient[R, Sin[n*ϕ]], Coefficient[R, Cos[n*ϕ]]}, {n, nmax}]; Rc = DeleteCases[Flatten[{R0, Rf}], 0]; nc = Length[Rc]; If[nc <= 0, Print[modname, "empty sol"]; Return[Null]]; For[i = 1, i <= nc, i++, c = Rc[[i]]; If[c == 0, Continue[]]; If[Length[Position[clist, c]] == 0 && Length[Position[clist, -c]] == 0, AppendTo[eqs, c == 0]; AppendTo[clist, c]]]; Off[Solve::"svars"]; sol = Solve[eqs, var]; Wm = W /. sol[[1]]; Clear[Rc, Rf, clist]; Return[Wm]];

Figure 17: Module that returns invariant kernel for bilinear and quadratic forms of FIC functionals.


Figure 18: Module that solves for linear invariants.

The arguments are

- **field1**: 4-item list identifying the premultiplication field
- **field2**: 4-item list identifying the postmultiplication field
- **ϕ**: The rotation angle symbol
- **mxpat**: The desired kernel matrix pattern, e.g., "S" for symmetric or "D" for diagonal
- **letter**: The letter used to label matrix entries

The only output is

- **Q**: Kernel matrix that meets invariant conditions if nonzero. A returned null matrix means that those conditions cannot be met by the specified pattern.

The output matrix may be subsequently processed by the cleaning module of B.3.8 if desirable.
QuadInvOnePassSolver[field_, ϕ_, mxpat_, pvlist_, prt_] := Module[{v, W, var, T, R, eqs, sol, prtW, prtT, prtR, prtneq, prteqqs, prteqs, prtsol, nvd = Length[pvlist], modnam = "QuadInvOnePassSolver: ", {prtW, prtT, prtR, prtneq, prteqqs, prteqs, prtsol} = {MemberQ[prt, "W"], MemberQ[prt, "T"], MemberQ[prt, "R"], MemberQ[prt, "neq"], MemberQ[prt, "eqs"], MemberQ[prt, "var"], MemberQ[prt, "sol"]}; {v, W, var} = WeightMatrixSetup[field, mxpat]; If[v == Null, Print[modnam, "bad field"]; Return[Null]]; If[prtW, Print["W=", W // MatrixForm]]; If[nvd > 0, var = Delete[var, pvlist]]; {T, R, eqs} = InvResidualEqs[field, ϕ, W]; neq = Length[eqs]; If[T == Null, Print[modnam, "Null T"]; Return[Null]]; If[prtT, Print["T=", T // MatrixForm]]; If[prtR, Print["R=", R // MatrixForm]]; If[prtneq, Print[neq, " equations formed"]; If[prteqqs, Print["eqs=", eqs]]; If[prteqs, Print["eqs=", eqs]]; If[prtvar, Print["var=", var]]; Off[Solve::"svars"]; sol = Simplify[Solve[eqs, var]]; If[prtsol, Print["solution=", sol]]; If[Length[sol] <= 0, Print[modnam, "empty sol"]; Return[Null]]; W = W /. sol[[1]]; Return[W];]

Figure 19: Quadratic invariant solver: one pass implementation..

B.3.4 Linear Invariant Solver

Module LinInvSolver, listed in Figure 18, solves for the linear invariants of a specified field under inplane rotations. The module is invoked as

\[ w = \text{LinInvSolver}[\text{field}, \varphi, \text{pvlist}, \text{prt}] \quad (183) \]

The arguments are

**field** 4-item list defining the field to be investigated for invariants. See B.1.1

**\(\varphi\)** The rotation angle symbol.

**pvlist** Optionally, a position list of passive variables to be removed from \(\text{var}\). Must be formatted as expected by the Delete function. Example: if \(\text{var} = \{w_1, w_2, w_3, w_4\}\) and \(\text{pvlist} = \{2, 4\}\), \(w_2\) and \(w_4\) are dropped so the variable list passed to Solve is \(\{w_1, w_3\}\). Note that \(\text{pvlist} = \{2, 4\}\) would be an error. Ignored if an empty list.

**prt** A list of internal print requests specified as character strings: "w": print unknown weight vector, "T": print transformation matrix, "R": print residual vector, "eqs": print constraint equations, "neq": print number of constraint equations, "var": print list of active weight variables, "rep": print invariant residual equation solution as replacement list. These may appear in any order. If \(\text{prt}\) is the empty list, nothing is printed.

The function returns

**w** The linear invariant weight vector \(w\) if not identically null. If the null vector, no linear invariant was found.

If \(w\) is nonzero, the generic invariant is the dot product \(w \cdot v\). See 4.8 regarding instance retrieval.

The implementation is straightforward. Module WeightVectorSetup is called to get the field C-vector \(v\) in \(v\) and the weight unknown list \(w\) in \(w\), which is copied to \(\text{var}\). Selected \(\text{var}\) entries (the so-called passive variables) may be dropped as per argument pvlist. Module InvResidualEqs is
PVC[nv_, npv_, ntrials_, seed_] := Module[{i, j, k, n, c, ci, nc, sc, nsc, sclen, base = 64}, SeedRandom[seed]; c = Table[0, {ntrials}]; c[[1]] = Range[1, npv]; For[i = 2, i <= ntrials, i++, 
  ci = Sort[Table[Random[Integer, {1, nv}], {npv}]]; 
  If[Length[Split[ci]] == npv, c[[i]] = ci]; 
  c = DeleteCases[c, 0]; nc = Length[c]; 
  c = Sort[Table[FromDigits[c[[i]], base], {i, nc}]]; sc = Split[c]; nsc = Length[sc]; 
  sclen = Table[Length[sc[[i]]], {i, nsc}]; 
  If[nc > nsc, k = 0; 
    For[i = 1, i <= nsc, i++, k++; n = sclen[[i]] - 1; 
      If[n > 0, For[j = k, j <= k + n - 1, j++, c[[j + 1]] = 0]; 
        k += n]; 
    c = DeleteCases[c, 0];] 
  For[i = 1, i <= nsc, i++, 
    c = Table[IntegerDigits[c[[i]], base], {i, nc}]; 
  ] 
  Return[c];];

PVCombs[nv_, pvdata_] := Module[{npv, c, nc, npv1, npv2, ncmax, ntrials, seed, pvtab = {}}, {npv1, npv2, ncmax, ntrials, seed} = pvdata; 
  For[npv = npv1, npv <= npv2, npv++, 
    c = PVC[nv, npv, ntrials, seed]; 
    nc = Length[c]; 
    c = Table[IntegerDigits[c[[i]], base], {i, nc}]; 
    If[nc > ncmax, k = 0; 
      For[i = 1, i <= ncmax, i++, 
        k++; n = sclen[[i]] - 1; 
        If[n > 0, For[j = k, j <= k + n - 1, j++, c[[j + 1]] = 0]; 
          k += n]; 
      c = DeleteCases[c, 0];] 
    For[i = 1, i <= ncmax, i++, 
      c = Table[IntegerDigits[c[[i]], base], {i, nc}]; 
    ] 
    AppendTo[pvtab, c]; Clear[c]; 
  ] 
  pvtab = Flatten[pvtab, 1]; 
  Return[pvtab];]

Figure 20: Auxiliary modules for quadratic invariant multipass solver.

called to get the equations in eqs. (T and R are returned only to be optionally printed.) The built-in solver function Solve is called with eqs and var as arguments, and the solution placed in sol. If the result is not null, w is replaced by the solution and returned as function value.

Example 1. Find the linear invariants of pressure second derivatives. Use g=1 (flat C-vector) and request printing of equations, variables and solution:

Clear[ϕ]; field = {"p", 2, " " , 1}; prt = {"eqs", "var", "sol"};
letter = pvlist = {}; w = LinInvSolver[field, ϕ, letter, pvlist, prt];

Output shows variables var = {w1, w2, w3}, equations eqs = {(-w1 + w3)/2 == 0, w2 == 0, w2/2 == 0}, and solution sol = {{w1 -> w3, w2 -> 0}}. The module returns w = var /. sol[[1]] = {w3, 0, w3}. The field C-vector is v = FCVector[field] = {p11, p12, p22}. The dot product v.w yields the generic invariant (p11 + p22)w3, which has only one free parameter. Setting w3 = 1 we find that the Hessian trace (the pressure Laplacian) p11 + p22, or p, 11 + p, 22, is the only linear invariant.

The call is now changed to w = LinInvSolver[field, ϕ, pvlist, prt], in which pvlist = {{1}} is nonempty. Passive variable w1 is dropped so var = {w2, w3} but w is not changed. This causes w1 to survive in the replacement list returned by Solve, which is sol = {{w3 -> w1, w2 -> 0}}, and the module returns w = {w1, 0, w1}. Here this is a cosmetic change. But the ability to specify passive variables becomes important for the multipass quadratic invariant analysis described in B.3.7.

Example 2. Find the linear invariants of displacement second derivatives. Use flat C-vector, no passive variables and no internal printing:

Clear[ϕ]; field = {"u", 2, " " , 1}; w = LinInvSolver[field, ϕ, {}];

This returns the null 6-vector w = {0, 0, 0, 0, 0, 0}. Consequently there are no linear invariants.
B.3.5 Quadratic Invariant One Pass Solver

Module QuadInvOnePassSolver, listed in Figure 19, solves for the quadratic invariants of a specified field under plane rotations. It is a one pass solver as opposed to that described in B.3.7. The module is invoked as

\[ W = \text{QuadInvOnePassSolver}[\text{field}, \varphi, \text{mxpat}, \text{pvlist}, \text{prt}] \]  

The argument sequence is quite similar to that of LinInvSolver, described in B.3.4, whence only the differences are noted below.

- **field**, \(\varphi\): Same as in B.3.4.
- **mxpat**: A list of matrix entry patterns that defines the initial weight matrix and set of original variables; see B.3.1 and Table 3. For instance, \{"S\} specifies the "S" (full symmetric) pattern, which is the most general one. On the other hand, \{"B","X\}" specifies the weight matrix split as the sum of two sparser patterns: "B" and "X".
- **pvlist**: A position list of passive variables to be removed from \(\text{var}\). The order of these variables may be observed by printing "\text{var}" in a trial run. Ignored if empty. Note: if the optimal set of passive variables is obtained from previous runs using QuadInvMultiPassSolver, it may be specified here to save time.
- **prt**: As in B.3.4, except that "W" requests print of the initial weight matrix \(W\).

The function return is

\[ W \]: The quadratic invariant weight matrix.

The logic is virtually identical to that of LinInvSolver. The main difference occurs in the residual evaluation within the subordinate module InvResidualEqs.

Example. Find quadratic invariants of displacement derivatives, constraining \(W\) to be bisymmetric:

\[ \text{Clear} [\varphi]; \text{f}=\{"u",1,"\",0\}; \text{W}=\text{QuadInvOnePassSolver}[f,\varphi,\{"B"\},\{\}\]; \]

This returns the matrix \(W=\{\{W_{14}+W_{22}+W_{23},0,0,W_{14}\},\{0,W_{22},W_{23},0\},\{0,W_{23},W_{22},0\},\{W_{14},0,0,W_{14}+W_{22}+W_{23}\}\}\), which has 3 free parameters: \(\{W_{14},W_{22},W_{23}\}\). This result in matrix notation reads

\[ W^{(2)}_u = \begin{bmatrix} W_{14} + W_{22} + W_{23} & 0 & 0 & W_{14} \\ 0 & W_{22} & W_{23} & 0 \\ 0 & W_{23} & W_{22} & 0 \\ W_{14} & 0 & 0 & W_{14} + W_{22} + W_{23} \end{bmatrix}, \]  

which is bisymmetric. The field C-vector is \(v=\{u_{11},u_{12},u_{21},u_{22}\}\), and the generic invariant may be obtained by forming \(v \cdot W \cdot v\).

B.3.6 Auxiliary Modules for Multipass Solver

A difficulty with a result such as (185) is that \(W\) is not unique: any linear combination of rows (or columns) that maintains rank and pattern is a valid solution. The number of such admissible \(W\) grows
QuadInvMultPassSolver[field_, ϕ_, mxpat_, pvdata_, prt_] := Module[
    {v, W, var, T, R, eqs, neq, nv, nvar, i, pvc, varact, sol, Wsol, score, 
     prtW, prtT, prtR, prtneg, prteqs, prtvar, prtrep, prtptv, prtsco, 
     bestscore = 10^30, Wbest, modnam = "QuadInvMultPassSolver: "},
    MxScore[M_] := 10^6*Length[DeleteCases[Flatten[M], 0]] + LeafCount[M];
    {prtW, prtT, prtR, prtneg, prteqs, prtvar, prtrep, prtptv, prtsco} = 
      {MemberQ[prt, "W"], MemberQ[prt, "T"], MemberQ[prt, "R"], 
       MemberQ[prt, "neg"], MemberQ[prt, "eqs"], MemberQ[prt, "var"], 
       MemberQ[prt, "rep"], MemberQ[prt, " sco"], MemberQ[prt, "ptv"]};
    {v, W, var} = WeightMatrixSetup[field, mxpat]; nv = Length[v];
    If[v == Null, Print[modnam, "bad field"]; Return[Null]]; If[prtW, Print["W=", W // MatrixForm]]; If[prtvar, Print["original var=", var]]; If[T == Null, Print[modnam, "Null T"]; Return[Null]]; If[prtT, Print["T=", T // MatrixForm]]; If[prtR, Print["R=", R // MatrixForm]]; If[prtneg, Print["neg.", eqs]]; If[prtrep, Print["eqs=", eqs]]; nvar = Length[var];
    pvtab = PVCombs[nvar, pvdata]; nc = Length[pvtab];
    If[prtptv, Print["pvtab=", pvtab]]; If[prtW, Print["Wtabs=", pvtab]]; Wbest = Table[0, {nv}, {nv}];
    For[i = 1, i <= nc, i++, pvc = pvtab[[i]]; varact = Delete[var, Split[pvc]]; 
      sol = Solve[eqs, varact]; If[Length[sol] <= 0, Continue[]]; 
      Rch = Simplify[R /. sol[[1]]]; If[Union[Rch] != {0}, Continue[]]; 
      If[prtrep, Print["solution=", sol, " for pvc=" , pvc]]; 
      Wsol = W /. sol[[1]]; score = MxScore[Wsol]; 
      If[score > bestscore, Continue[]]; bestscore = score; Wbest = Wsol; 
      If[prtsco, Print["best score=", bestscore, " for pvc=" , pvc]]; ];
    Return[Wbest];]

Figure 21: Quadratic invariant solver: multipass implementation.

rapidly as the length of the C-vector increases. This poses two challenges: (i) characterize the “best” W, and (ii) find it in reasonable computer time.

To answer (i) we rate each W solution with a “matrix score,” which is a positive integer. Like in golf, a lower score is better. That of a candidate solution matrix W is taken to be $10^6 \times Nnz + \text{LeafCount}[W]$, in which Nnz is the number of nonzero entries of W, whereas LeafCount is a Mathematica integer measure of the number of operations needed to evaluate a symbolic matrix (more precisely, the number of subexpressions in the matrix evaluation “tree”). The latter is obtained through an eponymous function: LeafCount[W]. The score evaluation can be implemented as a one-line internal function:

$$MxScore[W_] := 10^6 \times \text{Length}[\text{DeleteCases}[\text{Flatten}[W], 0]] + \text{LeafCount}[W]$$

(Another matrix score measure tried was $10^6 \times \text{Nnz} + \text{LeafCount}[v \cdot W \cdot v]$ in which v is the field C-vector; this one did not work too well.)

To answer (ii) a reasonable number of passive variable combinations are generated by a statistical sampling process implemented in the module PVCombs, which is listed in Figure 20. It is invoked as

$pvtab = \text{PVCombs}[nv, pvdata]$ (186)

where

- $nv$ The number of weight variables, which is the length of var returned by WeightMatrixSetUp.
- $pvdata$ A five integer list: {npv1, npv2, ncmax, ntrials, seed}. Here npv1 and npv2 specify the range of number of variables to delete, nc is a generation bound; ntrial is

61
CleanSolution[Ws_, mxpat_, oldlet_, newlet_, ib_, reord_] := Module[
  {i, j, p, d = Length[Dimensions[Ws]], n = Length[Ws], nr = Length[reord],
   vi, pat = mxpat, W, Wlist, oldvar = {}, newvar = {}, nv, ordvar, rep, Wc},
  If[d == 1, Wlist = Ws; W = SymbVector[oldlet, n, 0];]
  If[d == 2, Wlist = SquareMatrixSymbols[Ws, mxpat];
    W = SquareMatrixSymbols[SymbSquareMatrix[oldlet, n, pat], pat];
  For[i = 1, i <= Length[W], i++, vi = W[[i]]; p = Position[Wlist, vi];
    If[Length[p] > 0, AppendTo[oldvar, vi]]]; Clear[W, Wlist];
  nv = Length[oldvar]; If[nv <= 0, Return[{Ws, {}}];
    newvar = ordvar = SymbVector[newlet, nv, ib];
    rep = Table[oldvar[[i]] -> newvar[[i]], {i, nv}]; Wc = Ws /. rep;
    If[nr == nv, {Wc, newvar} = ReorderFreePars[Wc, ordvar, ib, reord];]
   Return[{Wc, Sort[newvar]}];
  ReorderFreePars[Ws_, oldvar_, ib_, reord_] := Module[{i, j, s, nr = Length[reord],
    nv = Length[oldvar], midvar = {}, newvar = oldvar, oldlet, midlet = "",
    newlet, repl1, repl2, Wc = Ws,}
    If[nv <= 0][nv = 1; Return[{Wc, newvar}]]; s = ToString[oldvar[[1]]];
    midvar = oldlet = StringTake[s, 1]; If[oldlet == "", midlet = "β";]
    midvar = SymbVector[midlet, nv, ib]; newvar = SymbVector[newlet, nv, ib];
    Do[j = reord[[1]]; newvar[[1]] = oldvar[[j]], {i, nv}];
    repl1 = Table[oldvar[[j]] -> midvar[[j]], {i, nv}];
    repl2 = Table[midvar[[j]] -> newvar[[j]], {i, nv}];
    Wc = Simplify[(Wc /. repl1) /. repl2];
    Return[{Wc, Sort[newvar]}];
]

Figure 22: Modules to clean up invariant solutions and reorder free parameters.

the maximum number of combinations to try for each variable grouping, and seed is the initial seed for the built-in random generator. For procedural details the code logic should be studied.

Combinations are built and filtered by the primitive constructor PVC, which is listed in Figure 20. The module returns distinct passive variable combinations produced by the random generator.

### B.3.7 Quadratic Invariant Multipass Solver

Module QuadInvOnePassSolver, listed in Figure 21, solves for the quadratic invariants of a specified field under plane rotations. It is a multipass solver that computes a large number of solution weight matrices, and returns that with best score. The module is invoked as

$$\texttt{Wbest=QuadInvMultiPassSolver[field, } \varphi, \texttt{mxpat, pvdata, } \texttt{prt}] \quad (187)$$

The argument sequence is identical to that of QuadInvOnePassSolver, described in B.3.5. with exception of the last two arguments:

- **pvdata** Passive variable stochastic generation data to be passed to PVCombs; see B.3.6.
- **prt** Same options as for the one-pass solver in B.3.5, with an addition: "sco" prints best matrix score updates while cycling over passive variable combinations.

The function return is

- **Wbest** The weight matrix solution with best score.
ShowLinInvariants[field_, reord_, prt_] := Module[{i, iv, ϕ, v, var, nvar, pvlist = {}, ivar, Inv, vi, ws, wc},
  Print["field=", field // InputForm]; v = FCVector[field];
  ws = LinInvSolver[field, ϕ, pvlist, prt];
  {wc, var} = CleanSolution[ws, "w", "η", 0, reord]; nvar = Length[var];
  Print["clean sol=", wc, ", nvar, " free pars: ", var];
  If [MemberQ[prt, "inv"], Inv = Simplify[wc.v];
    For [iv = 1, iv <= nvar, iv++, vi = var[[iv]];
      Print["I" <> ToString[iv] <> "=", Coefficient[Inv, vi]]];
  If [MemberQ[prt, "chk"], T = RTFMatrix[field, ϕ];
    Print["chk=", Simplify[Transpose[T].wc - wc]]];
  Return[{wc, var}]];

ShowQuadInvariants[field_, pvlist_, mpats_, reord_, prt_] := Module[{i, iv, ϕ, ib = 0, pat, npat, mxpat, v, nv, var, nvar, Inv, vi, Ws, Wc, Wout, varout},
  Print["field=", field // InputForm]; v = FCVector[field]; nv = Length[v];
  Wout = Table[0, {nv}, {nv}]; varout = {}; npat = Length[mpats];
  For [pat = 1, pat <= npat, pat++, mxpat = mpats[[pat]];
    Ws = QuadInvOnePassSolver[field, ϕ, mxpat, pvlist, prt];
    {Wc, var} = CleanSolution[Ws, mxpat, "W", "η", ib, reord];
    nvar = Length[var]; Inv = Simplify[v.Wc.v];
    Print["clean sol=", Wc // MatrixForm, ", nvar, " free pars: ", var];
    If [MemberQ[prt, "inv"], Inv = Simplify[v.Wc.v];
      For [iv = 1, iv <= nvar, iv++, vi = var[[iv]];
        Print["J" <> ToString[iv] <> "=", Coefficient[Inv, vi]]];
    If [MemberQ[prt, "chk"], T = RTFMatrix[field, ϕ];
      Print["chk=", Simplify[Transpose[T].Wc.T - Wc] // MatrixForm];
    Wout += Wc; varout = Flatten[{varout, var}]; ib += nvar];
  Return[{Wout, varout}]];

ShowBestQuadInvariants[field_, pvdata_, mpats_, reord_, prt_] := Module[{i, iv, ϕ, ib = 0, pat, npat, mxpat, v, nv, var, nvar, Inv, vi, Ws, Wc, Wout, varout},
  Print["field=", field // InputForm]; v = FCVector[field]; nv = Length[v];
  Wout = Table[0, {nv}, {nv}]; varout = {}; npat = Length[mpats];
  For [pat = 1, pat <= npat, pat++, mxpat = mpats[[pat]];
    Ws = QuadInvMultPassSolver[field, ϕ, mxpat, pvdata, prt];
    {Wc, var} = CleanSolution[Ws, mxpat, "W", "η", ib, reord];
    nvar = Length[var];
    Print["clean sol=", Wc // MatrixForm, ", nvar, " free pars: ", var];
    If [MemberQ[prt, "inv"], Inv = Simplify[v.Wc.v];
      For [iv = 1, iv <= nvar, iv++, vi = var[[iv]];
        Print["J" <> ToString[iv] <> "=", Coefficient[Inv, vi]]];
    If [MemberQ[prt, "chk"], T = RTFMatrix[field, ϕ];
      Print["chk=", Simplify[Transpose[T].Wc.T - Wc] // MatrixForm];
    Wout += Wc; varout = Flatten[{varout, var}]; ib += nvar];
  Return[{Wout, varout}]];

Figure 23: Three driver modules that integrate invariant computations.

B.3.8 Solution Cleanup

Module CleanSolution, listed in Figure 22, beautifies the solution (vector or matrix) provided by an invariant solver. This action facilitates visualization of the free parameters as well as transfer to a typeset manuscript. The module is invoked as

\[
\{\text{Wc, newvar}\} = \text{CleanSolution}[\text{Ws, mxpat, oldlet, newlet, ib, reord}] \quad (188)
\]

The arguments are

Ws  The solution (vector or matrix) to be cleaned.

mxpat  If Ws is a matrix solution, the entry pattern identifier. Ignored if a vector.

oldlet  The character string used as first letter of the entries of Ws.
The output is the list \{WC, newvar\}, in which WC is the cleaned solution and newvar is the sorted list of renamed variables. To illustrate the effect, suppose that WS is the matrix (185). Then CleanSolution[WS, "BE", "W", "η", 0, {}] returns WC as \{ \{ η1+η2+η3, 0, 0, η2 \}, \{ 0, η2, η3, 0 \}, \{ 0, η3, η2, 0 \}, \{ η1, 0, 0, η1+η2+η3 \} \} whereas the exit newvar is \{ η1, η2, η3 \}. The cleaned solution in matrix notation is

\[
W^{(2)}_u = \begin{bmatrix}
η_1 + η_2 + η_3 & 0 & 0 & η_2 \\
0 & η_2 & η_3 & 0 \\
0 & η_3 & η_2 & 0 \\
η_2 & 0 & 0 & η_1 + η_2 + η_3
\end{bmatrix},
\]

(189)

Here the three free parameters are easier to discern at a glance.

Figure 22 lists also the subordinate module ReorderFreePars, which is called by CleanSolution to reorder the free parameter list indices as specified through argument reord. The module is invoked as

\[
\{ WC, newvar \} = \text{ReorderFreePars}[WC, oldvar, ib, reord]
\]

(190)

The arguments are

- WC A solution (vector or matrix) already cleaned by CleanSolution.
- oldvar List of free parameters to be reordered.
- ib Same as for CleanSolution.
- reord An integer list that reorders the free parameter indices as shown by an example. Suppose that oldlet and newlet are "w" and "η", respectively, and that WS on entry is \{ w1, w2, w3 \}. The default replacement is \{ w1→η1, w2→η2, w3→η3 \}. But if reord is \{ 3, 1, 2 \}, it will be changed to \{ w1→η3, w2→η1, w3→η2 \}. If the length of reord does not match the number of different nonzero entries in WS, no change is made. Since that number is typically unknown before a solution is obtained, this argument is normally set a posteriori.
Figure 24: Hierarchical flow diagrams for invariant computations: (a) linear invariants, (b) quadratic invariants with one-pass solution, and (c) quadratic invariants multipass solutions. Box color code: yellow for primitive constructors; beige for interface constructors; blue for processors; green for drivers. $A \rightarrow B$ means that $A$ calls $B$. 
B.3.9 Solve-and-Clean Drivers

To expedite scripting, it is convenient to get-it-and-clean-it invariant solutions in one shot. This is facilitated by the three “show me” driver modules listed in Figure 23. These are invoked as

\[
\{ wc, var \} = \text{ShowLinInvariants}[\text{field, reord, prt}] \tag{191}
\]

\[
\{ Wc, var \} = \text{ShowQuadInvariants}[\text{field, pvlist, mpats, reord, prt}] \tag{192}
\]

\[
\{ Wc, var \} = \text{ShowBestQuadInvariants}[\text{field, pvdata, mpats, reord, prt}] \tag{193}
\]

The listed drivers are used to run LinInvSolver, QuadInvOnePassSolver, and QuadBestInvSolver respectively, followed by invoking CleanSolution. The arguments are those previously described for those modules, and need not be restated here. The only exception is

\text{prt} \quad \text{Controls printout of the pertinent solver as described previously. In addition two more specs may be entered: "inv" to print individual invariants, and "chk" to print a zero-residual check.}

Each driver returns a 2-item list: the clean solution \( Wc \) and the list of free parameters \( var \). Note: if \( \text{mpats} \) contains multiple patterns for the quadratic invariant solvers — for example \( \text{mpats}=\{ "B", "X" \} \) — the output \( Wc \) is the sum of the solutions obtained for each pattern while \( var \) is their union.

Example. Find linear invariants of pressure and its derivatives for \( m \leq 3 \) using flat C-vectors. Type

\[
\text{For } \{m=0,m<=3,m++,\text{Print[ShowLinInvariants[\{"p",m,"",1\},\varphi,\{}\},\{"sol\}]]}\};
\]

in an input cell and execute.

Figure 24 displays the hierarchical organization of software capped by the foregoing three drivers. Some modules previously described are not present in those diagrams. Those are used for other tasks such as the first two listed at the start of B.3.

Acknowledgement

The work of the first author has been supported through a Visiting Scholar fellowships awarded by the Spanish Ministerio of Educación y Cultura to visit the International Center for Numerical Methods in Engineering (CIMNE), at Barcelona during summer periods from 2007 through 2010.

References