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Abstract: The problem of designing a decentralised control scheme for a class of linear large scale interconnected systems with norm-bounded time-varying parameter uncertainties under a class of control failures is addressed. These failures are described by a model that considers possible outages or partial failures in every single actuator of each decentralised controller. The control design is performed through two steps. First, a decentralised reliable guaranteed cost set is derived and, second, a feasible linear matrix inequalities procedure is presented for the effective construction of the control set. A numerical example illustrates the efficiency of the proposed control scheme.

1 Introduction

Three important issues arise when dealing with the control of interconnected systems. One concerns the practical limitations in the number and the structure of the feedback loops, which motivates decentralised control schemes. Another aspect concerns the presence of uncertainties both in the subsystems and in the interconnections. A third issue is the reliability of the control systems against component failures. Failures are often encountered in real engineering systems and they may be a source of instability. This is of particular importance in interconnected systems, as failures may appear independently in each subsystem or actuator channel in the form of total outage or partial degradation.

Two main directions have been proposed in the literature for the design of reliable controllers. One uses multiple redundant controls [1, 2]. The other direction aims to design controls without redundancy by ensuring stability and some degree of performance for specified classes of admissible failures of particular control components [3]. Seeking for stability and performance, classical quadratic optimal control has been used for reliable design [4–6]. In order to address robustness issues, reliable optimal controllers have been designed by using $H_2/H_{\infty}$ tools [7, 8], integral constraints [9] and the so called guaranteed cost control (GCC).

The GCC approach was proposed as a ‘natural’ extension of the classical LQ control for linear systems with parametric uncertainties. The conceptual objective is to design a feedback controller such that, for all admissible uncertainties, the closed-loop is asymptotically stable and an upper bound of the quadratic cost is minimised [10–12]. Recently, the potential of linear matrix inequalities (LMIs) has been exploited in the context of GCC. The main issue is to obtain a controller through the solution of an LMI optimisation problem [12–14]. This allows a computationally feasible solution of GCC problems. The GCC approach has been mostly used for centralised control settings, but it has also been considered for decentralised control of interconnected systems [15–17]. Reliability issues have not been addressed in these references, where a perfect functioning of the controllers is assumed.

When dealing with reliable control design, the GCC approach seeks to ensure robust stability and to retain a degree of performance in the presence of a class of failures. A decentralised reliable GCC has been designed by Yang et al. [18] for a class of uncertain nonlinear systems without subsystem interconnections. A condition for decentralised and quadratic stabilisability has been given and used to provide a solution of $H_2$-norm optimisation problem [7]. A reliable state feedback controller is synthesised, within the framework of LMI, for delayed systems with integral quadratic constraints [9]. In these papers, system interconnections are not considered. The classes of admissible failures have been usually modelled as outages [7, 9]. This model considers the control set partitioned into one subset with the actuators whose failures are admissible in the control design and a complementary subset with the actuators that are assumed to keep a normal operation [19]. A more general failure scheme is considered [18], where partial failures are also included.

The contribution of this paper is built by combining concepts and tools from the settings considered earlier. This paper develops a method for the design of decentralised reliable GCC systems, using state feedback, for a class of interconnected systems with norm-bounded parametric uncertainties. The class of uncertainties is rather general in the context of robust control [17, 20]. The system is assumed to operate under failures described by extending the model presented by Yang et al. [18] for the decentralised setting considered here, which allows independent outage or partial degradation in any single actuator of every decentralised controller. This defines a rather general scenario for the design of a decentralised control scheme for a class of systems simultaneously under uncertainties and failures.

The control design is performed through two steps. First, a sufficient condition for the existence of a decentralised reliable GCC set is derived. Then, a feasible LMI procedure is developed for the construction of the control set, allowing its effective implementation. A numerical example shows the efficiency of the controller.
To the authors knowledge, there are no available results in the literature coping jointly with reliable and robust decentralised control for uncertain interconnected linear systems with guarantee of stability and quadratic performance.

2 Problem statement

Consider a class of system decomposed into \( N \) interconnected subsystems \( S_i \), described by the following equations

\[
\dot{x}_i(t) = \Delta A_i(t)x_i(t) + \Delta B_i(t)u_i(t) + \sum_{j \neq i}^N G_{ij}g_j(t, x_j) \tag{1}
\]

with initial conditions \( x_i(0) = x_{i0} \) for \( i = 1, \ldots, N \). We define \( x_i \in \mathbb{R}^{n_i} \) and \( u_i \in \mathbb{R}^{n_u} \) as the state vector and the control vector of the \( i \)th subsystem, respectively. \( \Delta A_i \in \mathbb{R}^{n_i \times n_i} \) and \( \Delta B_i \in \mathbb{R}^{n_i \times n_u} \) are state and control matrices, respectively. \( G_{ij} \in \mathbb{R}^{n_i \times n_j} \) represent the interconnection matrices. It is assumed that the unknown vectors \( g_j(t, x_j) \) are continuous and sufficiently smooth in \( x_j \) and piecewise continuous in \( t \).

2.1 Uncertainties assumptions

The parameter uncertainties considered verify the so-called matching-conditions [21] and are assumed to be of the following form

\[
\Delta A_i(t) = A_i + D_i \Delta \lambda(t) \mathbf{E}_{1i} \quad \Delta B_i(t) = B_i + D_i \Delta \lambda(t) \mathbf{E}_{2i} \tag{2}
\]

where \( A_i \in \mathbb{R}^{n_i \times n_i} \) and \( B_i \in \mathbb{R}^{n_i \times n_u} \) are known state and control matrices; \( D_i \), \( \mathbf{E}_{1i} \) and \( \mathbf{E}_{2i} \) are known constant matrices of dimensions \( n_i \times m_i \), \( p_i \times n_i \) and \( p_i \times s_i \), respectively.

**Assumption 1:** The unknown matrices functions \( \Delta \lambda(t) \in \mathbb{R}^{m \times p} \) satisfy \( \Delta \lambda(t) \Delta \lambda(t)^T \leq I_p \) for all \( t \geq 0 \). Throughout the paper, \( I_p \) denotes the identity matrix with dimension \( p \).

2.2 Interconnections assumptions

**Assumption 2:** There exist known constant matrices \( W_j \) such that, for all \( x_j \in \mathbb{R}^{n_j} \)

\[
||g_j(t, x_j)|| \leq ||W_j x_j||
\]

for all \( i, j \) and for all \( t \geq 0 \), where \( || \cdot || \) denotes the Euclidean norm.

**Assumption 3:** For all \( i \), \( \sum_{j=1, j \neq i}^N W_{ij}^T W_{ji} > 0 \). These two assumptions involve only the unknown interconnection vector function \( g_j \), allowing a priori any constant matrix \( G_{ij} \). Assumption 2 allows some linear structure to \( g_j \) in terms of the state vector \( x_j \). Assumption 3 will allow to have a well-posed LMI representation later on. This uncertainty structure can represent parametric uncertainties in a wide range of systems [20].

2.3 Failure model

Let \( u_i^f \in \mathbb{R}^{n_u} \) denote the vector with the signals from the \( s_i \) actuators that control the \( i \)th subsystem. Here, we consider the following failure model

\[
u_i^f = \Lambda_i u_i + \phi_i(u_i), \quad i = 1, \ldots, N \tag{3}
\]

where \( \Lambda_i = \text{diag}(\lambda_{i1}, \ldots, \lambda_{iN}) \in \mathbb{R}^{n_u \times n_u} \) is a diagonal positive definite matrix. The uncertain function \( \phi_i(u_i) = (\phi_{i1}(u_{i1}), \ldots, \phi_{iN}(u_{iN})) \) satisfies for each \( i \)

\[
\phi_i^2 \leq 2 \gamma_i^2 u_i^f, \quad j = 1, \ldots, s_i \tag{4}
\]

where \( \gamma_i \geq 0 \). If (4) holds, then

\[
||\phi_i(u_i)||^2 \leq ||I_i u_i||^2, \quad i = 1, \ldots, N \tag{5}
\]

where \( I_i = \text{diag}(\gamma_{i1}, \ldots, \gamma_{is_i}) \in \mathbb{R}^{s_i \times s_i} \) is a diagonal positive semidefinite matrix.

The value of \( \lambda, \gamma \) represents the percentage of failure of the actuator \( j \) controlling the subsystem \( S_i \). With this scheme, each subsystem actuator can fail independently. If \( \lambda_i = 1 \) and \( \gamma_i = 0 \), it corresponds to the normal case for the \( j \)th actuator of the \( i \)th subsystem (\( u_i^f = u_i \)). When this is true for all \( j \), we have that \( \Lambda_i = I_i \) and \( I_i = 0 \), and it corresponds to the normal case in the \( i \)th channel (\( u_i^f = u_i \)). When \( \lambda_i = \gamma_i, \gamma_i \) and (4) cover the outage case (\( u_i^f = 0 \)) because \( \phi_i(u_i) = -\lambda_i u_i \) satisfy (4). The case \( \phi_i(u_i) = -\lambda_i u_i \) corresponds to the outage of the whole controller of the \( i \)th system. Other cases correspond to partial failures or partial degradations of the actuators.

2.4 Control objective

Consider the following quadratic cost function associated with the system (1)

\[
J(x, u) = \sum_{i=1}^N \int_0^\infty (x_i^T(t)Q_i x_i(t) + u_i^T(t)R_i u_i(t)) \, dt \tag{6}
\]

where \( Q_i \in \mathbb{R}^{n_i \times n_i} \) and \( R_i \in \mathbb{R}^{n_u \times n_u} \) are given symmetric positive definite matrices, for all \( i \). The objective of this paper is to design a set of decentralised feedback control laws \( u_i(t) = K_i x_i(t), i = 1, \ldots, N \) for the interconnected system (1) with uncertainties model (2), under Assumptions 1, 2 and 3, in such a way that, in the presence of the failures described by (3) and (4), the following properties are satisfied

\[
1. \quad \sum_{i=1}^N \left( \frac{d}{dt} x_i^T(t)P_i x_i(t) + x_i^T(t)Q_i x_i(t) + u_i^T(t)R_i u_i(t) \right) < 0
\]

(7)

This inequality leads to a bound for the cost function (6) in the form \( J(x, u^f) \leq \bar{J} \), where \( \bar{J} \) is some specified constant.

2. The closed-loop subsystems

\[
\dot{x}_i(t) = \Delta A_i x_i(t) + \Delta B_i u_i^f(t) + \sum_{j \neq i}^N G_{ij}g_j(t, x_j) \tag{8}
\]

\[
u_i^f(t) = \Lambda_i u_i(t) + \phi_i(u_i)
\]

are asymptotically stable for each \( i = 1, \ldots, N \).

**Definition 1:** The set of above feedback control laws \( \{u_i(t), i = 1, \ldots, N\} \) is said to be a reliable GCC set.
2.5 Instrumental tool

The following known result is used in the control design.

**Lemma 1 (Schur complement):** Consider a symmetric matrix

\[ M = \begin{pmatrix} M_1 & M_2 \\ M_2^T & M_3 \end{pmatrix} \]

If \( M_3 \) is invertible, \( S = M_1 - M_2M_3^{-1}M_2^T \) is the Schur complement of \( M_3 \) in \( M \). Then

1. \( M < 0 \) if and only if \( M_3 < 0 \) and \( S < 0 \).
2. If \( M_3 < 0 \), then \( M \leq 0 \) if and only if \( S \leq 0 \).

3 Main results

The control design involves two steps. First, a sufficient condition is obtained for the existence of a reliable GCC set, in terms of a non-LMI. Second, an LMI procedure is derived for the effective construction of the control set. The currently known LMI characterisations are potentially conservative in the sense that they use a common Lyapunov function regardless of the parameter values. In order to reduce conservatism, we use Assumption 1 to obtain a parametric LMI that does not depend on the system uncertainties.

3.1 Sufficient condition of existence

**Theorem 1:** Under Assumption 2, consider the system (1) with the uncertainties (2) and the failure model (3) and (4). Assume that there exist symmetric positive definite matrices \( P_i \in \mathbb{R}^{n_i \times n_i} \) and matrices \( K_i \in \mathbb{R}^{n_{xi} \times n_i} \) such that, for all admissible uncertainties \( \Delta_i(t) \), the inequality \( M_i < 0 \) is satisfied, with

\[
M_i = \begin{pmatrix} \Pi_i & P_iG_i & \cdots & P_iG_{iN} & \Psi_i \\ G_i^TP_i & -I_{i} & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ G_{iN}^TP_i & 0 & \cdots & -I_{i} & 0 \\ \Psi_i^T & 0 & \cdots & 0 & R_i - I_{i} \end{pmatrix} \tag{9}
\]

where \( \Pi_i \in \mathbb{R}^{N_i \times N_i}, \hat{N} = n_i + (N - 1)i + s_i \) and

\[
\Pi_i = \hat{A}_i^TP_i + P_i\hat{A}_i + \sum_{j=1, j \neq i}^{N} W_{ji}^TW_{ji} + K_i^T\Gamma_i^2K_i + \bar{R}_i \\
\hat{A}_i = \Delta_iA_i + \Delta_BiA_iK_i \\
\bar{R}_i = Q_i + K_i^T\Gamma_iA_iR_iA_iK_i \\
\Psi_i = P_i(B_i + \Delta_Bi) + R_iK_iA_i \tag{10}
\]

Then, the set of control laws \( \{u_i(t) = K_iX_i(t), i = 1, \ldots, N\} \) is a reliable GCC set. In this case, the corresponding value of the cost function (6) satisfies

\[
J(x, u^o) < \bar{J} := \sum_{i=1}^{N} x_{i0}^TP_iX_{i0}
\]

**Proof:** Let us consider the state feedback control \( u_i = K_iX_i \) and the final actual controls after failures \( u_i^F \) (3). By substituting them into (1), we obtain the closed-loop systems

\[
\dot{x}_i = \Delta_iA_ix_i + \Delta_Bi(A_iK_iX_i + \Phi_i(K,X_i)) + \sum_{j=1, j \neq i}^{N} G_{ij}g_{ij}(x_j)
\]

Suppose that there exist symmetric positive definite matrices \( P_i > 0 \) such that (9) and (10) hold for all admissible uncertainties. In order to prove the asymptotic stability of the closed-loop systems (11), consider the Lyapunov function candidate

\[
V(x) := \sum_{i=1}^{N} x_i^TP_iX_i \tag{12}
\]

where \( x_i = (x_i^T, x_i^T) \). Consider \( z_i = (x_i^T, g_{i1}^T, \ldots, g_{iN}^T, \Phi_i^T) \). Then, (13) becomes

\[
\frac{d}{dt} V = \sum_{i=1}^{N} x_i^TP_iX_i - \sum_{i=1}^{N} x_i^TP_iX_i + \sum_{i=1}^{N} (\sum_{j=1, j \neq i}^{N} G_{ij}g_{ij} + \Phi_i^T \Phi_i)
\]

where \( \Omega_i \) is defined by

\[
\Omega_i = \begin{pmatrix} \hat{A}_i^TP_i + P_i\hat{A}_i & P_iG_i & \cdots & P_iG_{iN} & P_i\Delta_Bi \\ G_i^TP_i & -I_{i} & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ G_{iN}^TP_i & 0 & \cdots & -I_{i} & 0 \\ \Delta_BiP_i & 0 & \cdots & 0 & -I_{i} \end{pmatrix}
\]

By Assumption 2

\[
g_{ij}^Tg_{ij} \leq x_i^TW_{ji}^TW_{ji}x_j
\]

\[
\sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} g_{ij}^Tg_{ij} \leq \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} x_i^TW_{ji}^TW_{ji}x_j
\]

Therefore

\[
\sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} g_{ij}^Tg_{ij} - \sum_{i=1}^{N} x_i^TW_{ji}^TW_{ji}x_j \leq 0
\]

where \( W_{ji} := \sum_{j=1, j \neq i}^{N} W_{ji}^TW_{ji} \). In contrast, using the failure model inequality (5) with \( u_i = K_iX_i \), we have

\[
\Phi_i^T \Phi_i \leq x_i^T\Gamma_i^2\Gamma_i^2K_iX_i \tag{16}
\]
By using $\sum_{i=1}^{N} x_i^T W_i x_i$ and $x_i^T K_i I_i^2 K_i x_i$ in (14), we obtain
\[
\frac{d}{dt} V = \sum_{i=1}^{N} x_i^T \hat{\Omega}_i z_i + \sum_{i=1}^{N} \sum_{j \neq i} g_{ij}^T R_{ij} - \sum_{i=1}^{N} x_i^T W_i x_i
\]
\[
+ \sum_{i=1}^{N} (\phi_i^T \phi_i - x_i^T K_i I_i^2 K_i x_i)
\]
where $\hat{\Omega}_i$ is defined by
\[
\hat{\Omega}_i = \begin{pmatrix}
A_i^T P_i + P_i A_i + W_i + K_i I_i^2 K_i & P_i & G_{ii} & \cdots \\
G_{ii}^T P_i & -I_i & 0 & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
\Delta B_i^T P_i & \cdots & \cdots & -I_i \\
\cdots & \cdots & \cdots & 0
\end{pmatrix}
\]

3.2 LMI procedure

We now present the LMI design approach to the construction of the above reliable GCC set. The main objective is to obtain a feasible LMI that does not depend on the uncertainties. In fact, this LMI is a parametric LMI. These parameters are introduced as variables in the numerical resolution, reducing the conservatism in the control design. The following additional assumption is introduced.

Assumption 4: There exist known constants $\delta_i > 0$ such that
\[
0 < E_{2i}(I_{n_i} - R_i)^{-1} E_{2i}^T < \delta_i I_{n_i} \quad \text{for} \quad i = 1, \ldots, N.
\]

This assumption introduces some restriction on the control weighting matrices $R_i$ in the cost function (6) and on the uncertainties $E_{2i}$ of the control matrices in (2). This means that we lose some freedom in prescribing the control performance to achieve a reliable control.

Theorem 2: Under Assumptions 1, 2, 3 and 4, suppose that there exist constant parameters $\beta_i > 0$, $\beta_{2i} > 0$, $\beta_{3i} > 0$, $\delta_i > 0$, symmetric positive definite matrices $X_i \in \mathbb{R}^{n_i \times n_i}$ and matrices $Y_i \in \mathbb{R}^{n_i \times n_i}$ such that the LMI
\[
\begin{pmatrix}
H_{ii} & H_{i2} \\
H_{i2} & H_{i3}
\end{pmatrix} < 0
\]

is feasible for each $i = 1, \ldots, N$, where
\[
H_{ii} = A_i X_i + X_i A_i^T + B_i (I_{n_i} - R_i)^{-1} A_i \\
+ Y_i^T A_i B_i^T + \sum_{j \neq i} G_{ij} G_{ij}^T + B_i (I_{n_i} - R_i)^{-1} B_i^T \\
+ (\delta_i + \beta_{2i} + \beta_{3i}) D_i D_i^T
\]
\[
H_{i2} = (X_i E_{1i}^T, X_i, X_i, Y_i A_i E_{2i}, Y_i^T A_i, Y_i^T A_i R_i, \\
Y_i^T A_i R_i (I_{n_i} - R_i)^{-1} E_{2i}, B_i (I_{n_i} - R_i)^{-1} E_{2i})
\]
\[
H_{i3} = \text{diag}(\beta_{1i} I_{n_i}, -W_i^{-1}, -Q_i^{-1}, -\beta_{2i} I_{n_i}, -\beta_{3i} I_{n_i})
\]

In this case, the decentralised linear state feedback control laws
\[
u_i(t) = K_i x_i(t) = Y_i X_i^{-1} x_i(t), \quad i = 1, \ldots, N
\]

are a reliable GCC set and
\[
J(x, \nu') < J := \sum_{i=1}^{N} x_i(0)^T P_i x_i(0)
\]

Proof: The proof basically consists on proving that, under the assumptions of Theorem 2, Theorem 1 is satisfied. Thus, the existence of the reliable GCC set is ensured and, moreover, the matrices $P_i$ and $K_i$ are characterised by an LMI. First, we decompose $M_i$ in (9) in the following form
\[
M_i = \begin{pmatrix} M_{i1} & M_{i2} \\ M_{i2} & M_{i3} \end{pmatrix}
\]

where $M_{i1} = H_{ii}$, $M_{i2} = (P_i G_{ii}, \ldots, P_i G_{NN}, \Psi_i)$ and $M_{i3} = \text{diag}(I_{n_i}, \ldots, -I_{n_i}, R_i - I_{n_i})$. We have to prove that there exist matrices $P_i$ and $K_i$ such that $M_i < 0$ holds.

Remark 1: So far, we have designed a reliable GCC assuming the existence of matrices $P_i$ and $K_i$ satisfying (9). Note that the bound $J$ in (18) depends on the failure model, as $M_i$ depends on the matrices $I_i$ and $A_i$ in (9).
By the Schur complement, \( M_1 < 0 \) holds if and only if
\[
\begin{align*}
M_{12} - M_{22}M_{33}^{-1}M_{12}^T &< 0 \\
M_{33} &< 0
\end{align*}
\]
and invertible

The second condition \( M_{33} < 0 \) holds if and only if \((R_i - I_{s_i}) < 0 \) and invertible, but this is true by Assumption 4.

The first condition \( M_1 - M_{33}^{-1}M_{12}^T < 0 \) can be written in the form
\[
H_i + \sum_{j \neq i} P_jG_jP_i - \Psi_i(R_i - I_{s_i})^{-1}\Psi_i^T < 0 \quad (23)
\]

In order to prove the inequality (23), two main difficulties have to be faced: (i) the presence of the uncertain matrices \( \Delta(t) \) in \( H_i \); (ii) the fact that it is nonlinear in \( P_i \) and \( K_i \). To reduce the conservatism, they are considered as variables to obtain the reliable GCC for uncertain interconnected systems.

In order to implement the proposed decentralised control design assuming an ‘ideal’ scenario in which no uncertainty and failure models. It may be necessary to restrict these models with the aim of having a feasible solution of the problem \( \Sigma_{b0} \).

5 Design example

Consider the interconnected uncertain system (1) with three subsystems \( S_1, S_2 \) and \( S_3 \). Each subsystem has two states and one control input, with matrices

\[
\begin{align*}
S_1: & \quad \begin{bmatrix} A_1 & B_1 \end{bmatrix} = \begin{bmatrix} 0.1 & 0; & 0.1 & 1 \\ 0 & 1 & 1 & 0 \end{bmatrix}, \\
& \quad G_{12} = 0.01, \quad G_{13} = 0, \quad I_3 \\
S_2: & \quad \begin{bmatrix} A_2 & B_2 \end{bmatrix} = \begin{bmatrix} 0.1 & -1; & 1 & 1 \\ 0 & 1 & 0.5 & 0 \end{bmatrix}, \\
& \quad G_{21} = 0.04, \quad G_{23} = 0, \quad I_3 \\
S_3: & \quad \begin{bmatrix} A_3 & B_3 \end{bmatrix} = \begin{bmatrix} 1 & -0.1; & 1 & 1 \\ 0 & 2 & 0.1 & 0 \end{bmatrix}, \\
& \quad G_{31} = 0, \quad G_{32} = 0, \quad I_3
\end{align*}
\]

The interconnection vectors \( g_i(t, x_i) \) are bounded by \( W_{ij} = \text{diag}(0.1, 0.1) \) for all \( i, j = 1, 2, 3 \), while the uncertain matrices in (2) are

\[
D_i = \begin{bmatrix} 0.1 & 0; & 0 & 1 \end{bmatrix}, \quad E_{i1} = [0.1], \quad E_{2i} = [0.1]
\]

We consider the cost matrices \( R_i = [0.7] \) and \( Q_i = \text{diag}(0.01, 0.01) \) and the initial states \( x_{i0} = [1, 0.5] \) for \( i = 1, 2, 3 \).

In order to demonstrate the effectiveness of the proposed reliable control algorithm, we first consider the nominal control design assuming an ‘ideal’ scenario in which no actuator failures will occur. Then, by solving the problem \( \Sigma_{b0} \) in (24), with \( A_i = 1 \) and \( \Gamma_i = 0 \) for \( i = 1, 2, 3 \), the following control gain matrices are obtained

\[
\begin{align*}
& K_{N1} = [2.10, -9.94] \\
& K_{N2} = [2.34, -15.97] \\
& K_{N3} = [10.29, -20.98]
\end{align*}
\]

The resulting cost bound is \( J_{\text{ideal}} = 7.11 \).

Consider now the objective of designing the proposed reliable control scheme for a failure scenario described by...
Failure mode using reliable control

3. Implemented in an operation under the failures described in 2.

4. Implemented in an operation without failures.

G systems patterns are observed for the states and control signals of magnitude. When using the reliable control, we notice slower response when compared with the ideal case, the state response has a significant overshoot and has a performance when operating under failures.

The state response results drastically improved in spite of working under the same failures, being very close to the one obtained in the ideal case. As Fig. 2 shows, the control effort in this case has a bigger initial magnitude than for the nominal cases, quickly approaching the ideal control signals.

These results illustrate the satisfactory behaviour of the proposed reliable control scheme. According to the design objectives, the control ensures the stability and a quadratic performance criterion under a computed bound for the assumed uncertainties and the admitted failure scenario. Regarding the performance bound, it is interesting to compare both values $J_{\text{ideal}} = 7.11$ and $J_0 = 8.14$ for the nominal and the reliable control, respectively. The bigger value of the bound for the reliable case is understandable, as the control is designed to keep stability and performance in spite of possible failures, so a worse performance is reasonably expected. In the numerical example, this worse performance seems to be related to the bigger initial control magnitude required to keep the state under failures close to the ideal response.

This example has illustrated a control design in which the initial states $x_{0i}$ are known, which corresponds to the problem $\Sigma_0$ in (24). If the initial conditions are not prescribed, the problem $\Sigma$ in (25) must be solved. In this case, the computed bounds result in $J_{\text{ideal}} = 26.24$ and $J_0 = 29.57$, respectively, which are bigger than the values $J_{\text{ideal}} = 7.11$ and $J_0 = 8.14$, respectively. These bigger values are expected because this design covers all possible initial states.

The LMI’s (19), (20) and (25) have been solved using MATLAB’s LMI Control Toolbox.

6 Conclusions

In this paper, a solution of a reliable GCC problem for a class of linear interconnected systems with norm-bounded parameter uncertainties has been presented. Failures are described by a model that considers possible outage or partial failures in every actuator of each decentralised controller. The control design involves two steps. First, a sufficient condition is given for the existence of a decentralised reliable GCC set. Second, this control is effectively

1. Ideal mode, where the nominal controllers $KN$ (26) are implemented in an operation without failures.

2. Failure mode, where the nominal controllers $KN$ (26) are implemented in an operation under the failures described in (27).

3. Reliable control failure mode, where the reliable controllers $KR$ (28) are implemented in an operation under the failures described in (27).

Figs. 1 and 2 show the state $x_{11}$ and the control signal $u_1$ of system $S_1$, respectively, for these three modes. Similar patterns are observed for the states and control signals of systems $S_2$ and $S_3$, which are not shown here for the sake of brevity.

We observe that the nominal control clearly deteriorates its ideal performance when operating under failures. The state response has a significant overshoot and has a slower response when compared with the ideal case, whereas the control signal requires a significantly larger magnitude. When using the reliable control, we notice

![Fig. 1 State $x_{11}$ of system $S_1$ for the three operation modes: ideal, failure with nominal control, failure with reliable control](image1)

![Fig. 2 Control signal $u_1$ of system $S_1$ for the three operation modes: ideal, failure with nominal control, failure with reliable control](image2)
constructed by means of a feasible LMI optimisation problem. A key point in the control design has been the formulation of an LMI characterisation, which uses assumptions over model uncertainties to remove the parameter dependence of the control characterisation. The design presented in this paper shows that the presence of control failures imposes some restrictions in the definition of the cost function to be bounded. Specifically, some freedom is lost in the selection of the control weighting matrices. Thus, the designer can take some trade-off between control performance and admitted reliability. A numerical example has been included to illustrate the efficiency of the proposed decentralised control approach to ensure stability and performance in the presence of both control failures and parametric uncertainties.
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