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Abstract

Although the atomic structure of amorphous alloys, which lacks long-range translational symmetry, may appear homogeneous at the macroscopic scale, their local dynamic and/or static properties however vary significantly according to the recent experimental and simulation results. In the literature of amorphous alloys, the nature of such local heterogeneities is currently an issue under debate. More importantly, since amorphous alloys are in a thermodynamically nonequilibrium state, their local structures constantly evolve during structural relaxation, physical aging and mechanical deformation. As such, local structural heterogeneities, which vary with the thermal and mechanical history of amorphous alloys, could provide a key to understand the structural origin of their mechanical behavior, such as anelasticity, viscoelasticity, plasticity and fracture. In this review article, we first review mechanical spectroscopy or dynamic mechanical analyses as an important tool to study the relaxation dynamics in amorphous alloys, with a focus on the possible correlation between the secondary (also called β) relaxation and the local structural heterogeneities of amorphous alloys. After that, we discuss the recent advances on the understanding of structural heterogeneities in metallic supercooled liquids and the influence of the structural heterogeneities on the overall mechanical properties of the corresponding amorphous alloys. Finally, we briefly discuss the further development of research on this subject.
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1. Introduction

After about six decades from their discovery, amorphous alloys or metallic glasses (MGs) still remain as one of the most active research topics in condensed matter physics and materials science [1-9]. Due to the rapid quenching of supercooled metallic liquids, amorphous alloys possess a disordered atomic structure and usually exhibit a unique combination of physical and mechanical properties [10-15]. Yet, challenging issues also arise for amorphous alloys as a result of this structural amorphousness, such as the room-temperature embrittlement, which severely hinders their application as a structural material [16, 17]. Therefore, understanding of the amorphous structure in amorphous alloys is of great importance even though it may appear overall featureless and was usually considered as “homogeneous” in the early literature [18, 19]. However, the recent research results clearly demonstrate that the atomic structure of amorphous alloys contains local structural heterogeneities, which can be characterized by either local static and/or dynamic properties [20, 21]. Nowadays, understanding of the physical and mechanical behavior of amorphous alloys from the perspective of local structural heterogeneities has become a very active research topic [22-27].

In principle, local structural heterogeneities could be linked to density and chemical fluctuations in an amorphous alloy for the minimization of its free energy locally [28-31]. As a result of the different local environments of atomic packing, some regions appear topologically unstable (or “liquid-like”) or stable (or “solid-like”)[32]. Nevertheless, the characteristics of such structural heterogeneities in an amorphous alloy is not well understood and still under debate [20, 33]. It is challenging to characterize the heterogeneities, if any, in an amorphous structure using the traditional characterization tools, which were early designed mainly for crystalline structures [34].
Being thermodynamically out-of-equilibrium, the atomic structure of amorphous alloys is always inclined to evolve towards low energy configurations, as seen in the phenomena of structural relaxation and physical aging common to all sorts of glasses. Conversely, the atomic structure of amorphous alloys can be also rejuvenated by mechanical processes reaching very high energy configurations on their potential energy landscape. Consequently, the local structural heterogeneities of an amorphous alloy can be altered or modified during a thermal or mechanical treatment. Should there be a significant alteration of the local heterogeneities, a corresponding change should occur in the overall mechanical and physical behavior of amorphous alloys, such as mechanical relaxation, physical aging, crystallization, glass transition and plastic deformation. In other words, taking local structural heterogeneities as an intermediate “variable”, one may envision numerous structure-property correlations since the thermal and mechanical history of an amorphous alloy could be “encoded” in its heterogeneous atomic structure, which in turn determines the overall thermal or mechanical response of the alloy. More importantly, it should be kept in mind that these correlations could be time dependent, given the evolving disordered atomic structure or the dynamic nature of structural heterogeneities in amorphous alloys.

In the current review paper, we will first review the experimental and simulation results which are focused on mechanical (or stress) relaxation of amorphous alloys. These results are important, as provide the direct evidences that can be linked to the dynamic heterogeneities of amorphous alloys. In particular, we will discuss the correlations between the secondary (also called β) relaxations and local structural heterogeneities of amorphous alloys. After that, we will shift to the recent advances on the understanding of structural heterogeneities of amorphous alloys, which are followed by the study of the influence of the structural heterogeneities on their mechanical and physical properties. Finally, we will briefly talk about our
perspectives on the further development of the subject.

The outline of the current review paper is as follows: Part 1 is the introduction section in which we will discuss the importance of structural heterogeneities in amorphous alloys for understanding their mechanical and physical properties. Part 2 deals with the macroscopic approach that lays out the foundation for the correlation of the mechanical relaxation and physical properties of amorphous alloys. A fundamental aspect of the physics of glass transition for different types of amorphous materials (i.e. amorphous polymers, glassy oxides and metallic glasses) will be briefly discussed in this part. The dynamical properties of glass formers are generally determined by measuring the relaxation behavior with techniques like dielectric and mechanical spectroscopies. The spectra usually show two relaxations: (i) the main (or $\alpha$) relaxation observed at the glass transition temperature $T_g$, which is a universal feature of amorphous materials and attributed to the cooperative motion of molecules or atoms; and (ii) the secondary ($\beta$) relaxation detected at a lower temperature (or a higher frequency), whose intensity is often much smaller than that of the $\alpha$ process but is not always evident in all amorphous materials. According to the recent works [35-38], both $\alpha$ and $\beta$ relaxation could be detected in amorphous alloys, and connected to the alloys’ physical, thermal and mechanical properties. In Part 3, we focus on the characterization of local structural heterogeneities based on the experimental data and atomistic simulations obtained by directly probing the local volumes or areas in an amorphous alloy. In Part 4, we review various theories and models for understanding structural heterogeneities in amorphous materials and, in particular, their connections with the $\beta$ relaxations in amorphous alloys. These include the theories and models for supercooled liquids and glass transition [39], such as the Addams Gibbs theory [40], the random first order transition theory (RFOT) [41-45], the two-order parameter model [46-48], and the fractal twinkling theory [49, 50], and
those for relaxation dynamics, such as the interstitialcy model [51, 52], the quasi-point defect model [53, 54] and flow unit model [55, 56]. In this section, these classic and new physical models as well as their experimental support will be discussed and compared in details. Compared to crystalline alloys, defining “defects” of an amorphous alloy is non-trivial and often controversial, it is however important and can be linked with the local heterogeneities of the amorphous alloy. In Part 5, we will review the possible correlations between structural heterogeneities and mechanical properties of amorphous alloys and the possible routes to alter the structural heterogeneities for enhanced mechanical properties of amorphous alloys, such as sub-$T_g$ annealing and cryogenic thermal cycling. Finally, we will make a summary in Part 6 and discuss the future development of this subject.

To further assist understanding of the topics we are discussing, Fig. 1 illustrates the structure of the current review. At the fundamental level, structural heterogeneity in amorphous alloys can be attributed to the thermodynamics of supercooled metallic liquids and glass transition [57, 58]. According to the theories [59, 60], structural heterogeneities arise in supercooled liquids in order to minimize their free energy, which are inherited by the corresponding glass as frozen-in structural features during glass transition. Below the glass transition temperature $T_g$, secondary $\beta$ relaxations are observed in dynamic mechanical analysis (DMA) experiments [35, 36, 61-65] as a response of the heterogeneous amorphous structure to thermal stimuli. Interestingly, in the literature [35, 38, 66], these secondary relaxations were also considered as a precursor or elementary process to many important physical/mechanical phenomena observed on amorphous alloys, such as yielding and diffusion.

Here, it is worth mentioning that, in the classic literature of metallic glasses, plastic deformation in metallic glasses was proposed to be triggered by atom rearrangements in local regions involving several tens or hundreds of atoms, termed
shear transformation zones (STZs) [67]. In theory, STZ can be considered as an energy barrier crossing event or a local plasticity event [67]; on the other hand, STZs can be also considered as a group of atoms within a relative loosely packed region undergoing configurational transformation [68]. Interestingly, computer simulations revealed that STZs are “liquid-like” in the sense they contain atomic clusters resembling those commonly found in super cooled liquids [69-75]. As a result of STZ activation, shear bands could form in stressed amorphous alloys through the percolation of STZs [76-78]. In principle, stress relaxation and plasticity in amorphous alloys could be both attributed to the response of a heterogeneous amorphous structure to different external stimuli (thermal versus mechanical); therefore, they should be intrinsically correlated and the establishment of such correlations is of great importance to the study of amorphous alloys [79].
**Fig. 1.** The correlation between mechanical relaxations and mechanical properties of amorphous alloys. The mechanical spectrum adapted from reference[61]. Reprinted by permission from Macmillan Publishers Ltd: Nature Communications, reference[61], copyright (2015).
2. Relaxation dynamics and structural heterogeneities in amorphous alloys

From the dynamics viewpoint, metallic supercooled liquids and glasses can be both characterized by complex structural dynamics which may be keyed to their basic properties. Structural dynamics involve processes implying a change of the inner configuration of an amorphous structure, from isolated and short-ranged atom jumps, as in solid-state atom diffusion, to collaborative and long-ranged atomic movements as in the flow of highly viscous supercooled melts. Some of these dynamic processes may entail a change in the overall energy state, like structural relaxation observed during physical aging of glasses, while some others may not, as the local structural rearrangements or stress relaxation after a temporal perturbation of temperature or external force in the supercooled liquid state or in a well-annealed glass. By a glass state, we consider all configurations sharing the same intrinsic properties like enthalpy, specific volume or relaxation time. When the relaxation of glass does not involve a change of the glass state, that is, when there is no irreversible structural change in the glass along the relaxation process, we will call this process relaxation in iso-configurational glass.

One of the main tools to probe the dynamic structural features of metallic glasses is to explore their mechanical relaxation behavior, i.e. how the system responds to the perturbation of an external stress [80, 81]. In this chapter, we will first summarize the main features observed in dynamic mechanical relaxation experiments of metallic glasses. Secondly, we will describe the relationship between the observed mechanical relaxation behavior and some basic physical properties like diffusion, physical aging and mechanical properties.

2.1 Mechanical relaxation of amorphous alloys

Although glass transition has been traditionally viewed as a kinematic
phenomenon, according to the recent theories and simulations [82] it also involves changes in the underlying microstructure of the supercooled liquid as in a typical thermodynamic process. When a liquid is cooled rapid enough to avoid crystallization, its viscosity, $\eta$, increases sharply. By convention, the glass transition temperature $T_g$ is defined as the temperature at which the timescale of the atomic/molecular motion – i.e. the main structural relaxation time – is 100 s, and viscosity reaches a value of $10^{12}$ Pa·s. From the classic thermodynamic point of view, glass transition may not be a phase transition, as there is no discontinuity in any of the measurable physical properties such as specific volume or enthalpy – Fig. 2 –. As such, the glass transition temperature depends on the cooling rate. Slower cooling rates allow a longer time for configurational sampling, and thus $T_g$ decreases as the cooling rate decreases. Glasses obtained at slower cooling rates have a better atomic packing and a higher density.

Viscosity is the main property describing the relaxation dynamics of glasses and liquids, therefore, it is worth to remember here some of the basic features of its

![Fig. 1. Sketch of glass formation. Volume and enthalpy decrease as the liquid is cooled. For a high cooling rate glass transition takes place at a higher temperature – $T_{go}$ – than for a lower quenching rate – $T_{gb}$ –. Reprinted by permission from Nature, reference [83], copyright (2001).]
behavior approaching the glass transition. **Fig. 3** shows the viscosity behavior of several metallic and non-metallic glass-formers, compared to the viscosity of the strong SiO$_2$ glass and that of a fragile pure metal [84]. In the silica glass, viscosity shows a thermally activated behavior, given by an Arrhenius temperature dependence. As shown in **Fig. 3**, the viscosity of glass-forming liquids deviates from this behavior and is better described by the Vogel-Fulcher-Tamman (VFT) law [85]. The degree of this deviation is measured by the so called glass fragility $m$ [85-87], defined as

$$m = \frac{d \log_{10} \eta}{d(T_s/T)}\bigg|_{T_s}$$

which in facts measures the steepness of the viscosity when approaching $T_g$, that is, the rate of decrease of the atomic mobility when approaching the glass transition. It is worth to mention that fragility is quite sensible to the chemical composition and the number of elements in multicomponent alloys.

**Fig. 2.** Angell plot comparing the viscosities of different types of glass-forming
liquids. Reprinted by permission from ref. [84], Copyright (2007) Cambridge University Press.

Liquids with a low fragility approach the Arrhenius behavior, and are termed *strong*, while *fragile* liquids have a high $m$ value. Indeed, the fragility of the liquid is related to its structural dynamics and the properties of the subsequent glass. The structure of strong liquids changes very little upon cooling towards the glass transition, opposite to that of fragile liquids [88]. The fragility of the precursor liquid correlates with the Poisson ratio of the glass [89], and that with the brittleness of the material [90]: as a consequence *strong liquids become brittle glasses while fragile liquids become ductile glasses*. This correlation is not strict, as the mechanical behavior of the glass depends also strongly on the state achieved during the quenching process, but is an overall tendency observed in metallic glasses. Thus, relaxation phenomena in the liquid state envisage the mechanical behavior of the subsequent glass. Park *et al.* [91, 92] showed that glass heterogeneity and mechanical properties such as plasticity is controlled by both the addition of minor elements and by the cooling rate, the former affecting also the fragility of the liquid while the latter controlling the particular glassy configuration in which the system is frozen-in after the quenching.

Mechanical relaxation experiments monitor the stress $\sigma$ and strain $\varepsilon$ of the material. According to linear viscoelasticity the distribution function of relaxation or retardation times is reflected in the time or frequency dependence of the elastic modulus $M=\sigma/\varepsilon$ or the mechanical compliance $J=\varepsilon/\sigma$. Quasi-static experiments of stress relaxation or creep give the temporal evolutions $M(t)$ or $J(t)$ respectively, while dynamic probes obtain the complex responses $M(\omega)=M'(\omega)+iM''(\omega)$ or $J(\omega)=J'(\omega)-iJ''(\omega)$ composed by the storage (real) and loss (imaginary) parts. Typical dynamic or quasi-static experiments allows us to probe relaxation times from milliseconds to hours. This time-frequency window, although much narrower than that explored by dielectric spectroscopy for non-metallic glasses, covers most of the
relevant structural dynamics characterizing the liquid/glass behavior at temperatures below and around the glass transition.

**Figs. 4 and 5** show experimental $M(t)$ and $M(\omega, T)$ obtained for La$_{60}$Ni$_{15}$Al$_{25}$ amorphous alloys, $T_g=461$ K, taken here as an example of the mechanical relaxation behavior observed in metallic glasses. **Fig. 4** shows how the average relaxation time of the stress decay shortens as temperature increases, $\tau \sim 100$ s is the time corresponding to the change from glass to liquid dynamics for typical laboratory heating/cooling rates (5-20 K min$^{-1}$) [93]. The $M(\omega, T)$ behavior, shown in **Fig. 5**, is characterized by the main $\alpha$ relaxation visualized by the main peak of loss modulus and the complete decay of storage modulus which determines the dynamic elastic-to-viscous transition. The $\alpha$ peak is observed above the calorimetric $T_g$ for frequencies higher than 0.01 Hz and typical experimental heating rates. In addition to the main relaxation, **Fig. 5** shows the presence of a secondary relaxation at lower temperature, these secondary processes have been reported in many metallic glass systems. The increase of storage and loss moduli at temperatures above the $\alpha$ peak, corresponds to crystallization [94].
Fig. 3. Evolution of stress relaxation as function of temperature of La\textsubscript{60}Ni\textsubscript{15}Al\textsubscript{25} metallic glass, taken from reference [95]. Reprinted by permission from Nature Communications, reference [95], copyright (2014).

Fig. 4. Storage modulus and loss modulus of a La\textsubscript{60}Ni\textsubscript{15}Al\textsubscript{25} metallic glass as a function of temperature. Reprinted from[94], with the permission of AIP Publishing.
Quasi-static stress relaxation give access to the relaxation function \( \varphi(t) \) by

\[
M(t) = \frac{\sigma(t)}{\varepsilon} = \frac{(\Delta \sigma \varphi(t) + \sigma_r)}{\varepsilon}
\] (2-2)

where \( \Delta \sigma \) is the stress decay during the relaxation, \( \sigma_r \) the remnant stress and \( \varepsilon \) the applied constant strain. The relaxation function describes how the system loses the memory of the initial state and returns to internal equilibrium after being excited by an external force. On the other hand, dynamic experiments give access to the complex relaxation function \( \chi(\omega) \) through

\[
M(\omega) = M_u - \Delta M \chi(\omega)
\] (2-3)

where \( M_u \) is the unrelaxed elastic modulus and \( \Delta M \) the intensity of the relaxation. The shape of both \( \varphi(t) \) and \( \chi(\omega) \) give us access to the underlying time relaxation spectrum as will be discussed below. The storage modulus \( M' \) is proportional to the amount of energy that is stored and released (in-and-out energy) within one load cycle, while the loss modulus \( M'' \) is proportional to the energy dissipated due to viscous frictional loss and/or phase transformation within one load cycle.

Dynamic measurements of internal friction \( \tan \delta = Q^{-1} = M''/M' \) and creep experiments obtaining \( J(t) \) were some of the first results of mechanical relaxation reported for amorphous alloys [96-99]. Kimura et al. [100], later reviewed by Chen [101], showed that the \( J(t) \) obtained from creep of amorphous alloys can be well described by a viscoelastic model, i.e. with a stress exponent nearly to unity. Early internal friction measurements already observed the presence of secondary peaks at temperatures below the main \( \alpha \) relaxation, as shown in Fig. 6. We will now proceed to discuss some of the basic features observed for the \( \alpha \) relaxation of amorphous alloys and the different types of secondary relaxations reported in literatures.
Fig. 5. Internal friction of Fe-based metallic glass from Hettwer et al. published in 1982 [102]. Reprinted From ref. [102], copyright (1982), with permission from Elsevier.

2.1.1 The $\alpha$ relaxation spectrum

Structural dynamics of amorphous alloys are characterized by a main relaxation time $\tau_\alpha$, related to the viscosity as $\tau_\alpha \sim \eta/G$, where $G$ is the high-frequency shear modulus at the corresponding temperature. This main structural relaxation is characterized by two main features; the temperature behavior of the main relaxation time $\tau_\alpha(T)$ and the shape of the relaxation responses $\phi(t)$ or $\chi(\omega)$. The $\tau_\alpha(T)$ behavior is described by a VFT law in the equilibrated super-cooled liquid in the $T_g$-1.2$T_g$ region (relaxation times from $10^2$-$10^3$ s to $10^{-2}$ s) and it can be described by Arrhenius behaviors in the out-of-equilibrium glass below $T_g$ (times longer than $10^3$ s) [80, 103]. The fragility parameter $m$, the VFT parameters $B$ and $T_0$ or the apparent activation energy near the glass transition, $E_{\alpha,\text{liquid}}=mRT_g\ln10$, are equivalently used to describe the $\tau_\alpha(T)$ behavior above $T_g$. The Arrhenius activation energy is the main
parameter describing the sub-$T_g$ behavior of iso-configurational glasses [104].

The shape of the relaxation response is associated with the expected participation of a distribution of relaxation times in the structural dynamics of disordered systems. The relation between $\chi(\omega)$ and $\phi(t)$, obtained from quasi-static and dynamic mechanical relaxation respectively, is given by the transformation

$$\chi(\omega) = \int_0^{\infty} \left[-d\phi(t)/dt\right] e^{-i\omega t} dt$$

(2-4)

For the $\alpha$ relaxation, which conducts the transition from elastic to viscous media, we expect $\Delta M=M_u$ and $\sigma_R=0$ in equations 2-1 and 2-2. The experimental characterization of the glass and liquid relaxation is usually done by fitting empirical functions to the experimental $\chi(\omega)$ and $\phi(t)$, in this way obtaining both the relaxation times and the shape-parameters of the relaxation functions. In the case of the frequency domain, the Havriliak-Negami (HN) function [105]:

$$\chi(\omega) = \left[1 + (i\omega \tau)^\gamma\right]^{\alpha}$$

(2-5)

is commonly used as fitting function in many studies. The HN function produces an asymmetric peak of the loss modulus with high and low-frequency wings behaving as

$$\chi'(\omega) \propto (\omega \tau)^\alpha \quad \omega \ll \tau$$
$$\chi'(\omega) \propto (\omega \tau)^{\alpha\gamma} \quad \omega \gg \tau.$$  

(2-6)

Therefore, the values of $\alpha$ and $\gamma$ parameters determine the broadness and asymmetry of the relaxation peak. The symmetric Cole-Cole function [106] is obtained by fixing $\gamma=1$ while the asymmetric Cole-Davidson function is obtained if $\alpha=1$, a discussion of the diverse empirical functions used to fit the relaxation behavior can be found in ref. [107]. In the time domain it is common to describe the decay of
\( \phi(t) \) by a Kohlrausch-Williams-Watts (KWW) function [108, 109]:

\[
\phi(t) = \exp\left[ -\left(\frac{t}{\tau}\right)^{\beta_{KWW}} \right]
\]

(2-7)

where \( \beta_{KWW} \) is the so-called stretching parameter.

Fig. 7 shows the behavior of KWW functions of different \( \beta_{KWW} \) values and the corresponding peaks of the imaginary part of the susceptibility obtained by equation 2-4. The log-log scale shows clearly that the high-frequency wing of the susceptibility peaks decay approximately as \( \chi'(\omega) \propto \omega^{-\beta_{KWW}} \) while the low-frequency wing follows \( \chi'(\omega) \propto \omega^{a} \) with exponent \( a \sim 1 \). A rigorous examination of the relationship between the shape parameters of frequency and time relaxation functions can be found in reference [110]. The HN functions which would give the same high and low-frequency behavior are a good approximation of the stretched exponential transform. There are other empirical relaxation functions which may better reproduce some experimental data [107], usually at the cost of introducing more parameters.

Fig. 6. Left: Relaxation peaks obtained by equation 2-4 from KWW correlation functions. The values of stretching exponent are \( \beta_{KWW} = 0.3 \) (blue), \( \beta_{KWW} = 0.5 \) (purple) and \( \beta_{KWW} = 0.7 \) (red). Right: Corresponding KWW correlation functions.

At this point it is interesting to introduce the real shape of the \( \alpha \) peak in metallic
glasses. Fig. 8 shows experimental shear and Young’s loss moduli obtained for several metallic glasses by Wang et al. [111], all metallic glasses showed a very similar behavior well described by an HN function. Fig. 9, according to Qiao and Pelletier in reference [112], shows that the direct transform of the KWW function with $\beta_{\text{KWW}} \sim 0.5$ was also able to describe the universal behavior of the $\alpha$ relaxation peak of amorphous alloys. It is important to recall that, in almost all studies, a common shape, with a high-frequency exponent of 0.4-0.5 is found for amorphous alloys [113-115].

Fig. 7. Normalized loss modulus peak of amorphous alloys at a temperature were the peak maximum is near 0.1 Hz. Experimental data is compared to Debye and HN functions, the latter with parameters $\alpha = 0.95$ and $\gamma = 0.41$. Reprinted from reference [111], with the permission of AIP Publishing.
Fig. 8. Normalized loss modulus peak of amorphous alloys at a temperature were the peak maximum is near 0.1 Hz. Experimental data is compared to the transform of a KWW function with $\beta_{KWW} = 0.5$ [112]. Reprinted from reference [112], copyright (2014), with permission from Elsevier.

Although the HN and KWW functions do not exactly coincide in the low-frequency side of the peak, the mechanical relaxation measurements are difficult to extend towards this low-frequency wing of the peak, as it requires long measurements in the supercooled liquid state. It is therefore difficult to correctly assess the behavior of the low frequency wing of the peak and diverse empirical functions may be used to characterize it. Generally, the use of asymmetric functions shows a good agreement if the low- and high-frequency exponents are adjusted. In ref. [116] (as shown in Fig.10), Yao et al. fitted various existing empirical $\chi(\omega)$ functions to the experimental data obtained from an amorphous alloy. They found that the symmetric models, like the Debye and Cole-Cole functions, were not able to reproduce the experimental shape while the asymmetric models, like the Davidson-Cole, Havriliak-Negami and Jonscher functions, gave accurate descriptions of the data. As shown in Fig. 10, independent of the particular values obtained for the fitted parameters of each asymmetric model, all of them produced relaxation functions
with similar low and high-frequency exponents. Interpreting this in terms of the underlying time spectrum, the \( \alpha \)-relaxation of metallic glasses must be characterized by a very similar relaxation time distribution in all systems, which contains a principal long time and a long tail of faster processes. Evidences of a discrete-like time spectrum have been given by Atzmon et al. [117, 118] and recently by Qiao et al. [119].

![Graph showing relaxation functions](image)

**Fig. 9.** Parameters of relaxation functions fitted to the mechanical relaxation data of Zr\(_{40}\)Ti\(_{25}\)Cu\(_{8}\)Be\(_{27\) metallic glass. \( m \) and \( 1-n \) correspond to the low and high-frequency slopes of the log-log plot of the loss modulus. From ref. [116]. Reprinted from reference [116]. Copyright (2017), with permission from Elsevier.

In spite of the particular relaxation model that better fits the experimental results, the dynamic relaxation behavior of a glassy material can be qualitatively described by the simple viscoelastic Maxwell equations or the ideal Debye behavior:

\[
E' = E \frac{(\omega t)^2}{1+(\omega t)^2} \tag{2-8a}
\]

and
\[ E'' = E \frac{\omega T}{1 + (\omega T)^2} \]  

Decreasing temperature causes the increase of relaxation time and such a correlation can be described by a temperature dependent shift factor \( \tau(T) = a_T \tau(T_{ref}) \). Representation of the relaxation functions on a horizontal logarithmic scale, where \( \ln \left( \frac{\omega}{a_T} \right) = \ln(\omega) - \ln(a_T) \), allows us to determine \( a_T \) as the horizontal shift necessary to generate a master curve by the superposition of the data obtained at different temperatures. In this way we can obtain information on the evolution of the relaxation time without imposing a particular relaxation empirical function. This is the so-called time-temperature-superposition (TTS) principle.

The average relaxation time \( \tau_\alpha \) obtained from mechanical relaxation shows two clear temperature behaviors below and above the glass transition region as shown in Fig. 11 and Fig. 12, and reported in many other studies such as refs. [94, 120-125]. The apparent activation energy above \( T_g \) is related to the fragility of the melt as \( E_{\alpha,\text{liquid}} = mRT_g \ln 10 \), in metallic glasses \( E_{\alpha,\text{liquid}} \) takes values from 50\( RT_g \) to 170\( RT_g \) depending on the fragility [79], in absolute values \( E_{\alpha,\text{liquid}} \) is generally in the range 2-8 eV. In the out-of-equilibrium glass below \( T_g \), the system is kinetically stuck in an unstable configuration. The long times characteristic of this temperature region complicate the experiments and the interpretation becomes more complex due to the presence of physical aging. When physical aging has a reduced contribution, the activation energy of \( \alpha \)-relaxation is found around 25-50\( RT_g \) (1-2 eV) for most metallic glasses in the 0.8\( T_g \)-\( T_g \) region. Below these temperatures, creep experiments give even lower activation energies of 0.5-1 eV [100].
**Fig. 10.** (a) The normalized loss modulus spectra $G''/G_u$ of Pd$_{42.5}$Ni$_{7.5}$Cu$_{30}$P$_{20}$ amorphous alloy as a function of frequency at various temperatures. (b) Master curves for the loss modulus of Pd$_{42.5}$Ni$_{7.5}$Cu$_{30}$P$_{20}$ amorphous alloy. (c) Master curves for the loss modulus of Pd$_{42.5}$Ni$_{7.5}$Cu$_{30}$P$_{20}$ amorphous alloy at different states (as-cast and aging below $T_g$). Reprinted with permission from reference[125]. Copyright (2014) American Chemical Society.

**Fig. 11.** Shift factor obtained by TTS principle for La$_{60}$Ni$_{15}$Al$_{25}$ amorphous alloy. Reprinted from reference [94], with the permission of AIP Publishing.
Finally, the $\alpha$ relaxation below the glass transition temperature $T_g$ is dependent, as all other properties, on the glass state. Structural relaxation towards more stable configurations increases both the time and activation energy of all processes, from diffusion to viscous flow [96, 126]. Conceptually, physical aging is different from structural relaxation. The former corresponds to spontaneous relaxation of glass towards a lower energy state, while the latter to forced relaxation of glass subject to a designed thermal protocol [127, 128]. Differences of orders of magnitude of $\tau_\alpha$ between as-quenched and annealed states are observed by mechanical relaxation [115], viscosity [104, 129] and X-ray Photon Correlation Spectroscopy (XPCS) results [130]. The dynamics of different iso-configurational states are difficult to assess, due to the influence of in situ aging during experiments of as-quenched samples [131]. As seen in Fig. 13 the temperature behavior of $\tau_\alpha$ can be interpreted as the system crossing various iso-configurational states; isothermal viscosity measurements of well annealed samples showed similar activation energy for the viscous flow of different iso-configurational states [104].

![Fig. 12. Relaxation times obtained by dynamic (open circles) and quasi-static (full symbols) mechanical relaxation of as-quenched (red and purple symbols) and](image-url)
annealed (black and blue symbols) Cu_{46}Zr_{46}Al_{8} metallic glass. Reprinted From ref. [115] Copyright (2015), with permission from Elsevier.

Plastic deformation (irreversible deformation) can increase the disorder in glassy materials [132]. Fig. 14 shows the evolution of loss factor tanδ with temperature at various states. The higher is the cold rolling ratio, the higher is the loss factor. Thus, the atomic mobility is increased by the cold-rolling treatment, which corresponds to an increase of the concentration in quasi-point defects based on the quasi-point defects (QPD) theory. This and other physical models will be detailed in section 4 below. Therefore, it is confirmed that the atomic mobility is increased by plastic deformation. According to the QPD model, the increment corresponds to increasing the concentration of quasi-point defects. Plastic deformation induces rejuvenation of the material. The concentration of “defects” is higher than the equilibrium value, so an evolution is expected when temperature is increased. These results in bulk metallic glass show good agreement compared with other glassy materials [132].

![Fig. 14. Effect of the cold-rolling ratio (ε = 45% and ε = 75%) on loss factor tan δ of Ti_{40}Zr_{25}Ni_{8}Cu_{9}Be_{18} amorphous alloy (The as-cast state is reference state) [133]. Reprinted From reference [133], copyright (2012), with permission from Elsevier.](image)

Fig. 15 shows the evolution of the internal friction with temperature in various structural states of the Zr_{56}Co_{28}Al_{16} bulk metallic glass. By selecting the as-cast state
as reference state, annealing below the glass transition temperature $T_g$ induces a slightly decrease compared to the reference state. Partial crystallization (heat treatment at 800 K) leads to a larger decrease than after annealing below the $T_g$. The loss factor is almost negligible after complete crystallization. In contrast, the loss factor $\tan \delta$ is higher than that of the reference state in the cold rolled sample.

**Fig.15.** Evolution of the internal friction with the temperature in Zr$_{56}$Co$_{28}$Al$_{16}$ amorphous alloy at different states [134]: (1) 55% thickness reduction after cold-rolling, (2) as-cast sample (3) after structural relaxation (annealing temperature is 660 K with annealing for 16 hours), (4) formation of partial crystallization (heating to 800 K with a heating rate of 3 K/min). Reprinted from reference [134], copyright (2014), with permission from Elsevier.

Cui et al. developed a dissipative nonaffine lattice dynamics theory for metallic glasses, with a bottom-up approach starting from a microscopic Hamiltonian for the motion of a tagged atom coupled to all other atoms in the material [135]. The theory leads to a generalized Langevin equation that is used in combination with non-affine dynamics to derive the dynamic viscoelastic moduli $E'$ and $E''$. These moduli are functions of the vibrational density of states and of the emergent non-Markovian atomic-scale friction coefficient (memory kernel) that embodies the long-range coupling between atoms. The predictions of the viscoelastic theory compare very well with experimental data for uniaxial viscoelastic response of CuZr amorphous alloy,
using the density of states from molecular dynamics simulations of the same system.

Importantly, no agreement can be found using either a density of states that does not feature excess of boson-peak modes at low frequency, or using the time-dependence of the non-Markovian friction in the equation of motion which differs from a stretched-exponential function. This finding indicates strong memory effects at the atomic level, possibly due to the non-local electronic component of interaction. Here “non-local electron component” means the free-electron contribution to the atomic bonding. In metals, the free-electron contribution to bonding between two atoms can establish medium- and even long-range correlations in the atomic motions which involve several atoms. This is reflected in the many-body term used in embedded atom model (EAM) potential [136], for example. In turn, these correlations may give rise to memory-dependent effects in the atomic motion, which means that the velocity of a certain atom sees an effective damping at some point in time which may depend on the motion of the atom at earlier times due to the persistence of correlated medium or long-range interaction with other atoms. This should be contrasted with non-metallic materials where, instead, the bonding has less of many-body character. For example in silica glass, the atomic bonding is strongly localized (e.g. Si-O) [137], so memory effects may be less strong as there are less long-range correlations with other atoms. It is also shown that the $\alpha$-wing asymmetry in $E''$ grows upon decreasing the temperature below $T_g$, which is linked to the growth of the characteristic time-scale of memory effect in the model. Hence, a link exists between the $\alpha$ time and the characteristic time-scale over which atoms retain memory of their previous collision history (as shown in Fig. 16).

Hence, this analysis establishes that, in order to explain the mechanical $\alpha$ relaxation and the $\alpha$-wing asymmetry in metallic glass, an excess of soft vibrational modes as well as strong memory effects in the dynamics due to non-local electronic
coupling between many atoms, are necessary ingredients that cannot be neglected. Furthermore, the approach is directly applicable to a variety of glassy and partly-ordered systems that feature a boson peak, hence not only metallic glasses but also polymer glasses, silica glasses and even quartz, by suitably extending the theory to include bond-bending interactions, needed to describe covalent bonds. Hence, the framework opens up the way for a truly atomic-level predictive and quantitative description of mechanical response and relaxation in disordered materials.

![Fig. 16. The atomic-scale theory of viscoelasticity in metallic glasses. (a) Phonon density of states of a CuZr metallic glass. The inset shows the reduced states over Debye’s model, which indicates the appearance of Boson peak at low frequency. The theoretically predicted storage modulus $E'$ (b) and loss modulus $E''$ (c) as a function of frequency, which are in fairly agreement with experimental data [135]. Reprinted figures with permission from reference [135], copyright (2017) by the American Physical Society.]

2.1.2 Secondary relaxations

Johari and Goldstein suggested that secondary relaxation was a universal phenomenon of glassy materials and intrinsically linked to the $\alpha$ relaxation [138]; this kind of secondary process is termed as slow $\beta$ relaxation [93]. On the other hand, the presence of one or various internal friction secondary peaks in amorphous materials can be associated to different origins, some of them not directly related to the amorphous state as similar anelastic processes can be found in the crystalline counterparts. First reports of internal friction peaks date back to Berry et al. [139],
who observed a relaxation process below room temperature in a sputtered film of Nb$_3$Ge metallic glass. With an activation energy of 0.52 eV the peak was interpreted as stress induced point defect relaxations, similar to the ones found in crystalline solids although not showing a Debye relaxation shape but an asymmetric distribution. The intensity of the peak decreased with aging. Yoon and Eisenberg [140] ascribed similar peaks, located around 250K with activation energies of $E \sim 1.0$ eV, to the movement of B atoms in Fe$_{40}$Ni$_{40}$P$_{14}$B$_6$ and Fe$_{32}$Ni$_{36}$Cr$_{14}$P$_{12}$B$_6$ amorphous alloys. Later work by Berry [141] suggested that this well-defined atomic-scale relaxation processes were linked to hydrogen absorption and its effect in the glassy structure. Kunzi et al. [142] found similar peaks in Cu$_{50}$Zr$_{50}$, Co$_{35}$Y$_{65}$ and Co$_{35}$Dy$_{65}$ amorphous alloys and attributed them to intrinsic atomic-scale processes of the amorphous structure, independently of hydrogen or oxygen absorption. Khonik et al. [143] showed that both cold work and hydrogenation induced internal friction peaks with activation energies $\sim 0.51$ eV. They argued that the dependence of the relaxation intensity on the amplitude of the oscillation indicated that the relaxation process is related to non-local “dislocation-like” defects introduced during inhomogeneous deformation. A more recent ultrasound spectroscopy study [144] interpreted a low temperature peak at 250 K in Zr$_{35}$Cu$_{30}$Al$_{10}$Ni$_5$ amorphous alloy as originated by thermal relaxation of squeezed free-volume due to a transition in the electron-phonon coupling behavior. All these secondary relaxations mentioned above are observed at temperatures far below $T_g$, even below room temperature in many cases, and at frequencies within the 1-3000 Hz range. Therefore, they are not detected by mechanical spectroscopy near $T_g$. They correspond to very fast processes far from $\alpha$-relaxation, attributed to different origins but not directly related to the glass transition process. However, it is important to take these processes into consideration in order to have a complete general picture of the mechanical relaxation spectrum and
to understand its relationship with the mechanical properties of amorphous alloys.

In the last decade, the study of secondary relaxations has been centered on processes detected at 0.7-0.9\(T_g\) by mechanical spectroscopy in the frequency range of 0.01-100 Hz. It is generally assumed that these secondary relaxations correspond to the slow \(\beta\) or JG relaxation. In non-metallic glass formers both \(\alpha\) and slow \(\beta\) relaxations merge at high temperatures [62]. Although crystallization prevents to explore this temperature region in metallic glasses, the merge between the two relaxations has been inferred [145]. These relaxations can be observed as well separated secondary peaks, like in some La and other rare earth based amorphous alloys [146, 147], as prominent high-frequency (or low-temperature) shoulders of the \(\alpha\) peak, like in some Pd-based glasses [148], or as high-frequency excess wings of the main \(\alpha\) relaxation [149]. The emergence of a well-defined secondary peak as function of the alloy composition can be observed in Fig. 17 for La-based amorphous alloy[150]. More than two decades ago, Okumura et al. [151, 152] already showed the presence of a secondary peak in \(\text{La}_{55}\text{Al}_{25}\text{Ni}_{20}\) metallic glass. Wang’s work on La-based metallic glasses [146] showed that both intensity and peak temperature of the \(\beta\)-relaxation were strongly influenced by the chemical composition. This was further examined by Yu et al.[62], they related the appearance of \(\beta\) relaxation in La- and Pd-based metallic glasses to similar negative values of enthalpy of mixing between all the elements of the alloy. Positive or large differences in enthalpy of mixing suppressed \(\beta\)-relaxation. Through systematically alloying different types of elements, Wang’s group found that the pronounced \(\beta\) relaxation peaks near \(T_g\) always evolved hand in hand with the boson heat capacity peaks in La-based metallic glasses [153]. This phenomenon suggests the \(\beta\) relaxation arises from the regions which mainly contribute to the boson peak and provides the first experimental evidence for the connection between the slow and fast glassy dynamics.
Fig. 17. The temperature dependence of the storage modulus $E'$ and loss modulus $E''$ with temperature in La$_{30}$Ce$_{30}$Al$_{15}$Co$_{25}$ amorphous alloy. Reprinted from reference [150], copyright (2019), with permission from Elsevier.

An important point for discussing the origin of the $\beta$ relaxation is its behavior upon structural relaxation or aging. Annealing below $T_g$ drives the glass towards a more stable state. This is a structural relaxation process which induces a reduction of free volume with the associated enthalpy change. The magnitude of the enthalpy change can be revealed by subsequent measurement of the specific heat $c_p$. The formation energy of free volume between as-cast and relaxed states was estimated to be of 5.89 eV/atom in Zr$_{55}$Cu$_{30}$Ni$_5$Al$_{10}$ [154] and 7.45 eV/atom in Zr$_{55}$Cu$_{30}$Ni$_5$Al$_{10}$ [155]. These values are quite larger than the energy of vacancy creation in pure metals ($\leq 2$ eV/atom), suggesting that the relaxation process involves notable structural rebuilding [156], which is reflected in an increase in the hardness and, eventually, the brittleness of the glass.
From the perspective of free volume, the structural relaxation process always implies a reduction of internal friction or loss modulus related to the release of free volume. Fig. 18 shows the reduction of intensity and the evolution towards higher temperatures of the secondary relaxation shoulder for Pd$_{42.5}$Ni$_{7.5}$Cu$_{30}$P$_{20}$ metallic glass. The constant loss modulus background at temperatures below the onset of the secondary peak is also reduced. The effect of aging on the mechanical relaxation of metallic glasses is reported in many works [107, 157-162]. In metallic glasses with prominent slow β relaxations, like some La [163] and Y-based alloys [164], the process of physical aging during annealing is not able to suppress the secondary peak and it is therefore a characteristic feature of the structural dynamics of well relaxed iso-configurational states. In other systems, the annealing may totally suppress the secondary relaxation. In this case it is difficult to assess if the presence of a secondary peak is not just the observation of the high-frequency tail of the α-relaxation combined with in situ physical aging [114]. As already discussed by Chen [159], the sub-$T_g$ relaxation in amorphous alloys has some different features from the JG-relaxation in polymeric or molecular glasses. In this latter substances, the slow β-process shows a distinct peak at $T < 0.6T_g$ (at a frequency of 1 Hz) and small effect due to annealing near $T_g$. 
Fig. 18. Loss modulus of Pd$_{42.5}$Ni$_{7.5}$Cu$_{30}$P$_{20}$ measured at a constant frequency of 1 Hz during consecutive heating runs. The applied thermal protocol is shown in the inset. Reprinted with permission from reference [165]. Copyright (2016) American Chemical Society.

The activation energy of the $\beta$ relaxation is found $E_\beta \approx 26RT_g$ (0.5-1.5 eV) in amorphous alloys [166, 167], which is similar to the activation energies extracted from aging, atomic diffusion and onset of plastic deformation, as will be discussed below. The microscopic origin has been widely debated. From atomistic simulations, the $\beta$ process was attributed to cooperative movements of different nature than the $\alpha$ relaxation, like string-like motions [168, 169]. Recent simulation works have demonstrated that, at least in the simulated systems, the string-like cooperative motions are the origin of the secondary relaxation peak detected by mechanical spectroscopy [170-172]. Although being cooperative, $\beta$ relaxation involves only part of the atoms that could participate in stress relaxation. X-ray diffraction combined with the extended X-ray absorption fine structure (EXAFS) results showed that the relaxation originated from short range collective rearrangements of the large solvent atoms in a binary metallic glass [173]. In some metallic glasses, like in Zr$_{55}$Cu$_{30}$Al$_{10}$Ni$_5$ [174] and La$_{55}$Al$_{25}$Ni$_{20}$ [175], there is evidence of a double glass transition related to phase separation or to double-stage unfreezing of the mobility of the different species during heating, thus resulting in a secondary peak or shoulder of the loss modulus.

The presence of slow $\beta$ relaxations, their relationship to structural and/or chemical heterogeneities and their universality in the glass state have been discussed since the earliest works reporting such phenomena [176], and the debate on their microscopic origin remains open. What is certainly true is that, either if they are related to unrelaxed structures produced by rapid quenching or mechanical deformation or if they are intrinsic to certain metallic glass compositions, many
authors propose that they are indicative of structural heterogeneity. Furthermore, while the spectrum of the \( \alpha \) relaxation is very similar in all metallic glass-forming systems, secondary relaxations characterize the specificities of the distribution of relaxation times of each particular sample.

As aforementioned, some researchers proposed that the slow \( \beta \) relaxation is due to the presence of structural heterogeneities, however, compelling experimental evidence is lacking [177] and the debate on this point is still open [178]. In the case of fragile liquids (i.e. liquids with large steepness index \( m \) values), they usually have more pronounced \( \beta \) relaxations which manifest as distinct peaks or broad humps, while \( \beta \) relaxations are shown as an excess wing in strong liquids (i.e. liquids with small \( m \) values) [166, 179]. This overall correlation is not strictly followed in amorphous alloys or metallic glasses. For example, the family of La-based metallic glasses show the most distinct secondary \( \beta \) peaks even though they are generally considered as strong liquids relative to other metallic glasses.

Conceptually, physical aging is a process through which glassy materials evolve into a more stable state, which plays an important role in mechanical relaxation of structural glasses, such as amorphous alloys [148, 180]. Fig. 19(a) exhibits the effect of structural relaxation below the glass transition temperature \( T_g \) on the loss modulus of La\(_{60}\)Ni\(_{15}\)Al\(_{25}\) metallic glass (the aging temperature is 448 K and aging time is 16 hours, the glass transition temperature \( T_g \) of La\(_{60}\)Ni\(_{15}\)Al\(_{25}\) metallic glass is 461 K) [181]. The intensity of the slow \( \beta \) relaxation of the La\(_{60}\)Ni\(_{15}\)Al\(_{25}\) metallic glass decreases by aging below \( T_g \). In parallel, compared with the as-cast state, the peak maximum of the slow \( \beta \) relaxation shifts to higher temperature after aging below \( T_g \), which is in accordance with the experimental results reported by Wang et al. [180]. As we discussed in the previous section, unlike for La\(_{60}\)Ni\(_{15}\)Al\(_{25}\) metallic glass, in Pd-, and Zr-based metallic glasses, the \( \beta \) process is not a resolved peak but it is manifested
as a “shoulder” or “excess wing” on the curve of loss modulus versus temperature [62, 177, 182]. As shown in Fig. 19(b), it is evident that after structural relaxation below $T_g$ the “excess wing” becomes less evident [183]. However, one can see that the part of the loss modulus versus temperature curve, which is linked to the $\alpha$ relaxation, keeps almost unchanged [Fig. 19(b)], which is in good agreement with the results obtained from the La-based metallic glass [181]. Several investigations suggested that the slow $\beta$ relaxation corresponds to inherent structural heterogeneities in metallic glasses, such as soft domains, liquid-like regions, local topological structure of loose packing regions as well as flow units [79, 94]. During physical aging below $T_g$, the thermal activation of atoms within those regions causes the evolution of the glassy structure towards a more stable state with a consequent reduction of structural heterogeneities. Thus, structural relaxation below $T_g$ reduces the concentration of “defects” in metallic glasses. Wang et al. reported a similar phenomenon in the La$_{60}$Ni$_{15}$Al$_{25}$ bulk metallic glass [180]. According to the non-isothermal dynamic mechanical experiments (in isochronal temperature scans) [180], the Poisson’s ratio decreases as the peak temperature of the slow $\beta$ relaxation shifts to higher temperatures for a given frequency or as the $\beta$ process moves to a lower frequency at a given temperature. Based on the Eshelby’s theory, Sun et al. recently developed a micromechanical model that relates the properties of the local elastic heterogeneities of metallic glasses to their overall elastic properties (i.e. shear/bulk modulus and Poisson’s ratio) [10]. During structural relaxation, the volume fraction of liquid-like regions is expected to gradually decrease.
Fig. 19. (a) Temperature dependence of the normalized loss modulus of La$_{60}$Ni$_{15}$Al$_{25}$ bulk metallic glass at as-cast state and annealed state (aging at 448 K with annealing time 16 hours) [181]. Reprinted from reference [181], copyright (2015), with permission from Elsevier. (b) Evolution of the loss modulus $G''$ with the temperature of Zr$_{50}$Cu$_{40}$Al$_{10}$ bulk metallic glass: (1) As-cast state and (2) after aged at 683 K with aging time is 900 min [183]. Reprinted from reference [183], copyright (2015), with permission from Elsevier.

Both the amplitude ($\Delta G''$) and the relaxation time of the slow $\beta$ relaxation ($\tau_\beta$) were found to strongly depend on the physical aging below $T_g$. Fig. 20 shows the
The evolution of the slow $\beta$ relaxation for different annealing times [184]. It is clear that the intensity of the slow $\beta$ relaxation decreases with increasing aging time, while the peak of the slow $\beta$ relaxation shifts to lower frequency with increasing annealing time. Theoretically, the shift of the slow $\beta$ relaxation to a lower frequency indicates the increase of the relaxation time. In general, the increase of relaxation times corresponds to the increase of density, thereby in line with the effect of annealing. This phenomenon is closely connected to the densification process caused by structural relaxation in amorphous alloys. Similar observations were also shown in polymeric glasses [185, 186].

**Fig. 20.** Mechanical loss spectra of JG $\beta$ relaxation in La$_{60}$Ni$_{15}$Al$_{25}$ amorphous alloy aged at 433 K with different aging time (Testing temperature is 343 K). Insert is schematic of asymmetric double well potential (ADWP) model [184]. Reprinted from [184], with the permission of AIP Publishing.

In order to understand the effect of structural relaxation on the slow $\beta$ relaxation in glass-forming liquids, Dyre and Olsen proposed the asymmetric double well potential model (ADWP) model in organic glass formers [187], they found that the correlation between the intensity and relaxation time of the slow $\beta$ relaxation process depends on temperature. The ADWP model can be used to describe the behavior of
the slow \( \beta \) relaxation in metallic glass during aging. In the framework of the ADWP model, the relaxation time \( \tau_\beta \) and maximum of the mechanical loss \( G''_{\text{max}} \) are given as [187]:

\[
\tau_\beta = \tau_0 \exp \left( \frac{2U + \Delta}{2k_BT} \right) \cosh^{-1} \left( \frac{\Delta}{2k_BT} \right),
\]

\[
G''_{\text{max}} = G_0''(T) \cosh^{-2} \left( \frac{\Delta}{2k_BT} \right)
\]

(2-9)

where \( \tau_0 \) and \( G_0'' \) are pre-factors; \( U \) and \( \Delta \) are the free energies as illustrated in the inset of Fig. 20.

Considering the linear correlation between \( \ln(\tau_\beta) \) and \( \ln(G''_{\text{max}}) \) observed during the physical aging below \( T_g \), \( \ln(\tau_\beta) = b - a \ln(G''_{\text{max}}) \) (as shown in Fig. 21), one can find that

\[
\frac{2U + \Delta}{2kT} - \ln \left( \cosh \left( \frac{\Delta}{2kT} \right) \right) = 2a \ln \left( \cosh \left( \frac{\Delta}{2kT} \right) \right)
\]

(2-10)

For \( \Delta \gg 2kT \), Eq. (2-10) reduces to

\[
\frac{2U + \Delta}{2kT} - \frac{\Delta}{kT} + \ln(2) = 2a \left( \frac{\Delta}{2kT} - \ln(2) \right)
\]

(2-11)

from which one obtains

\[
a = \frac{U + \ln(2)}{\Delta - 2\ln(2)}
\]

(2-12)

Evidently, the ratio \( U/\Delta \) remains approximately constant (\( U/\Delta \sim a \)) during structural
relaxation. Notably, the constant coefficient $a\sim 2$ was also found during physical aging experiments for polymeric glasses [186] and molecular dynamics simulations (MDS). According to the data reported by Dyre and Olsen [187] a value of the coefficient $a \sim 2$ was found in an equilibrium organic glass forming liquid, implying that a similar relaxation behavior could be extended to a liquid state.

![Graph](image)

**Fig. 21.** $\ln(\tau_\beta)$ vs $\ln(G''_{\text{max}}/G_U)$ for La$_{60}$Ni$_{15}$Al$_{25}$ amorphous alloy aged at 433K with different aging times (the testing temperature is 343K) [184]. Reprinted from [184], with the permission of AIP Publishing.

Zhao et al. [188] studied the influence of the cooling rate on the mechanical relaxations in a La-based metallic glass. They reported that the intensity of the slow $\beta$ relaxation of the metallic glass became more evident for a higher cooling rate. This behaviour is also consistent with the notion that the slow $\beta$ relaxation is rooted in the concentration of loosely packed atoms, free volume or flow units (as shown in **Fig.** .
which increases under a high cooling rate while decreases under structural relaxation or physical aging, as discussed in the prior works [33, 173, 177, 189].

Based on the above discussions, now we may briefly summarize the main findings on the slow $\beta$ relaxation in metallic glasses: (i) the intensity of the slow $\beta$ relaxation is reduced by sub-$T_g$ structural relaxation; and (ii) the formation of nano-crystals during annealing above $T_g$ causes a drastic reduction of the slow $\beta$ relaxation amplitude. Both phenomena can be rationalized as a result of the decrease of structural heterogeneity or local atomic mobility in metallic glasses.

![Fig. 22. The normalized loss modulus of the La$_{60}$Ni$_{15}$Al$_{25}$ metallic glass for the ribbon and rod ($T_p$ is the peak maximum of the slow $\beta$ relaxation). The inset is the quenching rate dependent amplitudes of the slow $\beta$ relaxation [188]. Reprinted from reference [188], copyright (2014), with permission from Elsevier.]

More recently, another faster secondary relaxation was reported in metallic glasses [35, 61, 190]. This relaxation process is faster than the slow $\beta$ relaxation discussed above, and we will call it fast $\beta$ relaxation, although it should not be mistaken by the fast $\beta$ relaxation predicted by the Mode Coupling Theory and observed in the liquid state within the GHz-THz range. On the basis of loss modulus, Fig. 23(a) shows a fast $\beta$ relaxation process observed in the metallic glasses within
the temperature range $0.25$-$0.58 \ T_g$ [35]. Compared with the slow $\beta$ relaxation, the fast $\beta$ relaxation is ascribed to the rattling motion of loosely bonded atoms caged by relatively tightly bonded atoms (as shown in Fig. 23(b)). As the rattling motion is activated with a low activation energy, which only shows small temperature dependence, fast $\beta'$ relaxation is often treated as nearly a constant loss in a low-temperature region or high-frequency domain (as shown in Fig. 23(c)).

Regarding the fast relaxation process, Barmatz et al. found that the activation energy of the fast $\beta$ relaxation in Ni- and Fe-based metallic glasses was $0.03$-$0.05$ eV, which is nearly the same value of the relaxation caused by the rattling motion of oxygen atoms in fused silica (~$0.04$ eV) [191]. In the case of Pd$_{12.5}$Ni$_{7.5}$Cu$_{30}$P$_{20}$ metallic glass, Kato et al. [192] reported an activation energy of $0.25$ eV obtained from the shift factor of the relaxation spectra, which is about $5$ ~ $8$ times larger than the findings of Barmatz et al. [193]. Assuming that the activation energy of fast $\beta$ relaxation is $0.04$ eV with a pre-exponential factor of $10^{14}$, Kato et al. estimated that the loss peak should be located near $\omega_p = 10^{14} \exp \left( \frac{0.04}{548k} \right) \approx 2.7 \times 10^{14} \text{ rad s}^{-1}$ at the reference temperature of $548$ K. Thus, these authors proposed that they measured a larger activation energy region (low-frequency side) of the fast $\beta$ relaxation [192]. Interestingly, Wang et al. [61] later found that the intensity of the activation energy for the fast $\beta$ relaxation is around half of that for the slow $\beta$ relaxation. As illustrated in Fig. 23(d), the fast $\beta$ relaxation is associated with most mobile atoms that produce the individual localized inelasticity events, while the slow $\beta$ relaxation with the local but collective atomic rearrangements that generates a typical local plastic flow event. The main $\alpha$ relaxation then arises from the percolation of the local flow events through the elastic glass matrix.
Fig. 23 (a) Comparison of the temperature-dependent the normalized loss modulus of the typical amorphous alloys [35]. Reprinted from reference [35], copyright (2017), with permission from Elsevier. (b) Distribution of activation energy of fast $\beta'$ and slow $\beta$ relaxation in amorphous alloys [36]. Reprinted from reference [36], copyright (2018), by permission of Oxford University Press. (c) Master curves of storage modulus ($E'$) and loss modulus ($E''$) spectra for Pd$_{42.5}$Ni$_{7.5}$Cu$_{30}$P$_{20}$ amorphous alloy (reference temperature $T_r = 548$ K) and the observed triple relaxation modes ($\alpha$ relaxation ($\alpha$), slow $\beta$-relaxation (s$\beta$) and fast $\beta$-relaxation (f$\beta$)). The dotted line is the fitting curve with the relaxation equation Eq. (6) using the stretched exponent ($\beta_{KWW}$); the solid line is the sum of the fitting curve of relaxation modes. At the high-frequency side of $\alpha$ relaxation ($\omega = 10^{-3} - 10^{2}$ rad s$^{-1}$), owing to an irreversible structural relaxation that occurred during the measurements of the corresponding dynamic relaxation curve, the $\alpha$ relaxation peak is considered to be asymmetrical [192]. Reprinted from reference [192], copyright (2013), with permission from Japan Society of Powder and Powder Metallurgy. (d) The illustrated mechanisms of dynamic mechanical relaxations in amorphous alloy [61]. Reprinted by permission from Macmillan Publishers Ltd: Nature Communications, reference[61], copyright (2015).

The presence of ‘faster’ secondary relaxations has been also recently detected by
simulation in thin film metallic glasses, were the particle dynamics perpendicular to the materials surface show a multistep relaxation, in this case related to the enhanced mobility of the atoms near the surface[194].

2.2 Mechanical relaxation behavior and physical properties of liquids and glasses.

2.2.1 Structural relaxation, glass transition and crystallization

Fig. 24 (a) shows the DSC curves of La\textsubscript{55}Al\textsubscript{25}Ni\textsubscript{10}Cu\textsubscript{10} bulk metallic glass after annealing for increasing times at 435 K, below the glass transition temperature \( T_g \), showing the over-shoot over the DSC signal around \( T_g \) [195]. The magnitude of the over-shoot increases with annealing time, showing the differences in enthalpy of the different glass states obtained through structural relaxation by different annealing protocols. Fig. 24 (b) shows the kinetics of relaxation enthalpy as a function of the annealing time.
The kinetics of enthalpy relaxation below $T_g$ are found to follow a stretched exponential (KWW) behavior, see Fig. 25, indicating the participation of a distribution of relaxation times similar to the observed in mechanical relaxation [196], and they have been attributed to the same processes generating the slow $\beta$ relaxation [197]. Generally, the kinetics of structural relaxation or aging detected by calorimetry show activation energies of the order of 1-1.5 eV [197] and stretching exponents $\beta_{\text{KWW}} < 0.5$. On the other hand, the thermally activated processes of glass transition and crystallization, occurring in the supercooled liquid region, show higher apparent
activation energies in agreement with the $\tau_\alpha$ and viscosity behaviors above $T_g$ [124, 182, 198].

Fig. 25. Dependence of normalized remaining enthalpy on annealing time at temperatures below $T_g$ for La$_{55}$Al$_{25}$Ni$_{20}$ metallic glass. Reprinted with permission from reference [197]. Copyright (2016) American Chemical Society.

The recovery enthalpy experiments at different temperatures for given aging time in the Zr$_{55}$Cu$_{30}$Ni$_{15}$Al$_{10}$ and Cu$_{46}$Zr$_{45}$Al$_7$Y$_2$ metallic glasses are shown in Fig. 26. By increasing the annealing temperature, the value of recovery enthalpy in the metallic glasses reaches the maximum value. This is due to two opposite factors: the kinetics is accelerated when temperature increases, but the final magnitude decreases and hence the maximum value is observed. The position depends on the aging time. An increase of the annealing time will shift the maximum towards lower temperatures. A similar enthalpy relaxation behavior was reported for La$_{50}$Al$_{25}$Ni$_{25}$ bulk metallic glass [195].
Fig. 26. Enthalpy relaxation in Zr$_{55}$Cu$_{30}$Al$_{10}$Ni$_5$ and Cu$_{46}$Zr$_{45}$Al$_7$Y$_2$ amorphous alloys after annealing at different temperatures [199]. Reprinted from reference [199], copyright (2011), with permission from Elsevier.

Let us consider here the annealing time and temperature dependence of the loss factor tan $\delta$, shown in Fig. 27, which can be discussed in the framework of the quasi-point defects theory. Structural relaxation in bulk metallic glasses reduces the atomic mobility, due to a decrease in the defect concentration towards the equilibrium value at the annealing temperature. The value of tan $\delta$ increases by increasing the temperature of physical aging in metallic glasses, which ascribes to an increase in defect mobility with temperature.
Annealing protocols may induce also an increase in density and elastic moduli [11], as well as many other important physical properties. Recent studies have shown that metallic glasses may show two-step structural relaxation processes, attributed to β and α relaxation [200]. A detailed understanding of the structural relaxation process gives a more precise control of the properties modification during annealing, permitting, for instance, the improvement of the magnetic behavior while avoiding significant deterioration of the mechanical properties [201]. However, annealing is highly restricted by the onset of crystallization. Bulk metallic glasses with high glass-forming ability show reduced glass transition temperatures $T_{\text{rg}}=T_g/T_m<0.7 - T_m$ being the melting temperature – [202], and have supercooled liquid regions of ~ 50 K where their formability properties can be used for industrial purposes. Partial crystallization affects the relaxation processes in the glass state. The crystalline particles induce an increase in the bulk modulus and a reduction of the loss modulus, reflecting a decrease on the viscoelastic response and particularly a reduction in the intensity of the secondary relaxation. This is the anticipated behavior as the material is transforming into a glass/crystalline composite. Fully crystallized samples show
eventually a large increase of their bulk modulus and a negligible loss modulus.

2.2.2 Diffusion and microscopic dynamics

The atomic dynamics in glasses, and in particular in amorphous alloys, is radically different from that of crystalline materials due to an essential fact: the metastable character of the glass configuration makes the system to be in a continuous evolution driven by the atomic motion. In the liquid state, microscopic dynamics allows an advective/diffusive description. In the glassy state, the description becomes vibrational/diffusive. In both cases, diffusion is an essential aspect of atomic dynamics. Diffusion in glasses and glass-forming liquids, and its relationship with relaxation processes is a subject of high interest [203]. At high temperatures the diffusion of the different components is coupled. However in most glass-forming liquids at temperatures below ~1.2\(T_g\), \(\eta\) (or \(\tau_{\alpha}\)) and \(D\) become decoupled, as well as the diffusion of the different components. The origin of the breakdown of the Stokes-Einstein relation is a subject of intense research in the physics of glasses [203-205].

Fig. 28 shows the behavior of diffusion of several atomic species in liquid Pd\(_{43}\)Cu\(_{27}\)Ni\(_{10}\)P\(_{20}\), obtained by Bartsch et al. [206]. In the equilibrium melt and under small undercooling the diffusivities of the different elements are coupled and satisfy the Stokes-Einstein relation. However, below \(T_c\), the critical temperature of the mode coupling theory, the diffusion of the different atoms decouples from that of the liquid. It is found that the diffusion coefficient increases as the radius of the considered species decreases, revealing that the diffusion process is mostly controlled by the atom size. Besides, over the whole temperature range the viscosity corresponding to Pd diffusion, the majority and slowest atom of the melt, coincides with that of the fluid. On this basis Bartsch suggested that the viscosity of the melt is ruled by the diffusion of the slowest element, which may form a slow subsystem actually driving
the liquids dynamics, while smaller atoms can diffuse faster inside of the Pd subsystem.

**Fig. 28.** (a) Arrhenius plot for diffusion of Pd, P, Co and Cr in liquid Pd$_{43}$Cu$_{27}$Ni$_{10}$P$_{20}$ alloys. $T_m$ and $T_c$ are the melting and critical temperature of the mode coupling theory, respectively. (b) Diffusion-viscosities of Pd, Co, and P computed from the Stokes-Einstein relation compared to the liquid viscosity. Reprinted figures with permission from reference [206], copyright (2010) by the American Physical Society.

Diffusion in the glass state is mediated by the free volume [203]. Thus, it shows a two differentiated Arrhenius dependences in the glass and supercooled liquid regions. Diffusivities in the glass state are higher than those that correspond to the extrapolation of the supercooled region. The connection between atomic dynamics and structural relaxation can be revealed by dynamic mechanic analysis. DMA studies
on Ti_{40}Zr_{25}Ni_{8}Cu_{9}Be_{18} amorphous alloy [133] showed that atomic mobility is reduced moderately by physical aging and drastically by crystallization, as it is expectable. Furthermore, plastic deformation induces glass rejuvenation, increasing the atomic mobility. These findings are easily described in the framework of the free-volume model [207, 208] or the quasi-points defects model [209], as structural relaxation allows free volume / quasi-point defects reduction while plastic deformation has the opposite effect.

While the diffusion of larger atoms is connected to primary relaxation, fast diffusion of the smaller atoms has been found to have a direct correlation to the slow β relaxation. Yu et al. [169] found that the activation energies of the slow β relaxation and the diffusion of smaller atoms coincide within experimental error. Cohen et al. [168] proposed that β relaxation is due to a cooperative string-like mechanism, in which chains of particles oscillate in a caged dynamics. Further evidence [33] relates β relaxation to spatial heterogeneity, as it was observed that the intensity of β relaxation decreases as the spatial heterogeneity is reduced by annealing.

### 2.2.3 Mechanical behavior

Deformation in metallic glasses is highly dependent on temperature and strain rate. At low temperatures and high strain rates strain is highly concentrated in thin spatial layers as small of 10-100 nm [77], so called shear bands. Shear bands may appear as a non-usual mechanism of deformation in solid state physics, but were previously observed in metals, glasses, granular systems and liquids [77]. On the contrary, homogeneous flow is observed at higher temperatures and in the supercooled liquid region. In these conditions, the flow rate determines if the flow is non-Newtonian or Newtonian [12].

The comprehension of the mechanic response of metallic glasses departs form an outstanding fact: the lack of long range order prevents the usual deformation
mechanisms of metallic alloys, such as dislocations or grain boundary sliding. However, being this a prominent property, eventually another phenomenon, such as local heterogeneity, is being highlighted as the key dominant feature controlling the mechanical behavior.

Metallic glasses show compositional, elastic and dynamic heterogeneities. This fact has been widely observed both numerically and experimentally [13, 210-214], and gives a basis for the comprehension of their mechanical behavior. The successive theoretical models developed to understand the mechanical behavior, namely free volume, shear transformation zones or flow units, introduce heterogeneity as a dominant aspect. The different local environments in the glass have a distribution of densities, elastic modulus and dissipation rates. Although there is a continuum of values of these features, a simple picture distinguishes between solid-like environments when the atomic packing is dense and liquid-like in the opposite case. This description easily evokes the expected mechanical behavior of the different locations in the glass.

The response of the alloy to mechanical stress is then a stochastic coupling of the response of the individual heterogeneous regions. Furthermore, the process must be understood as a cascade of individual events which, in turn, redefine the topology of the glass. In general, the resultant deformation field in the glass is characterized by both affine and non-affine deformation. In principle, the affine deformation conforms to an affine transformation and usually manifests as homogeneous deformation. By comparison, the non-affine deformation results from the departure of the deformation field from the affine deformation. In the early work of Falk and Langer [215], a computational scheme was developed to quantify the non-affine deformation in amorphous alloys. Before yielding, solid-like regions experience affine deformations while STZ or more generally liquid-like regions/flow units experience non-affine
deformations which accommodate preferentially the plastic deformation; and, at the same time they generate new defects in their environment which, in turn, induce the creation or annihilation of other flow units [207, 216]. This is an anelastic process which involves local dilation of the glass: shearing distorts the atomic environment, thus generating new free volume. The global response of the glass to this phenomenon is largely temperature dependent; at low temperatures, this dynamically created excess of free volume may remain over large time scales, thus decreasing the deformation resistance and resulting in strong shear localization. Close to the glass transition, structural relaxation during deformation induces also a continuous redistribution of free volume. Positron lifetime measurements show that the free volume increase is associated to an increase of the concentration of flow defects, rather than to an increase in their size [217]. Homogeneous flow may be thus understood as the response of a highly viscous liquid with suspended solid-like particles, whose concentration decreases as the material approaches the glass transition. Here, it may be worth noting that, conceptually, affine and non-affine deformation is related to the topology of a deformation field, whether they conform to an affine transformation or not, while anelastic and inelastic deformation is related to the reversibility of a deformation field. If deformation shows time dependent reversibility, we call this deformation anelastic; otherwise, we call it “inelastic” if the deformation is not reversible. In general, non-affine (or affine) deformation could either inelastic or anelastic.

The connection between the atomic processes developing in the material and the macroscopic properties is not easy. If we consider, for example, the elastic moduli, it is known that in solids it depends on both the bond strength and the relaxation spectra. At low temperatures the elastic moduli of crystalline materials are mainly dependent on the bond strength, the relaxation spectrum playing a role only for periodic
excitations. However, in glasses structural relaxation plays an important role in quasi-static deformation even at low temperatures [218]. And the two main relaxation processes, primary and secondary, play noticeable different roles.

Annealing below $T_g$ induces local evolution to better packed atomic structures, resulting in shorter interatomic distances and a consequent reduction in free volume. This irreversible relaxation process relaxation towards a denser glassy state changes the short range order (SRO) and increases the elastic modulus accordingly [219]. After full relaxation the glass properties become only dependent on the annealing temperature, and further annealing at different temperatures induces only reversible changes [114, 165].

Xu et al. [220] show that structural, primary relaxation has a central role in the fracture behavior of metallic glasses. To begin with, structural relaxation often induces a ductile to brittle transition. Even when keeping a ductile behavior, the reduction of free space associated to structural relaxation often reduces the toughness of the material. Pan et al. [221] report that structural relaxation decreases the activation volume, which is in corroboration of relaxation-induced embrittlement behavior.

Contrarily, plastic deformation – such as cold work and shot-peening – induces glass rejuvenation, by increasing the free volume of glass [219, 222]. Interestingly, elastostatic tensile loading – well below the yield strength – and thermal cycling have a similar effect [222]. While in the former case the density reduction associated to rejuvenation is attributed to the non-affine strains at atomic level, in the latter it is attributed to spatially inhomogeneous coefficients of thermal expansion (CTE) which may induce anisotropic strains homogeneously distributed in the whole volume. In both cases, the heterogeneous structure of the glass has a macroscopic effect.

While the connection between structural relaxation and the mechanical response
of glass could be anticipated, the role of secondary relaxation is more subtle and was recognized only recently. The activation energy of $\beta$ relaxation was found to be of the same order of that of the activation of STZ. Johnson and Samwer proposed a cooperative shearing model (CSM) [223-225] which models the onset of plastic flow on the basis of the Frenkel assumption [226]. According to the CSM model, the activation energy of STZ is given by

$$W_{STZ} = (B/\pi^2) G \gamma_c^2 \xi \Omega$$  \hspace{1cm} (2-13)$$

where $\Omega$ is the average volume of a STZ, $G$ is the shear modulus, $\gamma_c$ the average elastic limit and $\xi$ a factor due to the matrix confinement of a STZ. This model describes many aspects of the temperature dependence of the mechanical response of metallic glasses. Later, Harmon et al. [224] suggested that isolated STZ events are related to $\beta$ relaxations, while percolation of them is associated to primary relaxation which eventually induces the collapse of the matrix and the breakdown of elasticity. Experimental evidence confirmed the link between the energy of the slow $\beta$ relaxations and the potential energy barriers of STZ: $U_\beta \approx 26 \pm 2 RT_g \approx W_{STZ}$ [167]. Thus, taking STZ as the predominant mechanism for plastic deformation, metallic glasses showing a prominent slow $\beta$ relaxation are expected to show a ductile behavior, as observed for example in the La-based amorphous alloys [227].

Inspired by the reported experimental evidence, a possible link between $\beta$ relaxation and glass ductility was searched for. Initially, some empirical correlations between the mechanical properties of metallic glasses were discovered. In particular, it was found that ductile metallic glasses mostly have high Poisson ratios – $\nu > 0.31 – 0.32$ – and low ratios of elastic shear modulus $\mu$ to bulk modulus $B – \mu/B < 0.41 – 0.43$ – [90, 228, 229]. The microscopic origin of these correlations was subsequently investigated. Firstly, it was noted that the onset of local shearing
appears when the effective potential energy barriers opposing shear band formation are tilted by the applied forces. Experimental data showed that ductile glasses tend to have lower potential energy barriers \[223\]. More recently, the link between the microscopic dynamics of the secondary relaxation and the ductility of the glass was established by mechanical spectroscopy \[180, 230\]. The nearly constant loss (NCL) in the mechanical susceptibility reflects the caged dynamics and is directly related to the effective Debye-Waller factor \( f_0 \). Upon annealing below the glass transition, the intensity of the NCL, the Poisson ratio and the intensity of the secondary \( \beta \) relaxation decrease, and the material becomes brittle. An even closer link between \( \beta \) relaxation and the caged dynamics was recently revealed, as the temperature dependence of the NCL changes at the onset of \( \beta \) relaxation \[231\]. These results indicate that, on the one hand, secondary relaxation acts as a precursor of primary relaxation and, on the other hand, secondary relaxation controls the mechanical response of the glass in the region well below the glass transition. However, there still lacks a comprehensive theory relating \( \beta \) relaxation and compressive plasticity in amorphous alloys. Experimental data for various amorphous alloys are sometimes contradictory to each other \[232\]. Although important mechanisms of room temperature ductility like shear-band arrest or shear-band deflection seem to be related to structural inhomogeneity, the connection between secondary relaxation and these processes is not clear. Besides, plasticity and toughness of glass may be highly deteriorated by oxidation \[233\].

It has been also claimed that \( \beta \) relaxation is present in creep and stress relaxation. Analysis of elastostatic (i.e. compressive creep at low stress level) experiments on metallic glasses showed an increase in subsequent compressive plasticity \[234\], which was attributed to the generation of more disorder. Later, Sandor et al. reported that creep can induce local atomic reordering in LaNiAl metallic glasses \[235\], in a process of which the activation energy is of the same order as the slow \( \beta \) relaxation.
More recently, Greer and Sun revealed a notable increase on the amplitude of $\beta$ relaxation after an elastostatic processing [222]. This result indicates that, on the one side, low intensity creep induces glass rejuvenation and, on the other side, that glass rejuvenation is associated not only to primary relaxation but also to $\beta$ relaxation. Furthermore, it is a new clue on the link between glass plasticity and $\beta$ relaxation which needs further analysis. As for stress relaxation experiments, a change in the relaxation behavior in the elastic regime below $T_g$ of Zr$_{52.5}$Ti$_5$Cu$_{17.9}$Ni$_{14.6}$Al$_{10}$ amorphous alloys was also associated to a crossover between primary and secondary relaxation [236].

As indicated above, at low temperatures and high strain rates, excessive mechanical straining eventually induces the creation of shear bands. Given the possible connections between $\beta$ relaxation and the mechanical properties of glass, it is expectable that $\beta$ relaxation be also connected with the process of shear band creation. However, the link is yet to be explored in depth. The transition between inhomogeneous and homogeneous flow regimes was found to follow an Arrhenius dependence with an activation energy $\Delta E_s \sim 0.3 - 0.5$ eV for Pd-, Zr- and Fe-based amorphous alloys [237]. These values is about 1/4 to 1/2 of the activation energy of STZ, namely $\Delta E_s/W_{STZ} \sim 0.25 - 0.5$ , which may be explained in the CSM framework by considering that the height of the potential energy barrier $W_{STZ}$ decreases with increasing shear stress [62].

The search of the elementary excitation process in amorphous alloys is often based on the study of their stress relaxation behaviors. This could be done via creep experiments [238], stress relaxation experiments [239, 240] or dynamic mechanical analyses [61, 241]. In principle, plasticity in metallic glasses at a finite temperature is thermally activated and stress assisted. Therefore, local plasticity is inherently related with local stress relaxations. According to Yu et al. [38], who suggested that the activation energy of the slow $\beta$ relaxation $E_\beta$ in metallic glasses is proximately equivalent with the potential energy barriers of STZs, $W_{STZ}$, that is $W_{STZ} = E_\beta$. This
result implies an intrinsic correlation among activation of potential STZs, the slow β relaxation, and the inhomogeneous atomic structure of metallic glasses. In many polymer glasses the transition from ductile to brittle occurs at the characteristic temperature of the slow β relaxations, and transitions of impact toughness, yield strength and failure modes were also often correlated with the β relaxations. In addition, polymers with the pronounced β relaxations usually possess good ductility and vice versa.

In order to correlate the fast β relaxation with the plasticity of the amorphous alloy, $E_\beta$ and $E_{\beta'}$ values of different amorphous alloys are shown in Fig. 29(b). From Fig. 29 (a), in the vicinity of the peak temperature of the fast β’ relaxation process, a brittle-to-ductile transition is observed. Based on the Fig. 29(b), for the brittle amorphous alloys, such as the Ce-, Mg- and La-based metallic glasses, it is found that the ratio of $E_{\beta'}/E_\beta$~0.50. On the other hand, for the ductile amorphous alloys, such as the Zr-, Cu- and Pd-based amorphous alloys, the ratio is found $E_{\beta'}/E_\beta$~0.30. In this viewpoint, the smaller the ratio $E_{\beta'}/E_\beta$ is, the metallic glasses present better plasticity during the deformation. Ductile amorphous alloys show smaller ratios of $E_{\beta'}/E_\beta$, which corresponds to low activation energy. Compared with the brittle amorphous alloys, the STZs in ductile amorphous alloys are much easily activated.
Fig. 29. (a) The compressive stress-strain curves with wide temperature range from 138K~298K, showing significant plasticity achieved in the temperature domain where the fast $\beta'$ is pronounced. Reprinted from reference [35], copyright (2017), with permission from Elsevier. (b) Variation of $E_\beta$ with $E_{\beta'}$ across various amorphous alloys [35, 36]. Reprinted from reference [36], copyright (2018), by permission of Oxford University Press. (c) Relation between brittle-to-ductile transition and the fast $\beta'$ relaxation in amorphous alloys [35]. Reprinted from reference [35], copyright (2017), with permission from Elsevier. (d) Schematic illustration of atomic structure for brittle and ductile amorphous alloys[35]. Reprinted from reference [35], copyright (2017), with permission from Elsevier.

Fig. 29 (c) shows the brittle-to-ductile transition in Ce-based amorphous alloy. Obviously, the plasticity of Ce-based metallic glass is closely connected to the fast $\beta'$ relaxation. The phenomenon suggests the fast $\beta'$ relaxation triggers the plasticity in metallic glasses. Fig. 29 (d) displays schematic illustration of the atomic structure for the brittle and ductile metallic glasses. For the ductile amorphous alloys, the “softer” spots have a clear distinction in atomic mobility compared with glassy matrix. On the contrary, the atomic distribution of the brittle amorphous alloy tends to be less mobile.
These results suggest the mechanisms of the fast β relaxation process of amorphous alloys and mechanisms of plastic deformations are correlated. This means the mechanisms of plastic deformation of amorphous alloys could be understood from the perspective of the fast β relaxation process. It is well documented that various relaxation modes observed during thermal activation processes have a close relationship with the mechanical deformation behavior of amorphous alloys at room temperature. Nanoscale STZs having lower activation energy than their surrounding regions are distributed inside the metallic glass, and anelasticity is interpreted by the local plastic deformation within these zones. It was shown that the activation energy for STZ during deformation is equivalent to the activation energy for slow β relaxation [167]. On the other hand, the activation energy for steady-state viscous flow in metallic glass is equivalent to the activation energy of α relaxation [79, 242]. This means that weakly bonded regions in metallic glass behave as STZs in the stress-induced case or as islands of mobility for slow β-relaxation in the thermal activation case. In contrast, relaxation in strongly bonded regions leads to yielding for the stress-induced case and to α relaxation (glass transition) for the thermal activation case.

On the basis of these findings described above, it is evident that the fast secondary relaxation is an important phenomenon and more research in this area would be beneficial to gather a deeper understanding of the deformation physics of metallic glasses [35, 243]. Whether this fact is essential or not, it is proved that β relaxation correlates to structural heterogeneity or, in other words, to the existence of “soft” regions in amorphous alloys [94, 146, 227]. In these loose packed regions, atomic movement is easier and consequently the activation of STZs is enhanced. In addition, nucleation of multiple shear bands in these “soft” domains is responsible for the plasticity of amorphous alloys. On the other hand, the resistance in “hard” domains impedes propagation of shear bands during the deformation process [212]. Though the question is far to be solved, the present knowledge on the features of secondary relaxation confirms its central role in the study of the mechanical behavior.
of amorphous alloys.

3. Characterization of structural heterogeneity in amorphous alloys

In the previous section, we presented a review of the macroscopic features correlated to structural heterogeneity in amorphous alloys. In this section, our attention will be shifted to the experimental and simulation approaches by which structural heterogeneity and its correlation with the properties of amorphous alloys can be characterized.

To gain holistic understanding of the structure-property relation of amorphous materials, as suggested in the recent experiments and simulations [23, 244-246], one must take into account both the static and dynamic aspects of their disordered atomic structures. In other words, not only the static atomic packing features such as the short- or medium- range ordering (SRO or MRO) associated with icosahedral or crystal-like atomic clusters but also the relaxation spectra of metallic glasses should be considered to understand their different behaviors and properties [61, 177, 247-251]. Over the past decades, a great deal of efforts have been devoted to finding direct experimental evidence of dynamical/structural heterogeneity in metallic glasses [210, 218, 252-261]. As suggested in a number of prior works [13, 69, 219, 253, 259, 262, 263], the amorphous structure of metallic glasses is composed of “solid-like” and “liquid-like” regions, similar to a nano-scale composite (as illustrated in Fig. 30). When perturbed by an external stimulus, the “liquid-like” ones respond inelastically whereas the “solid-like” atoms respond elastically within a given time [219, 253, 259, 263-266]. In view of this, the local heterogeneity and its evolution during the thermal annealing or plastic deformation in metallic glasses can be therefore characterized experimentally by approaches such as the X-ray diffraction method [265], high-rate nanoindentation [218, 245, 253], dynamic atomic force microscopy (DAFM) [255, 259, 264, 267, 268] and atomistic simulations [251, 263, 269-272].
3.1. High-energy X-ray diffraction method

The mechanical properties of glasses are known to be related to their atomic level elastic heterogeneity [255, 269, 273-276]. Moreover, the elastic response of glasses at the atomic level, being anelastic and highly inhomogeneous, strongly reflects their intrinsic structural heterogeneity [277, 278]. In light of earlier studies on the atomic pair-density function (PDF) of glasses [279-283], the apparent strain is found to be inhomogeneous at the atomic scale. Nevertheless, direct experimental evidence of elastic heterogeneity in metallic glasses is still scarce. Only recently did Dmowski et al [265], using the quantitative X-ray diffraction analysis, demonstrate that only about 3/4 in volume fraction of metallic glasses deforms elastically while the rest deforms in an anelastic manner showing no resistance to external loading within the experimental time scale.

According to Poulsen et al. [279], the local strain in amorphous alloys can be
measured by tracking shifts in the first diffraction peak in the structure function, $S(Q)$
where $Q = 4\pi \sin \theta / \lambda$ is the diffraction vector, $\theta$ the diffraction angle and $\lambda$ the
wavelength of the probe, or, alternatively, by determining the shift in the atomic
pair-density function (PDF), which can be obtained by Fourier-transforming of $S(Q)$,

$$g(r) = 1 + \frac{1}{2\pi^2 \rho_0} \int [S(Q) - 1] \sin Q r Q dQ,$$

(3-1)

where $\rho_0$ is the number density of atoms, with $Q$ either parallel or perpendicular to the
stress axis. To characterize the anisotropic atomic response in the mechanically
deformed metallic glasses, Dmowski et al [265] employed the modified PDF through
the spherical Bessel transformation,

$$g_l^m(r) = \frac{(i)^l}{2\pi^2 \rho_0} \int S_l^m(Q) J_l(Qr) Q^2 dQ,$$

(3-2)

where $J_l(x)$ is the spherical Bessel function. Note that $J_0(x) = \sin x / x$ is only for
the isotropic component ($l=0$) and for axial symmetry the terms with $l=2$ and $m= 0$
need to be evaluated. Taking advantage of the 1-ID/XOR beam line of the Advanced
Photon Source, Argonne National Laboratory, Dmowski et al [265] carried out X-ray
diffraction measurements on a Zr$_{52.5}$Cu$_{17.9}$Ni$_{14.6}$Al$_{10.5}$Ti$_5$ amorphous alloy, which was
creep deformed at the stress of 1.2 GPa and the temperature of $T = 573$ K for 30
minutes. The anisotropic PDF due to anelastic strain was evaluated with $l= 2$ PDF in
the specimen. It is worth noting that for axial elongation along $z$, the elliptical PDF
due to affine deformation, $g_{z,aff}^0(r)$ can be expressed in terms of the derivative of
the isotropic PDF, $g_0^0(r)$,

$$g_{z,aff}^0(r) = \varepsilon_{zz,aff} g_{z,aff}^0(r) = -\varepsilon_{zz,aff} \left( \frac{1}{5} \right)^{1/2} 2^{(1+\nu)/3} \frac{d}{dr} g_0^0(r) ,$$

(3-3)

whereas the total PDF is fitted by
where $\varepsilon_{zz,anel}$ is the anelastic strain, and $\varepsilon_{zz,aff} = \varepsilon_{app} - \varepsilon_{zz,anel}$ is the affine (elastic) strain.

Fig. 31. The $l=2$ component of the PDF, $g_2^0(r)$, at 1.2 GPa, fitted to the combined PDF for affine and creep (anelastic) deformation, Eq. (4). The inset shows the fraction of elastic strain compared to the total apparent strain. It appears constant of applied external stress up to 1 GPa, and on average it is about 76%. The rest, 24%, is the
anelastic strain. From reference [265]. Reprinted figures with permission from reference [265], copyright (2011) by the American Physical Society.

As a consequence, X-ray scattering and anisotropic PDF analysis can be used to evaluate the elastic and anelastic contribution, respectively, in the deformed metallic glass. As demonstrated in Fig. 31, the $g^0_{2,total}(r)$ is in excellent agreement with the observed $g^0_{2,obs}(r)$ at $\sigma=1.2$GPa, confirming that the strain in this metallic glass included both the anelastic as well as elastic or affine components. The inset of this figure shows the fraction of the affine strain to the total strain, $z = \varepsilon_{zz,aff}/\varepsilon_{app}$, as a function of the applied stress. It is interesting to note that the value of $z$ is almost independent of the applied stress and an average 24% of the total strain is anelastic. This agrees with the simulation suggesting that about 20% of the apparent elastic strain is actually anelastic [278].

Fig. 32. Hierarchical microstructure of as-quenched metallic glasses [29]. (a) The low-density regions in Pd$_{40}$Ni$_{10}$Cu$_{30}$P$_{20}$ metallic glass. (b) The high-density regions in Zr$_{52.5}$Ti$_5$Cu$_{17.9}$Ni$_{14.6}$Al$_{10}$ metallic glass. (c) The high-density regions (marked by red color) and low-density regions (marked by blue color) in Zr$_{64.13}$Cu$_{15.75}$Ni$_{10.12}$Al$_{10}$
metallic glass. (d) The 3D fine structure reconstructed by nano-CT for Zr\textsubscript{41.2}Ti\textsubscript{13.8}Cu\textsubscript{12.5}Ni\textsubscript{10}Be\textsubscript{22.5} metallic glass. The local region with a larger density is marked by darker color. The dashed orange arrow points to the center of the metallic glass in (a) and (b). The dashed green arrow is in the direction of tensile stress in (b) and (c). Reprinted from reference [29], copyright (2018), with permission from Elsevier.

Aside from the aforementioned indirect evidence for the structural heterogeneity in metallic glasses, the complex microstructures of different types of metallic glasses with different thermomechanical histories were directly detected with the synchrotron X-ray nano-computed tomography (nano-CT) by Huang et al. [29]. The detected gray value \( g \) in the nano-CT experiment is roughly proportional to the local density. Different 3D density fluctuations spanning from nano- to micrometer scale, which decouple with the chemical homogeneity are reported in all these metallic glasses. Fragile metallic glasses, like Pd\textsubscript{40}Ni\textsubscript{10}Cu\textsubscript{30}P\textsubscript{20} amorphous alloy, are more heterogeneous and exhibit a gradient microstructure with more low-density regions (or less high-density regions) near the central parts of the glasses (see the orange arrows in Fig. 32(a) and Fig. 32(b)). Homogeneous deformation at high temperatures near \( T_g \) elongates the high- and low-density regions along the direction of tensile stress (see the green arrows in Fig. 32(b) and Fig.32 (c)). At a high resolution close to 30 nm, it can be seen that the submicron high- or low-density regions are composed of smaller high- or low-density regions of tens of nanometers (see the green arrows in Fig. 32(d)).

Inhomogeneous deformation at the low temperature far below \( T_g \) rejuvenates the structure of Zr\textsubscript{64.13}Cu\textsubscript{15.75}Ni\textsubscript{10.12}Al\textsubscript{10} amorphous alloy by creating a large amount of low-density regions (Fig. 33(a)). Nanoscale quadrupolar high-density regions and shear-band-like low-density regions can be also observed in the direction of the maximum shear stress, which signal shear localization [284, 285] (Figs. 33(b) and (c)). From Fig. 33(d), it can be seen that the overall density of the deformed
$\text{Zr}_{64.13}\text{Cu}_{15.75}\text{Ni}_{10.12}\text{Al}_{10}$ amorphous alloy decreases compared to that of the as-quenched one. The densities of the shear-band-like regions in Fig. 33(c) lie in the low-density part of the density distribution of the deformed amorphous alloy. Furthermore, with the 3D box-counting method, it was found that the hierarchical microstructures of the as-quenched and deformed amorphous alloys are self-similar and fractal-like (see the microstructures in Fig. 32, Figs. 33(a) and (c)).

Fig. 33. Rejuvenated microstructure of inhomogeneous deformed amorphous alloy [29]. (a) The 3D microstructure reconstructed by nano-CT for severely deformed $\text{Zr}_{64.13}\text{Cu}_{15.75}\text{Ni}_{10.12}\text{Al}_{10}$ amorphous alloy. The cyan dashed arrows point to the direction of in-plane principal stress in the deformation process. The high-density regions in the frame of the middle part and the low-density regions in the frame of the bottom-left part are enlarged in (b) and (c), respectively. (b) The quadrupolar high-density regions in deformed $\text{Zr}_{64.13}\text{Cu}_{15.75}\text{Ni}_{10.12}\text{Al}_{10}$ amorphous alloys. (c) The low-density layers in deformed $\text{Zr}_{64.13}\text{Cu}_{15.75}\text{Ni}_{10.12}\text{Al}_{10}$ amorphous alloy. (d) The $g$ distributions of as-quenched, deformed $\text{Zr}_{64.13}\text{Cu}_{15.75}\text{Ni}_{10.12}\text{Al}_{10}$ amorphous alloys and low-density layers in deformed $\text{Zr}_{64.13}\text{Cu}_{15.75}\text{Ni}_{10.12}\text{Al}_{10}$ amorphous alloy. Reprinted from reference [29], copyright (2018), with permission from Elsevier.

The formation of the fractal heterogeneous microstructures of different metallic glasses could be rationalized by the percolation of high-density regions during glass
transition or by the percolation of low-density regions during plastic deformation [29, 286, 287]. If the concentration of the pre-defined low-density regions $p = 1$, the dimension of the glass microstructure $D_f = 3$. With the decrease of $p$, the dimension of the glass microstructure decreases below 3 and the low-density regions appear “fractal-like”, which exhibit a correlation length $\xi$ that increases with $p$. When $p$ reaches a critical value $p_c$, $\xi$ becomes infinite. When $p < p_c$, the low-density regions are made up of finite clusters. Notably, the fractal-like microstructure in the metallic glasses is different from those formed by a diffusion-limited aggregation process (DLA) due to the combined effect of temperature and stress during the formation and deformation of glasses [286]. Interestingly, given a similar temperature difference from the surface to the center of a sample, a more gradient microstructure is formed in the more fragile amorphous alloy, which could be attributed to its large temperature sensitivity of viscosity or free volume [207, 288]. According to the STZ theory, under a large shear stress, the growth rate of the density $\Lambda$ of STZs $\dot{\Lambda} \propto \Lambda / (1 + \Lambda)$ [289]. Therefore, $\Lambda$ increases more rapidly in the local fertile low-density regions where $\Lambda$ is already large, and grows slowly in the high-density regions where $\Lambda$ is small. Thus, the heterogeneous microstructure of metallic glasses can be severely changed by inhomogeneous plastic deformation at low temperatures. According to the 3D box-counting method, it is found that the fractal dimension $D_f$ derived from the size distribution of the low-density regions is around 2.5 in all the as-quenched and deformed metallic glasses (Fig. 34(a)), while the fractal dimension $D_f$ of the shear-band-like regions in Fig. 33(c) is $\sim 2.2$ (Fig. 34(a)). Moreover, the correlation length $\xi$ of the fractals in the more fragile or inhomogeneously deformed metallic glasses is longer than that in the as quenched metallic glasses. This is consistent with the combined effect of temperature and stress on structural heterogeneity in metallic glasses (Fig. 34(b)) [29].
Fig. 34. Fractal order and microstructural heterogeneity in metallic glasses [29]. (a) The $\varepsilon$-dependent $N$ in a double logarithmic coordinate for the low-density regions in metallic glasses at $D_f$ of $\sim 2.5$ (the open squares, circles, up-triangles, down-triangles, diamonds and solid up-triangles are for Pd$_{40}$Ni$_{10}$Cu$_{30}$P$_{20}$, Zr$_{52.5}$Ti$_5$Cu$_{17.9}$Ni$_{14.6}$Al$_{10}$, Zr$_{64.13}$Cu$_{15.75}$Ni$_{10.12}$Al$_{10}$, Zr$_{41.2}$Ti$_{13.8}$Cu$_{12.5}$Ni$_{10}$Be$_{22.5}$, Mg$_{50}$Cu$_{30}$Gd$_{10}$ and deformed Zr$_{64.13}$Cu$_{15.75}$Ni$_{10.12}$Al$_{10}$ amorphous alloys, respectively), and the low-density layers in deformed Zr$_{64.13}$Cu$_{15.75}$Ni$_{10.12}$Al$_{10}$ metallic glass with $D_f$ of $\sim 2.2$ (the half-open pentagons). The black, blue, navy and olive lines are the fitting lines of $N(\varepsilon) = N_0\varepsilon^{-D_f}$ with $D_f$ as 2.5, 2.5, 3 and 2.16, respectively. (b) The $g_{\text{stddev,micro}}$-dependent $D_f$ and $\xi$ for different metallic glasses. $g_{\text{stddev,micro}}$ is the standard deviation of the $g$ distribution for different metallic glasses at the micrometer scale. The dashed lines are the guide lines.
for the eyes [29]. Reprinted from reference [29], copyright (2018), with permission from Elsevier.

3.2. High-rate Nanoindentation method

According to Yang et al.[265, 268], that metallic glasses as a whole deform in an anelastic fashion can be considered as a reflection of the underlying structural heterogeneity. In other words, nano-scale anelasticity provides another effective metric to characterize the dynamic structural heterogeneity in metallic glasses. To this end, they devised a nanoindentation scanning experiment for a Zr based metallic glass, as illustrated in Fig. 35 (a)-(d) [245].

Fig. 35. (a) Schematic illustration of the scanning nanoindentation test to map out the structural heterogeneity in a bulk metallic glass, (b) the sketch of the indentation load function, (c) the representative nanoindentation $P$-$h$ curves obtained at $P_H=800$ mN, showing the anelastic deformation in the Vit105 bulk metallic glass. The Hertzian curve (red line) corresponds to the indenter tip radius of 2 mm, shear modulus of 30 GPa and Poisson’s ratio of 0.363 for Vit105, (d) the sketch of the effective Kelvin
To probe local anelasticity, a load function featured with an asymmetric loading-holding-unloading profile can be applied at each indentation spot (Fig. 35(b)). The unusually high loading rates could be achieved by virtue of the ultrafast data acquisition capability (with a maximum of 30,000 points per second) of the state-of-art nanoindentation system [265]. For metallic glasses, the loading time $t_L$, the holding time $t_H$ and unloading time $t_U$, can be fixed at 0.001 s, 0.1 s and 0.1 s, respectively. The holding time is sufficiently large to ensure the full recovery of the anelastic deformation caused by the fast loading.

In theory, the total mechanical strain, $\gamma$, occurring to metallic glasses in the nanoindentation experiment can be related to the external shear stress, $\tau$, according to the anelastic model developed on the notion of structural heterogeneity[218, 253, 267],

$$\dot{\gamma} + 2\omega e^{\frac{\Delta G}{kT}}\gamma = \frac{\dot{\tau}}{\mu} + 2\omega e^{\frac{\Delta G}{kT}}\left(\frac{\beta \Omega}{kT} + \frac{1}{\mu}\right)\tau$$  (3-5)

where $\omega$ is the attempt frequency of the liquid-like atoms, $\Delta G$ the energy barrier against the activation, $t$ the time, $k$ the Boltzmann constant, $T$ the ambient temperature, and $\Omega$ the activation volume. Referring to the standard linear solid (SLS) model in rheology, which is composed of two springs and one dashpot, the physical parameters mentioned above can be translated into the spring moduli, $G_I$ and $G_{II}$ and dashpot viscosity $\eta$. Furthermore, taking into account that in a load controlled nanoindentation experiment the stress rate $\dot{\tau}$ can be approximated as zero at small indentation loads, since the time spent for a load increment in the nanoindentation is longer than the relaxation time of the liquid-like region, Eq. (3-5) could be simplified to a Kelvin model (Fig. 35(d)).
\[
\dot{\gamma} + \frac{G_I G_{II}}{\eta(G_I + G_{II})} \gamma = \frac{G_{II}}{\eta(G_I + G_{II})} \tau 
\]  
(3-6)

Or simply

\[
\dot{\gamma} + \frac{G}{\eta_{eff}} \gamma = \frac{\tau}{\eta_{eff}} 
\]  
(3-7)

where \( G = G_I \) and the effective viscosity \( \eta_{eff} = \eta(1 + G_I/G_{II}) = \eta(1 + 1/\alpha) \).

Based on the above modeling, one can obtain these physical parameters including local shear modulus \( G \), the local relaxation time \( t_c \) and the local viscosity \( \eta_{eff} \) all from a single indentation experiment. For an elastic Hertzian contact, the load-displacement relation can be expressed as

\[
h(t)^{3/2} = 3P(1 - \nu)/8G\sqrt{R} 
\]  
(3-8)

where \( h \) is the indent depth; \( P \) is the indentation load, \( \nu \) is the material’s Poisson’s ratio; \( G \) is the material’s shear modulus; and \( R \) is the indenter tip radius. For an anelastic solid as shown in Fig. 35 (c), the loading curve can be derived from the Hertzian solution using the integral transform method[38]

\[
h(t)^{3/2} = h_0(t)^{3/2} - \frac{(1-\nu)3\dot{\tau}}{8\sqrt{R}G} \left[ 1 - \exp \left( \frac{-t}{t_c} \right) \right] 
\]  
(3-9)

where \( \dot{P} \) is the loading rate; \( t_c = \eta/G \) is the relaxation time of the liquid-like region; and \( h_0 \) is the Hertzian solution \( h_0(t)^{3/2} = 3P(t)(1 - \nu)/8G\sqrt{R} \). By fitting the experimental data to Eqs. (3-8) and (3-9), one can obtain the shear modulus \( G \) and the relaxation time \( t_c \) point by point. After that, the local viscosity \( \eta_{eff} \) can be also computed from \( t_c = \eta_{eff}/G \).
Fig. 36. Mapping of (a) local shear modulus, (b) local relaxation time and (c) local viscosity of the Zr-based amorphous alloy at the indentation load of 800 mN and the scanning space of 100 nm. On the right are the corresponding statistical distribution of (d) local shear modulus, (e) local relaxation time and (f) local viscosity. The dashed lines are the Gaussian fitting to the experimental data [245]. Reprinted from reference [245], copyright (2014), with permission from Elsevier.

Following the above method, the ultra-fast spherical nanoindentation scanning of 11 x 11 points in a square lattice with spacing of 100 nm was performed on a Zr based metallic glass, mapping the local shear modulus, the local relaxation time and the local viscosity. As seen in (Fig. 36(a)-(c)), the tested amorphous structure exhibits the variations in not only the local static property, such as the shear modulus, but also the
local dynamic properties, such as the local viscosity or relaxation time. Moreover, the statistical distributions of $G$, $t_c$ and $\eta_{eff}$ can be fitted to a Gaussian curve (Fig. 36(d)-(f)), which agrees with the previous findings with respect to the distribution of local properties in metallic glasses [13].

3.3. Atomic Force Microscopy (AFM)

3.3.1. Dynamic atomic force microscopy (DAFM) and nano-scale energy dissipation: theoretical analysis

Aside from nanoindentation, dynamic atomic force microscopy (DAFM) with amplitude-modulation, also known as tapping mode AFM, is an effective tool to characterize heterogeneous structure and properties of a variety of materials [290-294]. In DAFM, a vibrating AFM probe (tip) is engaged with a sample surface at a pre-defined set-point amplitude and vibration frequency. The tip-surface interaction force usually leads to a reduction of the oscillation amplitude from its initial value. The resultant phase lag of the tip vibration with respect to the external excitation reflects the dissipation of energy, which varies with the site-specific material structure and some other factors, such as surface capillary forces and roughness [253, 257-260]. Regardless of the nano-scale energy dissipation mechanisms, the energy dissipated, $E_{dis}$, resulting in the phase shift, $\phi$, during tip sample interactions can be expressed as:

$$E_{dis} = \left( \sin \phi - \frac{\omega}{\omega_0} \frac{A}{A_0} \right) \frac{\pi k A A_0}{Q}$$

(3-10),

where $\omega$ is the drive frequency, $\omega_0$ is the resonant frequency of cantilever, $A$ is the vibration amplitude during testing, $A_0$ is the free amplitude without tip-sample interaction, $k$ is the spring constant of cantilever, and $Q$ is the quality factor [13, 210,
It is noted that, for a high Q value (>200), the quality factor (Q) can be simply calculated as the ratio of the peak frequency $\omega_0$ to the width-at-half-maximum $\gamma$ of the peak. Meanwhile, the time-average elastic force ($F_{ts}$) exerted on the sample surface can be also derive as $F_{ts} = F_0/2\cos\left(\frac{\pi}{2} - \Delta\varphi\right)$, where $F_0 = kA_0/Q$.

To identify the mechanism of nano-scale energy dissipation in the DAFM, Garcia et al. [292] provides a convenient way by examining the shape of the curve of $\delta E_{dis}/\delta (A_{sp}/A_0)$ versus $A_{sp}/A_0$. As demonstrated in Fig. 37, three different dissipation mechanisms including long-range surface attraction, surface energy hysteresis and sample viscoelasticity (or anelasticity for metals) are keyed to the three distinctive curves of $\delta E_{dis}/\delta (A_{sp}/A_0)$ with $A_{sp}/A_0$, respectively.

![Fig. 37. (a)-(c) The measured and simulated dynamic dissipation curves $E_{dis}$ as a function of the amplitude ratio $A/A_0$ and (d)-(f) the corresponding derivatives. Note that (a) and (d) are obtained on a silicon surface with $A_0$=6.6 nm and $k$= 2N/m, (b) and (e) on a silicon with $A_0$= 32.5 nm and $k$= 2N/m, and (c) and (f) on a PS region in the blend of a PS/PB polymer with $A_0$ =15 nm. Note that the images are taken from reference [292]. Reprinted figures with permission from reference [292], copyright (2011) by the American Physical Society.](image-url)
3.3.2. DAFM analysis of dynamical structural heterogeneity in metallic glasses

Owing to its unique ability to detect a wide variety of dynamical processes with unprecedented temporal and spatial resolution, DAFM has been recently employed to study the dynamic structural heterogeneity at nanoscale and its evolution in metallic glasses during plastic deformation or thermal annealing [255, 259, 264, 267, 268]. According to Lu et al [264], by tapping the surface of a metallic glass with a vibrating AFM tip, mechanical energies are transferred from the tip to metallic glass surface layers. If the structure of a metallic glass is homogenous and the tip-surface interaction remains elastic, the transferred energy should be stored as elastic strain energy and fully released upon tip retraction (Fig. 38(a)), thereby resulting in no structural contrast in the AFM phase image. However, if the structure of a metallic glass is dynamically heterogeneous, a portion of the transferred energy would be dissipated away by the local “liquid-like” regions in a similar way as by a viscous liquid. As a result, viscoelasticity takes place as a manifestation of this local dynamic heterogeneity (Fig. 38(b)), hence giving rise to the structural contrast in the AFM phase images.
**Fig. 38.** The schematic illustrations of the mechanical response for elastic and viscoelastic material under AFM tip tapping [264]. Reprinted by permission from Macmillan Publishers Ltd: Scientific Reports, reference[264], copyright (2016). The typical load-displacement ($P$-$h$) curve for (a) elastic and (b) viscoelastic material; (c) the elastic interaction volume within an elastic material with its size $l_1$ correlated with the elastic properties and AFM tip radius; and (d) the elastic interaction volume within a viscoelastic material with its size $l_2$ correlated with the viscoelastic properties and AFM tip radius. Note that, if all conditions remain identical except the presence of liquid-like regions, $l_2$ should be smaller than $l_1$ because of the energy dissipation [295].

Taking the advantage of DAFM, Liu et al. [259] firstly characterized the nanoscale mechanical heterogeneity of a deposited Zr$_{55}$Cu$_{30}$Ni$_{5}$Al$_{10}$ metallic glass thin film with an atomic flat and damage-free sample surface. **Fig. 39**(a-b) presents the surface topography, phase shift, and amplitude images recorded simultaneously in DAFM. After ruling out the effect of the roughness, oxidation and residual stress, they obtained the nanoscale phase shift image (**Fig. 39**(b)), of which the contrast reflects the nanoscale variation in the phase shift for the studied Zr based amorphous alloy. It is worthy to note that referring to the previous work [292], the nano-scale energy dissipation, $E_{\text{dis}}$, spectrum obtained from the Zr-based thin film metallic glass is consistent with that of anelasticity (**Fig. 39**(c-e)). A variation of ~12% for the apparent energy dissipation, can be attributed to non-uniform distribution of local viscoelasticity.
Fig. 39. (a) The height image with rms roughness of ~0.3 nm, (b) the phase shift image, (c) height and phase shift profiles taken from the same region, (d) the normalized energy dissipation ($E^\text{dis}$) spectrum and (e) its derivative as a function of the amplitude ratio $A/A_0$ for the Zr$_{55}$Cu$_{30}$Ni$_5$Al$_{10}$ thin film metallic glass. From ref. [259]. Reprinted figures with permission from reference [259], copyright (2011) by the American Physical Society.

Moreover, the characteristic length of the viscoelastic heterogeneity can be evaluated by the correlation functions $P(r) = 2\sigma^2\left[1 - \exp\left(-\frac{r}{\xi}\right)^{2\alpha}\right]$, where $P(r) = \langle P(r) - P(0) \rangle^2$, in which $P(r)$ and $P(0)$ are the phase shift at the coordinate $(x,y)$ and the reference position $(x_0,y_0)$, respectively, and $\sigma$ is the root mean square roughness or phase shift, $\alpha$ is the roughness (or phase shift) exponent, and the lateral correlation length $\xi$ defines the distance between two correlated points [61]. Based on the data fitting, the correlation length for the phase shift is found to be ~2.5nm, which is consistent with the characteristic length of secondary relaxation in MGs or the dimension of shear transformation zones for plastic flow. It was the first time to provide experimental evidence of the nanoscale viscoelastic heterogeneity in MGs. Subsequently, Yang et al [267] reported an average radius of ~2 nm for defined
loose-packing phases in the DAFM image, which, in order of magnitude, is consistent with both the theoretical estimation [296] and experimental measurement [297] of the average size of STZs (~2 nm).

3.3.3. The thermal annealing-induced evolution of nanoscale dynamical heterogeneity in metallic glasses

In the work by Liu et al [259], EXAFS and XRD were used to study the structural evolution in MG thin film upon annealing, showing that the excess quench-in defects can be annihilated out, thus resulting in the relaxation of the metallic glass film towards equilibrium with a very similar structure to a bulk sample. Subsequently, their DAFM measurements on the annealed film show the reduced variation of phase shift of ~8% and the increased correlation length of ~4.2 nm that is close to the upper size limit of the STZs in Zr-based bulk metallic glasses [297]. Such an increase in the correlation length agrees very well with the recent atomistic simulations [257, 298] which showed that glasses obtained by slow quenching are more densely packed with enhanced short range order.

A more comprehensive study on the effect of thermal annealing on the nanoscale structural heterogeneity in metallic glasses was presented by Yang et al [267]. In their work, high-resolution DAFM images were firstly obtained by correcting the surface adhesion and topography effects, revealing the nanoscale structural heterogeneity in a Zr-Ni metallic glass film. Following the atomic stress theory [71], the authors set a boundary-defining criterion to perform a quantitative analysis of the metallic glass structure. Consequently, the loose-packing “phase” was defined as the region taking the top $P_c$ percent of the total energy dissipation, where $P_c$ refers to the area under the curve of the energy dissipation distribution, as demonstrated in the Fig. 40(a-b) [267]. As a result, it could be shown that the inclination angle $\phi$ of the isolated loose-packing phases has a uniform distribution in [-180°, 180°] (Fig. 40(c)), indicative of the random orientation of the loose-packing phases. By comparing the averaged
maximum \( D_{\text{max}} \) and minimum \( D_{\text{min}} \) bounding lengths of the loose-packing phases (Fig. 40(d) and Fig. 40(e)), one can find that their shape is close to an ellipse with an aspect ratio close to 2. This ratio agrees well with what was observed from the atomistic simulations [299], in which similar shape anisotropy, with an aspect ratio of 1.5 ~ 2.0, was found for shear-intensified regions in a metallic glass. Moreover, assuming that these loose-packing phases take on a circular shape, their average radius could be estimated as ~2nm, which is consistent with the average size of STZs (~2 nm) [296, 297] and also agrees with that obtained by Liu et al [259] through DAFM of Zr-based amorphous alloys. Therefore, as the authors [267] pointed out, the obtained DAFM results show that the loose-packing phases possess similar geometric features to those already known for STZ sites [13, 299].
Fig. 40. (a) The structural contrast formed through the normalized energy dissipation at $A_{\text{eq}}/A_0 = 0.15$. (Note that the numbers next to the color bar hereafter refer to the percentages of the normalized energy dissipation.) (b) The Gaussian-type density
distribution of the normalized energy dissipation. Insets: (left) sketch illustrating the different geometric parameters defined for an elliptical loose-packing region; (right) sketch highlighting (in red) the loose-packing phases in (a). Histograms of (c) the inclination angle $\theta$ of the loose-packing phases, and the lengths of (d) the short axis, $D_{\text{min}}$, and (e) the long axis, $D_{\text{max}}$. The sketch in the inset of (e) demonstrates the definition of $R_{eq}$. (f) The variation in the averaged aspect ratio of the loose-packing phases with the $A_{sp}/A_0$ ratio, and (g) the equivalent disk radius, $R_{eq}$, of the loose-packing phases [267]. Reprinted from reference [267], copyright (2012), with permission from Elsevier.

In the same study [267] the nanoscale structural evolution associated with the loose- and dense-packing phases in the Zr-Ni metallic glass film was explored. As shown in Ref. [267], the size and number of the loose-packing phases, which are randomly dispersed in the thin film, diminish rapidly as a result of the densification in those places after thermal annealing. Moreover, densification in the dense-packing regions becomes more prevalent than that in the loose-packing regions during thermal annealing. For a pre-defined cut-off value $\bar{R}$, the number of the dense-packing-phase clusters with a size greater than $\bar{R}$ can be computed through $N(\bar{R}) = \sum_{R \geq \bar{R}} n(R_{eq})$, in which $R_{eq}$ refers to the radius of a circle that has the same area as the interconnected dense-packing phases rather than the physical size of the individual dense packing phases, and $n$ is the number of the cluster of the dense-packing phases with the size of $R_{eq}$. As demonstrated in Fig. 41 [267], by examining the trend line of the double-logarithmic plot of $N$ vs. $\bar{R}$, it is found that the Gaussian-type size distribution becomes stretched after annealing and ultimately transforms to a power-law scaling, $N(\bar{R}) \sim \bar{R}^{-(\alpha-1)}$, where $\alpha$ is defined as a “cluster fractal dimension” (Fig. 41(c)). These results indicate that the clusters of dense-packing phases continue to grow while newly formed dense-packing phases of a smaller size emerge. Interestingly, regardless of the selected cut-off energy, the value of fractal dimension $\alpha$ for the growth of the dense packing phases is estimated to be $\sim 1.7$, similar to that of $1.63 - 1.7$ found in many other 2-D patterns generated in a variety of physical processes, such as
dielectric breakdown [245] and metal leaf growth [267]. According to references [264, 265], the power-law scaling signals the formation of a fractal-dimensioned supercluster, which can have a divergent and sample-spanning size. Consequently, it was suggested that despite being driven by different growth mechanisms, the formation of such fractal-dimensioned superclusters might share a common kinetic origin [265].

Fig. 41. The annealing-induced formation of a fractal-like network of the dense-packing phases characterized by $\frac{E_{dib}Q}{\pi kA_{sp}A_0} \leq 45\%$. (a) The accumulated size distributions of the dense-packing regions (note that the designations of the curves (A1-A9) are in ascending order of annealing); (b) the structural images
rendered with the same color bar, vividly showing the emergence of a fractal-like supercluster (note that the dense-packing regions are highlighted in blue for clarity); and (c) the power-law size scaling for the accumulated size distribution of the dense-packing regions with an exponential cut-off. Note that the counts shown in (a) and (c) are normalized by the bin size to remove the statistical bias for data comparison [267] Reprinted from reference [267], copyright (2012), with permission from Elsevier.

3.3.4. Plasticity-induced evolution of nanoscale dynamical heterogeneity in metallic glasses

Over the past decades, tremendous research efforts have been made to elucidate the possible structural mechanisms that may give rise to the attractive mechanical properties of metallic glasses. Through the recent development in theories [71, 208, 215, 296, 300] and atomistic simulations [77, 270, 299], as well as in experiments [218, 253, 254], it is now widely accepted that the local structural heterogeneity plays a vital role in the room-temperature plastic deformation of amorphous alloys. However, the experimental data directly uncovering the nanoscale structural heterogeneity and its subtle change caused by plasticity are still scarce. Only until recently did Lu et al [264] show that DAFM can be employed to study the effect of plasticity on structural heterogeneity in amorphous alloys due to its high spatial and temporal resolution in detecting a variety of dynamical process in materials [259, 268, 290-292, 294, 301].

Through the DAFM technique, Lu et al [264] investigated the plasticity-induced structural evolution in the Zr\textsubscript{70}Ni\textsubscript{30} thin film metallic glass which is otherwise hidden in conventional mechanical tests. It was clearly displayed that the distributed plastic flow leads to a spatial amplification of the nano-scale structural heterogeneity, which can be linked to the limited growth, reorientation and agglomeration of some nano-scale energy-absorbing regions. Fig. 42(a-c) display the typical energy dissipation images obtained at indentation loads of 0 N, 40 mN, and 3 N respectively.
It is evident that plasticity causes an overall increase in the viscoelastic energy dissipation. When compared to an initial random homogeneous distribution of the high-dissipation regions (HDRs) (Fig. 42(a)), some kind of plasticity-induced structural polarization, as manifested by the coalescence of the HDR, can be noticed (Fig. 42(b-c)). At a higher indentation load of 3N, the structural polarization becomes more significant with the HDR localized into the patterns of a quadrupolar symmetry. This indicates that the observed structural polarization or localization is mainly driven by the maximum shear stress.

**Fig. 42.** Energy dissipation images of Zr$_{70}$Ni$_{30}$ TFMG and the corresponding 2D FFT patterns [264]. (a-c) Are energy dissipation images obtained at the as-deposited state, at the indentation area with the load of 40 mN and 3 N, respectively. The zoom-in image of the area boxed in red in (c) clearly shows the quadrupolar characteristics of HDR. Reprinted by permission from Macmillan Publishers Ltd: Scientific Reports, reference[264], copyright (2016).

To further understand the plasticity-induced structural evolution in the thin film metallic glass, Lu et al [264] performed a thorough statistical and geometrical analysis of the AFM images obtained. **Fig. 43(a)** shows the typical distribution spectra of the viscoelastic energy dissipation before and after the occurrence of plasticity [264]. As indicated in **Fig. 43(a)**, on a statistic average, the loss-dissipation regions (LDR) can be viewed as being almost “intact” during the plastic flow considering the overlap of the energy distributions in the low dissipation tail; however, the energy distribution
obtained after the occurrence of plasticity becomes broadened and skewed to the high energy tail. This indicates that plasticity not only causes structural polarization as seen in Fig. 42(b-c) but also produces more HDR. Furthermore, by following the method in Ref. [267] and taking the HDR as those above a cut-off value selected on the energy dissipation distribution, such as the top 5%, Lu et al [264] also characterized the shape and orientation of these HDR. It was observed that the aspect ratio of these HDR regions increases from ~1.9 to ~2.4 or their shape becomes slender after plasticity occurs. This trend of shape change implies a higher stress concentration when the HDR are activated. Meanwhile, the average equivalent radius of these HDR, by assuming the shape of HDR to be a circular, increases from ~3 nm to ~6 nm with increasing applied stress, which confirms the growth of the HDRs. In addition, an energy barrier of 0.3–0.5 eV is deduced for these nano-scale regions, which possess an energy barrier of 0.3–0.5 eV, about half of that for a typical shear transformation event that usually occurs at the onset of plasticity [218]. Therefore, the plasticity-induced structural evolution in the Zr$_{70}$Ni$_{30}$ thin film metallic glass was revealed in this work through the dynamic AFM technique which functions as a result of the viscoelastic heterogeneity intrinsic to the TFMG.

**Fig. 43.** The energy dissipation spectra of Zr$_{70}$Ni$_{30}$ thin film metallic glass (TFMG) and characteristics of the HDR in Zr$_{70}$Ni$_{30}$TFMG [264]. (a) The spectra are obtained
at the as-deposited state and at the indentation area with the load of 40 mN and 3 N. For each state, ten different sites of a 500 nm × 500 nm size were scanned. (b) The averaged aspect ratio versus the equivalent disk radius of HDR in Zr$_{70}$Ni$_{30}$ TFMG. Insets: normalized energy dissipation image (shown in Fig. 38(c)) and the corresponding energy spectrum (red curve). The top 5% of the total energy is defined as the HDR, which is highlighted in red in the image. $D_{\text{max}}$ and $D_{\text{min}}$ are the averaged maximum and minimum bounding lengths of the elliptical HDR, respectively. $R_{\text{eq}}$ is the average size (radius) of these HDR by assuming that they take on a circular shape. The black line is drawn for eye guides. Reprinted by permission from Macmillan Publishers Ltd: Scientific Reports, reference[264], copyright (2016).

3.3.5. Atomic force acoustic microscopy (AFAM) and local elastic properties of metallic glasses

AFAM is a contact resonance indentation technique, which can be used to measure the indentation modulus, an elastic constant which accounts for both the compressive and shear deformations in the contact zone between isotropic or anisotropic materials [302]. In this technique, the resonances of atomic force cantilevers with the tip contacting the specimen surface are measured. From such a measurement, the local indentation modulus can be derived from the tip-sample contact stiffness $k^*$, by using Hertzian contact mechanics and calibration procedures with materials for which the elastic properties are well known [255, 302].

According to the theory [303], a scale-dependent distribution of elastic constants in space is intrinsic to the amorphous materials because of the significant variations of the local potential energy of a cluster of atoms or molecules. Different configurations of an ensemble of atoms or molecules can be considered as the origin of dynamical heterogeneity often observed in studies of relaxation modes [255]. By using AFAM, Wagner et al [255] measured the local so-called indentation modulus in amorphous Pd-Cu-Si alloy, which exhibits a 10-30 times wider distribution on a scale below 10nm when compared to its crystalline counterpart. It is worthy to note that, from the dynamic mechanical response of the tip-sample contact, the imaginary part of $k^*$,
which is related to damping phenomena, is also obtained in addition to its real part [304, 305]. Nevertheless, in contrast to DFAM, the imaginary part of AFAM for the studied metallic glass can be neglected since it was much smaller than the real part [255].

3.4. Computational simulation of nanoscale structural heterogeneity in metallic glasses

Based on the experimental results obtained by the state-of-art techniques, such as high-energy synchrotron X-ray diffraction, dynamic atomic force microscopy, and high-rate nanoindentation, the structural heterogeneity with a dynamical nature can be confirmed for metallic glasses. However, a thorough understanding of the dynamical heterogeneity at the atomic scale still remains challenging. To address the issue, computational or atomistic simulations have been carried over the past years to uncover the atomic-scale structural heterogeneity and to establish a causal link between the local structure and macroscopic properties of amorphous alloys [69, 251, 270].

According to the previous atomistic simulations [13, 247-249], there exists ordered atomic packing, such as icosahedra or crystal-like atomic packing in the amorphous structure of amorphous alloys in spite of the lack of any long-range translational symmetry. These local “motifs”, often known as short range order or medium range order (SRO or MRO) are commonly referred to as the building blocks of metallic glasses [13, 247-249, 306]. From the atomic packing perspective, the internal structure of amorphous alloy is inherently inhomogeneous, and it is the different types and degrees of structural order developed and distributed in the amorphous structure that lead to the structural inhomogeneity and thus property variability [69, 251, 271, 272]. In other words, there is a spectrum of the local topology and order across the whole range of atomic configurations in metallic
glasses, which plays a key role in determining their properties. Fig. 44(a) schematically shows such a local structural distribution across a range of SROs, ordered to varying degrees, for a metallic glass. As seen in Fig. 44(b), this is in accordance with simulation results for a Cu-Zr amorphous alloys [69, 251]. After revisiting the data obtained by Ding et al [69] for a variety of Cu-Zr amorphous alloys produced via molecular dynamics simulations, Ma further pointed out [251] that tuning the structural inhomogeneity in a controllable manner provides a possible route to improve the properties of amorphous alloys, such as their deformability or stability.

**Fig. 44.** (a) Schematic illustration contrasting the distribution of local order in metallic glasses (red curve) with conventional crystalline metals (blue curve); the amorphous alloys structure features varying degrees of short-to-medium-range order. The crystal however has bifurcated local environments composed of a near-perfect lattice (well-defined spike), plus discrete defects such as dislocations and vacancies (small peak)[251]. (b) Coordination polyhedra distribution in an amorphous alloy. Fractions of various Voronoi polyhedra around Cu atoms in a 32,000-atom molecular dynamics simulation of a Cu_{64}Zr_{36} amorphous alloy model prepared by quenching at $1 \times 10^9$ K s$^{-1}$ from liquid to 300 K. Figure (b) is constructed by Ma [251] based on data in reference[307]. Reprinted by permission from Nature [251] copyright (2014).

From the recent experiments and simulations, it was found that the local structural spectrum of metallic glasses contains both chemically and topologically
favorable local configurations [13, 247, 248, 308] and geometrically unfavored motifs (GUMs) [251]. The interpenetrating quasi-equivalent clusters (coordination polyhedra) [13, 248] can be viewed as the locally favored structures, which constitute the building blocks and form the structural “backbone” of amorphous alloys through interconnection [251]. These local motifs are believed to be responsible for the stability of amorphous alloys and significantly impact their properties such as specific heat, crystallization activation energy, relaxation dynamics, and local elastic moduli and its nanoscale heterogeneity, etc.[13, 251]. Particularly, GUMs with most disordered (unfavoured) local environments are relatively unstable and hence more conducive to reconfiguring via thermal- or stress-induced relaxation [251, 270]. From the structural perspective of atomic packing, the GUMs are naturally linked to liquid-like regions, which have not been clearly and physically defined as to how liquid-like they are rheologically, and their population, location, length scale and geometric arrangements [69, 251, 309]. Under external stimuli, local regions with a high content of GUMs are more flexible to enable reconfiguration to reduce energy and behave more liquid-like [251]. According to Ding et al [69], the residual “elastic strain” (originated from bond orientation or structural anisotropy) normalized by the total strain was considered as an indicator of solidity. Moreover, as demonstrated in Fig. 45, the GUMs are inhomogeneously distributed in a metallic glass system. The formation of nanoscale ‘soft spots’ can be correlated with the mechanical (elastic and plastic) heterogeneity: the highest deformation propensity appears to arise from GUM environments where atoms with the lowest packing order reside [251, 270].
**Fig. 45.** Contour maps showing the heterogeneous spatial distribution of Cu and Zr atoms that participate the most in soft modes, correlated with those that contribute the most to deformation strain [251]. Reprinted by permission from Nature [251], copyright (2014). The Cu₆₄Zr₃₆ metallic glass model was prepared via cooling at 1 × 10⁹ K·s⁻¹ in a molecular dynamics simulation. (a)–(d), The four sampled representative thin slabs each has a thickness of 2.5 Å. The colors indicate the different degrees of participation (increasing along the arrow in the color scale bar) in soft vibrational modes. The white circles mark the locations of the top 10% of the local motifs that have experienced the most accumulative non-affine strains, on athermal quasistatic shear of the simulation box to a global strain of 5%. Constructed from data reported in reference [270].

To explore the atomic-level structural heterogeneous features and its correlation with elastic heterogeneity in amorphous alloys, Fan et al [269] employed the activation and relaxation technique (ART) [310, 311] in their computer simulation on a model amorphous Zr-Cu alloy. In ART, the initial perturbations are introduced to a small group of atoms with local connectivity, which can provide important
information for the local excitation in the amorphous system in terms of the concept of potential landscape energy [83]. Specifically, they select an atom as the central atom, and then randomly displace this atom and its first nearest neighbors, defined by the cutoff between the first and second peaks in the PDF. The magnitude of displacement is typically fixed at a constant value, e. g. 0.5 Å, while the direction is randomly chosen.

In the work of Fan et al [269], two starting model, system I and II are prepared. System I is the inherent structure of a liquid at 2000 K, which is far above the glass transition temperature (~700 K). System II represents a relatively more stable glass. The system is first annealed at 1000 K, and then quenched to zero temperature with a cooling rate of $10^{12}$ K/s. The potential energy of system II is about 0.015 eV per atom (~0.3%) lower than system I. Through the simulation on the model amorphous systems, they showed that the distribution of activation energy reflects its inherent structure more clearly than the structure, for instance, described by the atomic pair density function (PDF). Interestingly, the less stable amorphous system with higher potential energy and larger fraction of low-energy reactions has stronger peaks in the PDF among the subgroup of atoms with shear modulus in the lowest 5% (see Fig. 46). This clearly reflects clustering of soft atoms in system I but a more homogenous distribution in system II.
Fig. 46. The PDF of a subset group of atoms with lowest 5% shear modulus in two systems [269]. Red curves are for system I, green curves are for system II. Reprinted figures with permission from reference [269], copyright (2014) by the American Physical Society.

Furthermore, when showing the positions of soft atoms as shown in Fig. 47, they did find that the distribution of soft atoms in the less stable amorphous system is more heterogeneous than in the relatively stable one.
**Fig. 47.** The positions of the atoms with the lowest 2.5% shear modulus [269], in 3D display (a), and 2D projection in X-Y plane (b). Atoms in red are for system I, and atoms in green are for system II. Reprinted figures with permission from reference [269], copyright (2014) by the American Physical Society.

According to Fan et al., this leads to the quite different distribution of local coarse grained shear modulus other than that of the single atom shear modulus in the amorphous systems (see **Fig. 48**). In other words, the results in **Fig. 46-48** indicate that the evolution of atomic-level elastic modulus in amorphous systems is intrinsically related to the heterogeneous distribution of their soft atoms.

**Fig. 48.** The distribution of the first nearest neighbor coarse-grained (CG) shear modulus, in both systems [269]. Black bars are for system I, and red bars represent system II. Reprinted figures with permission from reference [269], copyright (2014) by the American Physical Society.

By using computational simulation combined with X-ray diffraction experiment, Li et al. [260] generated realistic three-dimensional atomistic structures of Zr-Cu...
metallic glasses. From the analysis of the medium-range order in amorphous systems with a cluster correlation method, they found that the glass systems consist of a string-like backbone icosahedral network and a liquid-like structure filling in the remaining space. A clear picture of the structural heterogeneity is thus presented for metallic glasses, which is associated with the strong and string-like correlations between the icosahedral \(<0,0,12,0>\) clusters in the metallic glasses.

Peng et al [258] reported the structural geometry feature and size distribution of the local atomic rearrangements with external shear stress by molecular dynamics (MD) simulation for two-dimensional (2D) and three dimensional (3D) Lenard-Jones (LJ) binary mixtures and 3D CuZr metallic glass in shear deformation. It was shown that the local atomic rearrangements are self-organized during shear deformation, taking into account that the structural geometry of the local atomic rearrangement exhibits fractal feature. Moreover, a universal scaling of size distribution of local atomic rearrangements is found to be in the form of the power-law distribution. Interestingly, however, it is generic and independent of the atomic potential or system size. In view of this, amorphous solids possess structural heterogeneity in nature.

Fujita et al [261] further employed a quantitative computational method as well as dynamic mechanical analysis (DMA) to investigate the cyclic shear deformation of a chemically heterogeneous \(\text{Cu}_{45}\text{Zr}_{45}\text{Ag}_{10}\) metallic glass. They found that cyclic deformation leads to the formation of irreversible STZs and a permanent uniform strain. The atomic heterogeneity of the metallic glass plays vital role in the initiation of STZs and the accumulated permanent strain has a linear relation with the number of STZs, as shown in Fig. 49(a) and (b).
The authors examined the correlation between local strain and the inherent atomic structure of Cu-centered polyhedra coordinated with Ag atoms, i.e. full icosahedra with Voronoi index $<0, 0, 12,0>$ (see Fig. 49(c)). It was therefore revealed that the Ag-depleted regions have stronger shear resistance, whereas the Ag-rich regions yield larger local strains. These results indicate that the heterogeneous Ag distribution intrinsically affects the formation of STZs: Ag-rich regions with looser
atomic packing have weaker shear resistance to the initiation of STZs.

On the other hand, it is also recognized that dynamical heterogeneity, being intrinsic to metallic glasses, is definitely a nontrivial factor for the establishment of their sophisticated structure-property relations. In a recent extensive molecular dynamics simulation work by Hu et al [210], a combination of isoconfigurational ensemble and atomic pinning methods is applied to distinguish and characterize the heterogeneity at the atomic level in metallic glasses. According to the distinctive atomic-level responsiveness and mechanical performance, they well distinguished flow units from the elastic matrix in metallic glasses. As demonstrated in Fig. 50, after yielding, there is a significant variability in the spatial distribution of the non-affine deformation regions in the studied Cu-Zr metallic glasses when compared to their initial configuration. This indicates that the emergence of the non-affine deformation regions in the elastic regime is an intrinsic response in metallic glasses. Through a more detailed analysis of atomic position, they further revealed the microscopic features of the flow units, such as the shape, spatial distribution dimensionality, and correlation length.
Fig. 50. (a) Shear stress-strain curves of Cu$_{50}$Zr$_{50}$ amorphous alloy for S1 and S2 at 1 K with strain rate $1.0 \times 10^8$ s$^{-1}$ [210]. The yielding strain is about 4%. (b)–(d) Contour maps of the same slice (5 °A, ~2d/Cu) from three independent shear runs to the yielding point (4%) in S1. The color scale represents the atomic non-affine displacement. Reprinted figures with permission from reference [210], copyright (2016) by the American Physical Society.

Using molecular dynamics simulation, Sun et al [256] investigated the correlation of dynamic properties of amorphous solids to their dynamical heterogeneity. They reported that atomic interaction stiffness plays an effective role on low-$T$ relaxation in amorphous solids. As the atomic interaction stiffness increases, amorphous solids including metallic glasses exhibit more pronounced low-$T$ relaxations due to the enhancement of both atomic mobility and dynamical heterogeneity (see Fig. 51).
Fig. 51. The internal friction measured by MD-DMA [256]. (a)-(c) The internal frictions for models with different attractive interactions, repulsive interactions and both attractive and repulsive interactions, respectively. Low-temperature relaxation dynamics is enhanced with the increase of interaction stiffness. Published with permission of Royal Society of Chemistry, from reference [256], copyright (2016). Permission conveyed through Copyright Clearance Center, Inc.

In addition, Fujita et al [312] performed extensive dynamical molecular
simulations with embedded atom method (EAM) and found an intrinsic correlation between the dynamical heterogeneity, atomic structure and chemistry in a Cu_{45}Zr_{45}Ag_{10} bulk glass forming supercooled metallic liquid. They observed a strong coupling between dynamic heterogeneities and chemical short range order. The intrinsic correlation between the dynamics, atomic structure and chemistry for the Cu_{45}Zr_{45}Ag_{10} amorphous alloy is found to be associated with significant spatial partitioning and dynamic isolation between Cu-rich slow-dynamics regions and Ag-rich fast-dynamics regions.

As can be seen in Fig. 52(a), a three-dimensional (3D) displacement map with dimensions of 53×53×53 Å³ visualizes the isosurfaces of slow-dynamic regions with \( \Delta r^2 \) being less than 25 Å² and fast-dynamics regions with \( \Delta r^2 \) being greater than 80 Å². The slow- and fast-dynamics regions, corresponding to Ag-poor and Ag-rich regions, respectively, appear to be partitioned from each other. Fig. 52 (b) illustrates both isosurfaces of slow dynamics regions and Ag atoms, which further confirms the correlation between dynamic heterogeneity and chemical inhomogeneity. Furthermore, this can be used to explain the improved glass-forming ability with Ag addition by retarding crystallization kinetics. It is suggested that since both slow- and fast-dynamics regions are much smaller than the critical size of crystallites, the spatial partitioning and dynamic isolation caused by the coupling may significantly retard the kinetics of crystallization of the supercooled liquid and leads to improved glass forming ability.
Fig. 52. Correlation between atomic mobility of Cu atoms and their local structural environments in Cu$_{45}$Zr$_{45}$Ag$_{10}$ amorphous alloy at 800K [312]. The Cu atoms are sorted into 20 groups in the increasing order of their displacement. In each group, the percentage of $<$0,0,12,0$>$ polyhedra and the number of coordinated Ag atoms are plotted with (a) 3D mean-square displacement map of all atoms based on propensity motion for a long time interval of 1.5$t_a$. The isosurfaces indicate the slow- and fast-dynamics regions where $\Delta r^2$ is less than 25 Å$^2$ (blue regions) and more than 80 Å$^2$ (green to red regions), respectively. (b) 3D map showing both isosurfaces of slow-dynamics regions and distribution of Ag atoms (balls). The slow-dynamics regions are apparently Ag-poor regions. The cube has the dimensions of 53×53×53 Å$^3$; the color bars shown in (a) and (b) show the range from fast (top) to slow (bottom) dynamics. Reprinted figures with permission from reference [312], copyright (2010) by the American Physical Society.
4. Theoretical understanding of structural heterogeneity and relaxation dynamics in amorphous alloys

4.1. Physical origin of structural heterogeneity

Over the past decades, the concept of structural heterogeneity has been playing a key role in different theories attempting to understand the origin of relaxation dynamics and glass transition in various glass-forming liquids [313, 314]. Notably, some of these theories and models, including the random first order transition theory (RFOT) [314], the twinkling fractal theory [49], the two-order parameter theory [47, 58, 315] and some others [11, 39, 316-318], were further extended to understand the physical and mechanical properties of the corresponding glasses [319-321]. In general, structural heterogeneity is conceived to be the characteristics of a supercooled liquid and also to be the origin for the dramatic slow-down of liquid dynamics and thus glass transition. The evolution of structural heterogeneities then gives rise to the transition of the relaxation time of a supercooled liquid from an exponential to a stretched exponential function or the well-known Vogel-Fulcher-Tammann function (VFT) [322]. Because of rapid quenching, the heterogeneous structure in glass then appears as a frozen-in structural feature inherited mainly from an equilibrium liquid at a high temperature. In this section, we would like to have a brief overview of some of these theories, particularly the RFOT theory [41, 44] and the two-order parameter theory [46, 315], in the context of amorphous metals.

In the same spirit of the Adam Gibbs theory [40], it is considered in the RFOT theory that a liquid is inherently heterogeneous because of the thermodynamic gain brought about by the increase of the configurational entropy of the whole system [44]. Compared to a homogeneous liquid as seen in Fig. 53(a), the addition of a liquid droplet configurationally different from the previous homogeneous liquid results in an increase of the system configurational entropy, $TS_c$, where $T$ stands for the
temperature while \( S_c \) the average configurational entropy gain. However, the presence of a liquid droplet also raises the energy because of the surface energy \( \sigma_{\text{surf}} \). Minimizing the free energy of the heterogeneous liquid gives a critical length scale

\[
\xi = \left( \frac{\sigma_{\text{surf}}}{TS_c} \right)^{-\frac{1}{d-\theta}} \quad [44],
\]

where \( d \) = the regular dimension with 2 for a plane and 3 for a space and \( \theta \) = the surface fractal dimension of the liquid droplet. In sharp contrast to the conventional first order transition theory, the liquid droplet cannot grow above \( \xi \) in size but appears and disappears randomly in a manner akin to thermal fluctuation [44]. With the decreasing temperature and hence the increasing length scale \( \xi \), the liquid droplets start to populate the heterogeneous liquid, thereby forming a “mosaic” as illustrated in Fig. 53(b).
Fig. 53. The schematics of (a) the free energy of homogenous liquid versus heterogeneous liquid containing a liquid droplet with size $R$ and (b) the mosaic composed of numerous liquid droplets.

From the perspective of relaxation dynamics, this liquid droplet behaves like the cooperative rearranging region (CRR) in the Adam Gibbs theory [40]. Moreover, it was estimated that the size of the liquid droplet be roughly 100 atoms or molecules at the conventionally defined glass transition temperature according to the RFOT theory [41-43]. Interestingly, this is somewhat consistent with the estimated size of shear transformation events in the cooperative shear model (CSM) developed by Johnson and Samwer for amorphous metals [323]. Based on the “mosaic” picture, the RFOT
theory was further developed and used to study glass transition, stress relaxation, fragility, yielding in supercooled liquids and glass [41, 43]. Recently, through extensive atomistic simulations and theoretical analyses, Hu et al.[82] demonstrated that the dramatic slow-down of the dynamics in a Zr_{50}Cu_{50} metallic liquid is due to the growth of local iso-configurational regions, conforming to the picture of a heterogeneous supercooled liquid in the RFOT theory. Here, it is worth mentioning that the structural heterogeneity in metallic liquids is not only predicted through theories and simulations but also observed in the recent experiments[324]. As seen in Fig. 54 [324], Zhang et al. reported the direct experimental visualization of the spatially heterogeneous dynamics in the Pt-based supercooled metallic liquid using electron correlation microscopy. The dynamics can be characterized by a growing length and time scale as the liquid cools toward the glass transition, which is consistent with the thermodynamic theory of glass transition.

Fig. 54. Spatial maps of structural relaxation time on the nanowire in the supercooled liquid regime[324]. (a) T=523 K, (b) T=519 K, (c) T=515 K, (d) T=511 K, (e) T=507 K. The maps show domains with varying relaxation time at the nanometer scale. With decreasing temperature, slow domains appear larger and
occupy a greater fraction of the map, especially very close to $T_g = 507$ K. There is a region ~1 nm thick with ~20 times shorter relaxation time near the surface of every wire. (f) The mean structural relaxation time for the nanowire interior (bulk) and the near-surface layer. The error bars are the standard deviation of the mean of four measurements on different nanowires. Fitting to the Arrhenius form yields activation energies of $3.7 \pm 0.3$ eV for the bulk and $1.7 \pm 0.3$ eV for the near-surface. Reprinted by permission from Macmillan Publishers Ltd: Nature Communications, reference[324], copyright (2018).

On the other hand, the two-order-parameter model proposed by Tanaka[315] pictures a supercooled liquid as a dynamically heterogeneous state composed of metastable solid-like islands below a transition temperature. Supercooling causes the liquid to transit form an ordinary liquid to a frustrated metastable liquid, which is populated with localized domains exchanging with each other dynamically at the rate of the structural ($\alpha$) relaxation time. From the microstructural viewpoint, the formation of such a frustrated metastable liquid state can be attributed to the result of the competition between a long-range density (crystal-like) order and a short-range orientational order, which alternate and form a heterogeneous liquid structure, as schematically depicted in Fig. 55. Such an alternating heterogeneous structure was observed recently in the Zr$_{53}$Cu$_{36}$Al$_{11}$ amorphous alloy by Zhu et al. [20].
**Fig. 55.** Schematic figure of a supercooled liquid state. The black pentagons represent locally favored structures. Molecules belonging to normal-liquid structures are represented by gray spheres. A shaded region represents a metastable island with various degrees of crystal-like order, whose characteristic coherence length is n. The darker the color is, the higher the crystal-like order is and the higher the local density is. Note that the lifetime of metastable islands determines the structural relaxation [315]. From ref. [315]. Reprinted from reference [315], copyright (2017), with permission from Elsevier.

**4.2. Understanding relaxation dynamics from the perspective of defects**

As we discussed in the chapter 2, the main relaxation mode in glasses is \( \beta \) relaxation [177, 325, 326], which is related to localized motions of some cooperative nature [83] and could be universal among all kinds of glasses. Since \( \beta \) relaxation is present in both a supercooled liquid and glass state, it affects the mechanical properties of glassy materials [13]. In general, \( \beta \) relaxation in glasses (i.e. amorphous polymers, oxide and metallic glasses) is dependent on cooling rate [188], chemical composition [177, 327, 328], pressure [329] and physical aging [180, 184], which can be theoretically related to structural heterogeneity according to the RFOT theory [41, 42, 314] and two order-parameter theory [31, 315].

A non-crystalline structure is characterized by the excess Gibbs free energy as compared with the crystalline ground state. This excess energy quantifies the driving force for spontaneous atomic rearrangements, usually referred to as physical aging. Based on different theoretical models, physical aging below the glass transition temperature \( T_g \) induces a reduction of the “defects”, i.e. excess free volume [330], flow units [55], quasi-point defects [209], interstitial defects [331].

In general, one may argue that physical aging reduces the energy of low density atomic configurations by improving their local atomic packing. Or structural relaxation reduces the excess “free volume” and, in this way, may alter the structural
heterogeneity of the glass. The quantitative analysis was carried out for polymers in Ref. [332], where it was proposed that $\eta = A \exp[(BV_0)/V_f]$, where $V_f$ is the “free volume” per unit mass and $V_0$ is the volume per unit mass. This idea conforms to the “free volume model” by Spaepen et al. [207]. By combining the classic free volume model and the notion of structural heterogeneity, which can lead to a generalized Maxwell model, the free volume model was further developed by Huang et al. [153] to reveal the connection of the boson peak and $\beta$ relaxation near $T_g$ in the La-based metallic glass. The $\beta$ relaxation was therefore regarded as a series of localized flows in soft regions with different amount of free volume, being dispersed in an elastic amorphous matrix [153, 333].

Different from free volume, flow units can be regarded as nanoscale regions which correspond to pseudo “defects” in metallic glasses. The nanoscale flow units have lower elastic moduli, higher energy state, and lower hardness than the homogenous elastic matrix[334]. The flow unit model was built based on the concept of structural heterogeneity and the concentration of flow units can be correlated with various overall properties of metallic glass, such as density, elastic constants, recovered enthalpy and fictive temperature. In addition, the evolution of flow units, which is linked to the structural heterogeneity of metallic glass, can be described by the density change during thermal annealing below the glass transition temperature $T_g$ [155, 335, 336]. On the basis of the flow unit model, an empirical function for the time dependence of the physical properties of annealed metallic glass is given as follows [335-338] (as seen in Fig. 56):

$$M(t) = \frac{M_\infty}{1 + c}$$

(4-1)

where $t$ is the aging time, and $M(t)$ is either enthalpy [338], density [155, 335, 336], shear modulus [337, 339], Young’s modulus [337], plastic deformation strain [340] or
hardness \[337\] and \( M_\infty \) is its asymptotic value which corresponds to the property of an “ideal” metallic glass \[334\]. The parameter \( c = [a/(b + t)]^{\beta_{KW}} \) is related to the concentration of flow units, in which \( a \) and \( b \) are both constants at a given aging temperature. It was found that when \( t = 0, c = [a/b]^{\beta_{KW}} \), which corresponds to the initial concentration of flow units in the as-cast state \[336\].

Fig. 56. Variation of the structural heterogeneity of metallic glasses with aging time based on the flow units model. (a) Change of \( \text{La}_{75}\text{Ni}_{7.5}\text{Al}_{16}\text{Co}_{1.5} \) amorphous alloy was found and held for different time \[340\]. Reprinted figures with permission from reference[340], copyright (2014) by the American Physical Society. (b) Change of Vickers micro-hardness of \( \text{Zr}_{52.5}\text{Cu}_{17.9}\text{Ni}_{14.6}\text{Al}_{10}\text{Ti}_{5} \) amorphous alloy with annealing time at 600 K \[337\]. Reprinted from reference \[337\], with the permission of AIP Publishing. (c) Enthalpy change after isothermal annealing of \( \text{Zr}_{52.5}\text{Cu}_{17.9}\text{Ni}_{14.6}\text{Al}_{10}\text{Ti}_{5} \) amorphous alloy at 600 K \[338\]. Reprinted from reference \[338\], with the permission of AIP Publishing. (d) Relative density variation of metallic glasses \[336\]. Reprinted
Fig. 57 shows the stretching exponent $\beta_{KWW}$ as a function of temperature in a typical $\text{La}_{60}\text{Ni}_{15}\text{Al}_{25}$ metallic glass, obtained by fitting stress relaxation experiments [341]. It should be noted that, with the increasing annealing temperature $T_a$, the parameter $\beta_{KWW}$ value increases, indicating a more homogeneous structure at higher temperature. The Kohlrausch exponent $\beta_{KWW}$ lower than 1 reflects a broad distribution of relaxation time instead of a single Debye relaxation time. Hodge [342] interpreted the nonexponentiality to be a consequence of cooperativity of the rearranged structural units. Böhmer et al. [85] reviewed the non-exponential relaxations in around 70 strong and fragile glass formers. Several of experimental methods were employed to determine the Kohlrausch exponent $\beta_{KWW}$. The adopted methods include dielectric and specific heat spectroscopy [343, 344], viscoelastic modulus measurements in the shear and tensile modes as well as shear compliance investigations [345], quasi-elastic light scattering experiments [346], mechanical spectroscopy [134, 148, 189] and stress relaxation [95, 119, 181, 347-349].
It is well documented that the parameter $\beta_{KWW}$ is connected with the dynamic heterogeneity: the lower the Kohlrausch exponent $\beta_{KWW}$, the wider the dynamic heterogeneity distribution of the glassy materials. Based on the stress relaxation of typical La$_{60}$Ni$_{15}$Al$_{25}$ amorphous alloy (as shown in Fig. 57(a)), Wang et al. [95] reported that there are three different stages on the evolution of the Kohlrausch exponent $\beta_{KWW}$: (1) the parameter $\beta_{KWW}$ remains around 0.2, which corresponds to the heterogeneous activation of flow units during the deformation process. (2) When the temperature surpasses the $\beta$ relaxation temperature and below the glass transition temperature $T_g$, the parameter $\beta_{KWW}$ keeps to be around 0.5. It is suggested that many flow units start to move in a cooperative mode at this stage. (3) When the temperature is above $T_g$, the amorphous alloy enters a homogeneous deformation process and behaves as a Newtonian viscous flow which is associated with the cooperative motions of atoms. In this temperature domain, the Kohlrausch exponent $\beta_{KWW}$ increases dramatically. The evolution of the fraction of liquid-like zones $F_{\text{liquid}}$ with

**Fig. 57.** (a) Evolution of $\beta_{KWW}$ values (dark green circles) of La$_{60}$Ni$_{15}$Al$_{25}$ metallic glass based on fitting from stress relaxation experiments at different temperatures [95]. (b) Evolution path of fraction of liquid-like zones $F_{\text{liquid}}$ (orange circles) with increasing temperature [95]. Reprinted by permission from Nature Communications [95], copyright (2014).
temperature exhibits a similar tendency to the Kohlrausch exponent $\beta_{KWW}$ (as shown in Fig. 57(b)).

The parameter $\beta_{KWW}$ in the KWW equation is also associated with the fragility of the amorphous materials. The value of $\beta_{KWW}$ close to 1 indicates that the system is likely to be a strong glass former; if the value is less than 0.5, it means that the glass could be fragile [350, 351]. Although the KWW exponent is generally perceived to be linked with fragility [350, 351], however, similar values (~0.5) of the KWW exponent were reported for amorphous alloys with different fragility. Therefore, it is still an open issue for the correlation of structural heterogeneity and the KWW exponent of amorphous alloys. The stretching parameter $\beta_{KWW}$ can be dependent on or independent of the temperature of metallic glasses [155, 195, 352, 353]. A computational simulation on the Cu$_{50}$Ti$_{50}$ metallic glass indicates that the Kohlrausch exponent $\beta_{KWW}$ is close to 0.50 around the glass transition temperature $T_g$ [271]. Researchers proposed that $\beta_{KWW}$ is almost independent of the temperature with a given distribution of the local relaxation times. In the same spirit of a flow defect model, the interstitialcy theory was originally proposed by Granato in 1992 [51] and more recently modified [354]. The only point defects available by thermal activation in simple crystals are vacancies and interstitials. While the structure and properties of vacancies are relatively straightforward, it is not the case for interstitials. Before the 1970-s, it was envisioned that interstitials occupy the octahedral cavity in the FCC structure. Currently, it is widely accepted that interstitials reside in a split configuration and sharing a lattice site with another atom. Examples of these split (or dumbbell) interstitials, termed also interstitialcies, are given in Fig. 58(a-c) for different crystalline lattices.

The dumbbell structure of dumbbell interstitials has far-reaching consequences. These defects are sensible to the applied shear stress, which brings string-like motions
of 10-20 atoms near the defect nuclei, as exemplified by Fig. 58(d). This motion leads to a strong inelastic decrease of the shear modulus, as shown by Granato and co-workers experimentally in the middle of the 70s. They studied the effect of copper to the ppm defect concentration range and noticed that if the shear softening is extrapolated towards large concentrations, an interstitial concentration of 2-3 % should lead to zero shear modulus. Meanwhile, vanishing shear modulus is a signature of liquids. Thus, Granato came to a hypothesis that melting can be related to the generation of dumbbell interstitials. Vacancies do not produce such a big shear softening effect.

The second major feature of dumbbell interstitials is the presence of low frequency modes (several times smaller than the Debye frequency) in their vibration spectrum, as found theoretically and confirmed by experiments. These low frequency modes are related to the aforementioned string-like atomic motion (Fig. 58(d)) and lead to a large interstitial formation entropy \( S_i \) (about 10-20 in the units of the Boltzmann constant \( k_B \)), which is by an order of magnitude higher than the formation entropy of vacancies. Granato showed that if melting occurs through the generation of interstitials for a few percents, the interstitial formation entropy can explain the observed heat of melting. This is not the case for vacancies.

The facts and ideas sketched above led to the interstitialcy theory [51]. He assumed that the change of internal energy \( U \) of a crystal upon an increase of interstitial defect concentration by \( dc_i \) can be written as:

\[
\frac{dU}{dc_i} = \alpha_i G(c_i) \Omega + \alpha_5 B \Omega
\]

\[(4-2)\]

where \( G \) is the unrelaxed (instantaneous) shear modulus dependent on the defect
concentration $c_i$, $B$ is the bulk modulus (largely insensitive to $c_i$), $\alpha_i$ and $\alpha_2$ are dimensionless constants and $\Omega$ is the volume per atom. Granato showed that $\alpha_i \approx 1 >> \alpha_2$, therefore the shear energy $\alpha_i G \Omega$ in Eq. (4-2) is much bigger than the dilatation energy $\alpha_2 B \Omega$ [72]. Based on Eq. (4-2), the formation enthalpy for a single interstitialcy becomes:

$$H = \alpha G \Omega$$  \hspace{1cm} (4-3)

where $\alpha = \alpha_i$. On the other hand, the concentration-dependent shear modulus can be derived as:

$$G = G_0 \exp(-\alpha \beta c_i),$$  \hspace{1cm} (4-4)

where $\alpha = \frac{1}{G \Omega} \frac{dU}{dc_i}$ is the same as in Eq.(4-3), $G_0$ is the shear modulus of the defectless crystal (i.e., corresponding to $c_i = 0$) and the dimensionless shear susceptibility $\beta = \frac{1}{4G} \frac{\partial^2 G}{\partial \varepsilon^2}$ ($\varepsilon$ is the applied shear strain) is directly related to the anharmonicity of the interatomic potential.

Depending on the temperature and defect concentration, the interstitialcy theory predicts equilibrium and metastable crystalline and liquid states. Although “interstitialcy defects” in the liquid do not have any clear topological pattern, they nonetheless remain identifiable structural units retaining the properties of dumbbell interstitials in the maternal crystal [355]. An important role of split interstitials in melting was mentioned in the literature [356, 357]. Recently rapid interstitialcy multiplication upon approaching $T_m$ was supported by precise measurements of the
shear modulus of pure aluminium and indium [358]. On the other hand, a large $c_i$ near $T_m$ should provide an additional contribution to the heat capacity $C_p$. It was recently shown [359] that this contribution in Al is observed as non-linear $C_p$ growth, which is common in metals but remains unexplained so far.

![Fig. 58. Dumbbell (split) interstitials (interstitialcies) in different crystalline structures (a)–(c). (d) Schematic representation of string-like motion around the interstitialcy [360]. Reprinted From reference [360], Copyright © the Chinese Physical Society (2017), with permission from the Chinese Physical Society.](image)

The interstitialcy theory provides quantitative explanations for quite a few important properties of equilibrium and supercooled liquids. First of all, the high formation entropy of interstitialcy defects explains the entropy of melting [361], which is known to be $\approx 1.2k_B$ for all the elemental substances over the periodic table with only a few exceptions (so-called Richards rule). The interstitialcy theory allows derivation of the empirical Lindemann melting rule ($\alpha T_m = \text{const}$, where $\alpha$ is the crystal thermal expansion coefficient), as well as the correlation between the melting
temperature and shear modulus for elemental substances [51, 362]. The interstitialcy theory assumes that the liquid contains a few percent of interstitialcy defects. It provides interpretation of heat capacities of supercooled and equilibrium liquids [363], Vogel–Fulcher–Tammann (VFT) relation for the viscosity of supercooled liquids [364] as well as the fragility of liquid and its relation to the heat capacity jump at the glass transition [361, 363].

If “interstitialcy defects” remain to be identifiable structural units in the liquid state, it is reasonable to assume that they become frozen in the solid glass produced by melt quenching. Computational modelling shows that these "defects", like in the liquid, do not have clear geometrical pattern but display the characteristic of dumbbell interstitials in crystalline metals, i.e. strong sensitivity to the external shear stress, distinctive local shear strain fields and characteristic low- and high-frequency modes in the vibration spectra of atoms [365]. Structural relaxation of glass can then be regarded as a change of concentration of these interstitialcy-type “defects”, which inherit the properties of maternal crystal. Eq.(4.4) should be then rewritten as:

\[ G = \mu \exp(-\alpha \beta c) \]  \hspace{1cm} (4.5)

where \( G \) is the unrelaxed shear modulus of glass, \( \mu \) is the shear modulus of the maternal crystal, which contain no interstitialcy-type “defects” (interstitialcy defects thereafter), \( c \) is the defect concentration, \( \beta \) represents the shear susceptibility and the dimensionless \( \alpha \approx 1 \) is related to the strain field created by the defect. The defect formation enthalpy retains the form given by Eq. (4.3). Eqs. (4.3) and (4.5) constitute the basic assumptions of the interstitialcy theory for the glassy state. These equations provide explanations for some important phenomena in amorphous alloys occurring upon structural relaxation and crystallization.

The shear modulus \( G \) of as-cast metallic glass is reduced by 20% to 40% with
respect to the shear modulus $\mu$ of the maternal crystal. Thus, by using Eq. (4-5) with a typical $\beta = 20$ and accepting $a \sim 1$, the concentration of frozen-in interstitialcy defects is 1.1% to 2.6%.

Isothermal structural relaxation of metallic glasses in the initial state leads to an increase of the shear modulus, and results from a decrease of the defect concentration, according to Eq. (4-5). The calculation gives a logarithmic increase of $G$ with time [366], which is known as the “ln-time” kinetics for different properties of metallic glasses. By comparison, non-isothermal heat treatment of metallic glasses can lead to a change of the shear modulus depending on the applied thermal protocol. The relaxation kinetics can be reasonably reproduced within the framework of the interstitialcy theory [367]. Measurements of the shear modulus together with differential scanning calorimetry allow independent reconstruction of the underlying activation energy spectrum of structural relaxation. An example of such reconstruction is given in Fig. 59, which shows activation energy spectra for a Zr-based metallic glass recovered from independent measurements of the shear modulus and calorimetry [368]. It is noted that both methods give practically the same result. Integration of the spectra over the activation energy causes a change of the absolute defect concentration upon structural relaxation, $\Delta c = \int n_0(E) dE$. For the data shown in Fig. 59, $\Delta c \approx 0.0023$, other metallic glasses show a similar trend [368]. Thus, only about one tenth of frozen-in defects can be annealed out during structural relaxation. Further decrease of $c$ down to zero is related to crystallization.

Any change of the interstitialcy defect concentration will lead to corresponding change of the shear modulus $G$ in Eq. (4-5). On the other hand, a change of $G$ varies the enthalpy of defect formation according to Eq. (4-3) and consequently changes the whole heat content of glass. It should be noted that all relaxation phenomena in glass are intrinsically related to heat release or heat absorption,
depending on the sign of defect concentration change. This relation can be quantified using Eqs. (4-3) and (4-5), and an expression for the heat flow per unit mass can be obtained [369]:

\[
W = \frac{\dot{\tau}}{\beta \rho} \left[ \frac{G}{\mu} \frac{d \mu}{dT} - \frac{dG}{dT} \right]
\]

(4-6)

where \(\dot{\tau}\) is the heating rate, \(\rho\) is the density and other quantities are the same as above.

Fig. 59. Activation energy spectra of structural relaxation reconstructed from independent shear modulus and calorimetry data [368]. Reprinted from reference [368], copyright (2016), with permission from Elsevier.

Equation (4-6) shows that the heat flow depends on the shear moduli of glass and maternal crystal, which was benchmarked upon different metallic glasses. A representative example is given in Fig. 60, which shows differential scanning calorimetry trace taken on a Zr-based bulk glass together with calculation of the heat flow using Eq. (4-6) [370]. A good agreement between the theoretical predictions and
experimental results is obtained. Eq. (4-6) not only describes exo- and endo-thermal heat flow in the glassy state but also precisely reproduces the heat release occurring upon crystallization. The latter fact leads to the assumption that the change of internal energy of glass upon crystallization is also controlled by the elastic energy of interstitialcy defects upon glass production. Since these defects disappear upon crystallization, their elastic energy is released with the heat of crystallization.

Fig. 60. Experimental DSC traces for Zr$_{46}$Cu$_{45}$Al$_7$Ti$_2$ amorphous alloys and the heat flow calculated with Eq. (4-5) [370]. Reprinted by permission from Macmillan Publishers Ltd: Scientific Reports, reference[370], copyright (2016).

To verify the hypothesis, the difference between internal energies per unit mass of glass and maternal crystal within the framework can be defined as [371]:

$$
\rho \Delta U = \frac{\mu}{\beta} \left[ 1 - \frac{G}{\mu} \right],
$$

(4-7)

It is noted that the difference is governed by the shear moduli of glass and maternal crystal. Considering the shear modulus of glass just before and after crystallization,
the change of internal energy should be equal to the heat of crystallization \( \rho Q_{cr} \). The corresponding experiment was presented in ref. [371] and its main result is reproduced in Fig. 61, which shows \( \rho \Delta U \) calculated by using Eq. (4-7) as a function of \( \rho Q_{cr} \) for a number of Zr- and Pd-based glasses. The result falls on a straight line with the unity slope, which represents that the elastic energy of interstitialcy defects released upon crystallization is equal to the crystallization heat. Thus, the heat content of glass with respect to the maternal crystal is mainly related to the elastic energy of frozen-in interstitialcy defects.

![Fig. 61. Crystallization-induced change of the internal energy per unit volume \( \rho \Delta U \) as a function of the crystallization heat per unit volume \( \rho Q_{cr} \) for Pd- and Zr-based metallic glasses [371]. Reprinted from reference [371], copyright (2016), with permission from Elsevier.](image)

The expected volume change \( \Delta V \) upon creation of an interstitialcy defect can be defined as \( \Delta V / \Omega = -1 + \alpha_i \), where “-1” corresponds to the insertion of an
interstitialcy defect, $\alpha_i$ is the so-called relaxation volume, which reflects the relaxation of structure after defect creation and $\Omega$ is the volume per atom [372]. If a defect concentration $c$ is created, the volume increases by $\Delta V$ and the relative volume change becomes $\Delta V/V = (\alpha_i - 1)c$. The defect concentration can be expressed by using Eq. (4-8), by assuming $\Delta \rho/\rho = -\Delta V/V$, the density change upon structural relaxation of glass is [373]:

$$\frac{\Delta \rho}{\rho} = \frac{\alpha_i - 1}{\alpha\beta} \ln \frac{G}{G_0}$$

where $\alpha$ and $\beta$ are the same as in Eq.(4-5), $G_0$ and $G$ are the shear moduli at the beginning and end of the relaxation, respectively. Fig. 62 shows relative density change of a Pd-based glass as a function of $\ln(G/G_0)$. It is seen that the experimental points can be approximated by a straight line in agreement with Eq. (4-8). The angle coefficient of this dependence is found to be 0.037. Meanwhile, accepting the relaxation volume $\alpha_i$ is equal to the averaged relaxation volume for split interstitials in crystalline FCC metals ($\alpha_i \approx 1.6$), the shear susceptibility for this glass $\beta = 17$ and $\alpha \approx 1$, Equation (4-19) gives the angle coefficient $\frac{\alpha_i - 1}{\alpha\beta} = 0.035$, which is practically equal to the experimental slope. Similar consideration can be applied to calculate the heat release upon structural relaxation-induced densification, which is consistent with the experimental observations [374].
Fig. 62. Relative density change upon structural relaxation of \( \text{Pd}_{40}\text{Cu}_{30}\text{Ni}_{10}\text{P}_{20} \) amorphous alloy as a function of \( \ln\frac{G}{G_0} \). Reprinted from reference [373], copyright (2017), with permission from Elsevier.

It should be noted that the effect of shear softening of glass (Eq. (4-5)), kinetics of heat release/absorption (Eq. (4-6)), the excess of the internal energy of glass (Eq. (4-7)), density change upon relaxation (Eq.(4-8)) and some other effects are strongly dependent on the shear susceptibility \( \beta \). The definition of quantity (see the explanation for Eq.(4-16)) implies that \( \beta \neq 0 \) only for the anharmonic interatomic potential since \( \frac{\partial^2 G}{\partial \varepsilon^2} = 0 \) for any harmonic potential. Therefore, all the aforementioned effects are intrinsically related to the anharmonicity of the interatomic potential and this is a major feature of glass. Meanwhile, the shear susceptibility is weakly dependent on glass chemical composition and varies in the range of \( 15 \leq \beta \leq 21 \) [375]. It appears that this quantity constitutes a universal integral parameter relating different physical phenomena including shear softening, heat effects and anharmonicity of interatomic interaction with the defect structure of

\[ \Delta \rho / \rho \]
metallic glasses [375]. Some other features of the interstitialcy theory and its applications to the interpretation of experimental data are reviewed in references [331, 360]. As discussed above this theory constitutes a comprehensive, internally consistent, verifiable and promising approach for understanding the defect structure or hence structural heterogeneity of metallic glasses.

In order to describe mechanical properties of amorphous materials with respect to its microstructure, Perez et al. proposed the quasi-point defect theory [209, 376, 377]. This theory assumes that glassy materials contain quasi-point defects, which correspond to fluctuations of enthalpy or entropy. The existence of quasi-point defects in the amorphous polymers has been confirmed by small angle X-ray scattering [378]. Fig. 63(a) shows the “defects” in an elementary volume of amorphous material. When an external mechanical stress is imposed on the structure, the stress resulting in the maximum shear plane causes activation of these defects, which become polarized and bring the basic movements (as shown in Fig. 63(b)). The nucleation and growth from these sheared micro-domains (SMD) correspond to the onset of the inelastic response of the material (as seen in Fig. 63(c)). When this stress is applied for a longer time, new sheared micro-domains are nucleated (as shown in Fig. 63(d)). The plastic deformation is caused by coalescence of these SMD.
Due to these quasi-point defects, the atoms or molecules of glass-forming liquids can perform relative motions, which results in dynamic relaxation behavior at macroscopic scale. According to the quasi-point defects model, the global characteristic relaxation time $\tau_{relax}$ that describes the mobility of atoms or molecules of the glassy material can be defined as:

$$\tau_{relax} = t_0\left(\frac{\tau_p}{t_0}\right)^{1/\chi}$$  \hspace{1cm} (4-9)

where $\tau_p$ is the mean time of the thermally activated jump of a structural unit and follows the Arrhenius law, $t_0$ is a time scale parameter, $\chi$ is a correlation factor related to the quasi-point defect concentration $C_d$. $\chi$ ranges from 0 (full order—perfect crystal) to 1 (full disorder—perfect gas).

In the framework of QPD model, the loss factor $\tan\delta$ of the glassy materials can
be expressed as:

$$\ln(\tan\delta) = -\frac{U_\beta}{kT} - \chi \ln\omega - \chi \ln(\tau^*) + \ln K_0 \hspace{1cm} (4-10)$$

where $\tau^* = t_0\left(\frac{T_0}{t_0}\right)^{1/\chi}$, $U_\beta$ represents the activation energy for the structural unit movement for atoms or molecules, which is linked to the $\beta$ relaxation, $k$ is the Boltzmann constant.

According to Eq. (4-10), the $\ln (\tan\delta)$ and $\ln \omega$ are in linear relationship at a given temperature, the correlation factor $\chi$ can be determined by:

$$\chi(T) = -\left\{\frac{d\ln(\tan\delta)}{d\ln(\omega)}\right\}_T \hspace{1cm} (4-11)$$

**Fig. 64(a)** shows the variation of $\ln(\tan\delta)$ versus frequency of the Cu$_{46}$Zr$_{46}$Al$_8$ bulk metallic glass at different temperatures. According to prediction of the QPD model, glassy materials remain in an iso-configurational state when the temperature is below the glass transition temperature $T_g$. Thus, the correlation factor $\chi$ is almost a constant. On the other hand, when the temperature rises above the glass transition temperature $T_g$, a metastable thermodynamic equilibrium is reached and then concentration of the quasi-point defects increases with temperature. Thus, the correlation factor $\chi$ is strongly dependent on temperature.

**Fig. 64(b)** shows evolution of the correlation factor $\chi$ with temperature in the Cu$_{46}$Zr$_{46}$Al$_8$ bulk metallic glass for both as-cast state and annealed state [380]. It is evident from **Fig. 64(b)** that the concentration of “defects” is almost constant when temperature is below the glass transition temperature $T_g$, therefore the correlation factor $\chi$ remains nearly constant. When the temperature increases above $T_g$, the correlation factor $\chi$ increases. The current experimental results are in good accordance with the prediction of the quasi-point defects model. At the same time, it should be
mentioned that the correlation parameter $\chi$ of the annealed state is slightly lower than that of as-cast state. Many investigations have demonstrated that physical aging below $T_g$ reduces the concentration of defects, which induces a reduction of the atomic mobility in metallic glasses.

![Graph](image)

**Fig. 64.** (a) Influence of the driving frequency on the loss factor at different temperatures in the Cu$_{46}$Zr$_{46}$Al$_8$ bulk metallic glass (the isothermal temperature ranges from 638 to 718 K with an interval of 5 K). Solid lines are fitted by Eq. (5-9) [380]. (b) Evolution of the correlation factor $\chi$ with temperature for Cu$_{46}$Zr$_{46}$Al$_8$ bulk metallic glass [380]. Reprinted from ref. [380], copyright (2017), with permission from Elsevier.

On the basis of the QPD theory, **Fig. 65** shows the evolution of the correlation factor $\chi$ with temperature in Zr$_{56}$Co$_{28}$Al$_{16}$ bulk metallic glass at various states. It is evident from **Fig. 65** that: (i) The correlation factor $\chi$ increases after the cold-rolling deformation. The increment is attributed to an increase in the “defect” concentration
and therefore to an increase in disorder and atomic mobility. Generally, the pre-plastic deformation is an effective route to improve the plasticity of metallic glasses either in tensile mode or in compressive route at room temperature [381]. (ii) The value of correlation factor $\chi$ after structural relaxation is smaller than that of as-cast. (iii) Crystallization leads to a notable decrease of the correlation factor $\chi$. In line with the predication of the theoretical model, it is reasonable to conclude that in amorphous alloys, the higher the concentration of quasi-point defects reflected by the correlation factor $\chi$, the lower the atomic mobility, and vice versa.

![Graph showing the evolution of the correlation factor $\chi$ with temperature in Zr$_{56}$Co$_{28}$Al$_{16}$ bulk metallic glass at different states [134]. Reprinted from reference [134], copyright (2014), with permission from Elsevier.](image)

The $\beta$ relaxation is associated with the local structural heterogeneity of metallic glasses. For instance, Fig. 66(a) shows $\ln(\tan \delta)$ vs $\ln \omega$ at different temperatures obtained for the Pd$_{43}$Ni$_{10}$Cu$_{27}$P$_{20}$ metallic glass. Fig. 66(b) presents the temperature dependence of the correlation factor $\chi$ and the loss factor $\tan \delta$. Based on these data, it is expected that the correlated factor $\chi$ is closely associated with a mechanical relaxation process.
Based on the above discussion, it is proven that the atomic mobility of metallic glasses is closely related to the local atomic arrangements. With regard to the influence of plastic deformation on the concentration of “defects”, it has been shown that crystallization activation energy decreases after cold-rolling compared to the as-cast state. In addition, creation of free volume or augmentation of concentration of the quasi-point defects is induced by plastic deformation. As a consequence, larger concentration of the quasi-point defects leads to higher atomic mobility and diffusivity [271]. Chen reported that cold-rolling causes obvious atomic arrangement,
which tends to either softening or strengthening of the metallic glasses [383]. The viscosity is reduced after the cold-rolling for metallic glasses. On the other hand, physical aging below the glass transition temperature $T_g$ decreases the concentration of “defects” and crystallization induces atomic rearrangement in large scale, then increases the hardness and storage modulus.

It is worth noting that the sample density will be increased after structural relaxation [336]. For samples with the partial crystallization and crystallization at higher temperature, more uniform structure state may be formed. Similar phenomenon was observed in polymers. Plasticity in cold-rolling or compression is a result of geometry constraints that leads to development of a dense shear band structure. Intuitively, the structural state is more disordered and leads to a drastic atomic mobility via the deformation far below the glass transition temperature $T_g$.

In agreement with the concept of “flow units”, the concentration of flow units will decrease by physical aging below $T_g$. Above results confirm that the atomic configuration becomes more disordered after plastic deformation (i.e. cold-rolling at room temperature). On the other hand, structural relaxation process and the formation nanocrystal phases in glass matrix will cause the system shift to a more stable state. Therefore, it is suggested that the atomic mobility in metallic glasses is connected to the local energy landscape.

The dynamics of supercooled liquids is believed to be spatially heterogeneous [324, 384]. With decreasing temperature (or increasing density) the length scale of the dynamic correlation length increases, causing the slowing down of the dynamics that eventually bring to the glass transition. Since within the regions of correlated motion co-exist regions of slow and fast dynamics, ultimately with decreasing temperature also the heterogeneity increases. On approaching the glass transition the regions of cooperative motions grow, while within these regions of slow and fast dynamic
regions coexists. To determine experimentally the number of units within a correlating region have been proposed different metrics.

Donth put forward the number of correlating units (i.e. atoms in a metallic glass, segments in a polymer, molecules in a simple liquid) can be determined from thermodynamic quantities as [385]:

\[ N_\alpha = \frac{RT^2}{m_0 (\delta T)^2 \Delta c_p ^{-1}} \]  

(4-12)

where \( m_0 \) is the molecular weight of the relaxing unit, and \( \delta T \) can be determined from the \( c_p^* \) as discussed in [386]. The values of \( N_\alpha \) of typical metallic glasses are listed in Table 1. It is interesting to note that \( N_\alpha \sim 600 \) for the PdNiCuP metallic glasses without Cu and \( N_\alpha \sim 1100 \) for the metallic glass with Cu. Interestingly, these values are significantly larger than those found for polymers and molecular liquids for which generally \( N_\alpha < 400 \).

Using a different approach Berthier et al. have derived an approximate formula for the number of correlated units [387, 388]:

\[ N_c = \frac{R}{\Delta c_p} T^2 \left\{ \max_t \frac{\chi_T (t)}{\tau_{\alpha}} \right\}^2 \]  

(4-13)

where \( \chi_T \) is the time derivative of a suitable correlation function. In the case this correlation function has a stretched exponential form and it has been shown that it reduces to

\[ N_c = \frac{R}{\Delta c_p m_0} \left( \frac{\beta_{\text{KWW}}}{e} \right)^2 \left( \frac{\partial \ln \tau_{\alpha}}{\partial \ln T} \right)^2 \]  

(4-14)

where \( e \) is the Euler’s number. The values of \( N_c \) calculated using Eq.(4-13) from the
Mechanical measurements are reported in Table 1. $N_c$ can be calculated from the thermodynamic data.

Taking into consideration Eqs. (4-12), (4-13) and (4-14) it follows that

$$\frac{N_a}{N_c} \approx 6.45 \Delta c_p \Delta c_p^{-1}$$  \hspace{1cm} (4-15)

For the cases included herein $0.07 < \Delta c_p \Delta c_p^{-1} < 0.14$, thus $0.45 < \frac{N_a}{N_c} < 0.9$. The values of $N_c$ calculated from the thermodynamic quantities using Eq. (4-15) are reported in Table 1 ($N_c^{MDSC}$), and we can see that the values are very close to those found from the dynamics.

Like the values of $N_a$, the values of $N_c$ are also significantly larger than those observed for other types of glass formers, for which $N_c < 570$ [389]. These large values of $N_a$ and $N_c$ for metallic glass-forming liquids could indicate the existence of a short range order in metallic glasses, that is, atoms in metallic glasses could be organized into clusters, instead of moving independently [390].

**Table 1.** Thermodynamic quantities measured using Modulated Differential Scanning Calorimetry (MDSC) [148]. Reprinted with permission from reference [148]. Copyright (2014) American Chemical Society.

<table>
<thead>
<tr>
<th>Metallic glass</th>
<th>T* [K]</th>
<th>$\delta T$ [K]</th>
<th>$c_p^{glass}$ [J/(gK)]</th>
<th>$c_p^{liquid}$ [J/(gK)]</th>
<th>$\Delta c_p^{-1}$</th>
<th>$N_a$</th>
<th>$N_c^{MDSC}$</th>
<th>$N_e^G$</th>
<th>$\beta_{KWW}$</th>
<th>$T_{shift}$ [K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pd$<em>{40}$Ni$</em>{10}$Cu$<em>{30}$P$</em>{20}$</td>
<td>294.5</td>
<td>6.5</td>
<td>0.33</td>
<td>0.55</td>
<td>1.0</td>
<td>1040</td>
<td>730</td>
<td>710</td>
<td>0.61</td>
<td>7</td>
</tr>
<tr>
<td>Pd$<em>{40}$Ni$</em>{50}$P$_{20}$</td>
<td>314.2</td>
<td>7.6</td>
<td>0.40</td>
<td>0.54</td>
<td>0.65</td>
<td>570</td>
<td>960</td>
<td>940</td>
<td>0.62</td>
<td>5.5</td>
</tr>
<tr>
<td>Pd$<em>{40}$Ni$</em>{40}$P$_{20}$</td>
<td>312.6</td>
<td>7.5</td>
<td>0.39</td>
<td>0.51</td>
<td>0.60</td>
<td>590</td>
<td>1100</td>
<td>1060</td>
<td>0.61</td>
<td>6.5</td>
</tr>
<tr>
<td>Pd$<em>{42.5}$Ni$</em>{7.5}$Cu$<em>{30}$P$</em>{20}$</td>
<td>299.6</td>
<td>6.5</td>
<td>0.38</td>
<td>0.55</td>
<td>0.82</td>
<td>1090</td>
<td>970</td>
<td>1000</td>
<td>0.59</td>
<td>3.5</td>
</tr>
</tbody>
</table>
5. Structural heterogeneity and mechanical properties of amorphous alloys

In this chapter, our focus is on the possible correlations between structural heterogeneity and mechanical properties of amorphous metals. We will start with the elastic properties of amorphous metals, including shear modulus and Poisson ratio, and move to the properties associated with plasticity in amorphous metals, such as yield strength and plasticity. After that, we will review the recent works on the possible routes one may take to alter or introduce structural heterogeneity at different length scales to enhance the mechanical properties of amorphous metals.

5.1 Elastic constants and structural heterogeneity in amorphous alloys

At the macroscopic scale, amorphous metals are generally considered to be a homogeneous solid. The shear modulus of bulk amorphous metals is known to be 10-30% lower than that of their crystalline counterparts [11], while their bulk moduli are similar. The difference in shear moduli is commonly attributed to the presence of frozen-in defects in an amorphous structure. In the classic literature, these frozen-in defects were generally understood as free volume [207]; however, they were referred to as liquid-like regions [218, 391], non-affine deformation sites [392] or generally defect regions [366, 393] when structural heterogeneity was considered. Compared to an elastic (or solid-like) amorphous matrix, these defect (or liquid-like) regions cannot carry stress indefinitely and will release mechanical stress after the experimental or observation time exceeds their relaxation time, as illustrated in Fig. 67(a). The instant
local stress relaxation leads to modulus reduction as well as anelasticity in amorphous metals. Furthermore, as a structural feature of the amorphous structure, existing liquid-like regions could grow and new liquid-like regions could nucleate under mechanical stress, causing mechanical softening as noted by Huo et al. [218] [see Fig. 67(b)].

Based on a mean-field theory, the overall elastic modulus of an amorphous metal can be derived as that of a solid-like elastic shell containing a liquid-like core [Fig. 67(c)]. The rheological behaviour of such a physical model is equivalent to the standard solid model or the three parameter model as shown in Fig. 67(d). As a result, the relaxed shear or Young’s modulus of an amorphous metal, which can be measured through regular mechanical tests, can be simply derived as [218]:

$$G = \frac{G_\infty}{1+\alpha} \quad (5-1)$$

where $G_\infty$ is the shear or Young’s modulus of the elastic shell while $\alpha = \frac{\beta \Omega G_\infty}{k_B T}$ can be viewed as a factor embodying the total effect of the aggregated liquid-like cores. Here $\Omega$ stands for the average volume of the liquid-like cores, $T$ for the ambient temperature and $\beta$ for a strain sensitivity factor defined in Ref. [218]. According to (5-1), for a given temperature $T$, the shear or Young’s modulus of an amorphous metal decreases as the average volume of the liquid-like regions increases. Theoretically, this is consistent with the interstitalcy theory [331], according to which the shear modulus of an amorphous alloy decreases with the increasing volume fraction of structural defects.
Fig. 67. (a) Schematic illustration of the zones of local heterogeneity being activated under stress in metallic glasses (the red regions represent the liquid-like cores and the blue surroundings the elastic matrix); (b) illustration of the evolution of the structural heterogeneity; (c) sketch of the core–shell deformation unit in metallic glasses; and (d) the three-parameter viscoelastic model[218]. Reprinted from reference [218], copyright (2013), with permission from Elsevier.

According to Dmowski et al. [265], the atomic fraction of the frozen-in liquid-like atoms is ~24.3% in the Zr_{52.5}Cu_{17.9}Ni_{14.6}Al_{10}Ti_{5} metallic glass. This estimation agrees with the atomic stress theory by Egami [71] in that glass transition would be triggered once the volume fraction of liquid-like regions in a supercooled liquid is lowered to below 25% during supercooling. Here, it is worth mentioning that, in the STZ theory developed by Falk and Langer[78, 215], it was estimated that the STZ density is only around 1% of the total atoms when yielding occurs. This STZ density is similar to that of free volume density estimated in other works [394] but is about one order of magnitude lower than the atomic fraction of liquid-like regions. In our opinion, this is not surprising considering that liquid-like atoms or regions are the essential character of an amorphous structure, being inherited from a heterogeneous supercooled liquid, while STZ is a transient event of local plasticity. In other words, if only 1% atoms constitute STZs and these STZs can be all correlated with the
liquid-like regions or soft spots as discussed by Ding et al. [244], one may infer that only ~10% of the total liquid-like regions undergo STZs for yielding to take place in an amorphous alloy.

Aside from shear or Young’s modulus, the Poisson’s ratio of amorphous alloys is also important [395-398]. As already discussed in Chapter 2, it was previously observed that an amorphous alloys with a higher Poisson’s ratio tends to exhibit a greater toughness and plasticity than otherwise [399-402]. This empirical rule was once rationalized by Lewandowski et al. [397] as simply the effect of the $B/G$ ratio ($B$ = bulk modulus and $G$ = shear modulus), i.e., a high $B/G$ ratio (a high Poisson’s ratio) favors plastic or shear flow while a low $B/G$ ratio (a low Poisson’s ratio) favors fracture. However, it was later recognized that this empirical rule does not hold for all amorphous metals. Some amorphous metals with a high Poisson’s ratio, such as $(\text{Pd}_{40}\text{Ni}_{40}\text{P}_{20})_{99.4}\text{Fe}_{0.6}$ [403] and $\text{Pd}_{36}\text{Pt}_{6}\times\text{Cu}_{23}\text{Ni}_{3}\text{P}_{20.4}$[404] turn out to be much more brittle than others with a relatively low Poisson’s ratio, such as $\text{Zr}_{53.8}\text{Cu}_{31.6}\text{Ag}_{7.0}\text{Al}_{1.6}$ [405] and $\text{Zr}_{61.88}\text{Cu}_{18}\text{Ni}_{10.12}\text{Al}_{10}$ [212].

From the perspective of structural heterogeneity, Sun et al. [406] conceived that the overall Poisson’s ratio of an amorphous metal should depend on how liquid-like regions respond to a mechanical perturbation. In general, the mechanical “softness” of a liquid-like region could manifest as shear softening (low shear modulus) or dilatational softening (low bulk modulus). Based on the Eshelby theory, Sun et al. showed that the overall Poisson’s ratio ($\nu$) of an amorphous metal can be derived as [406]:

$$\nu = \frac{(1+\nu_0)(1+B \nu_f) - (1-2\nu_0)(1+A \nu_f)}{2(1+\nu_0)(1+B \nu_f) + (1-2\nu_0)(1+A \nu_f)}$$

(5-2)

where $\nu_0$ is the Poisson’s ratio of the amorphous elastic matrix [Fig. 67(c)]; $\nu_f$ is the volume fraction of the liquid-like atoms; $A = \frac{K_1-K_0}{2(K_0-K_1)\alpha-K_0}$ and $B = \frac{G_1-G_0}{2(G_0-G_1)\beta-G_0}$, in which $K$ and $G$ stand respectively for bulk and shear modulus while the subscript 0
and 1 for the solid- and liquid-like regions respectively [Fig. 67(c)]. Note that
\[ \alpha = \frac{1 + v_0}{3(1 - v_0)} \text{ and } \beta = \frac{2(4 - 5v_0)}{15(1 - v_0)} \]
in the above expressions for \( A \) and \( B \).

According to equation (5-2), the overall Poisson’s ratio of an amorphous alloy increases with the increasing volume fraction \((V_f)\) of liquid-like regions if they are characterized by shear softening, or decreases with the increasing volume fraction \((V_f)\) of liquid-like regions if they are characterized by dilatational softening. Through sub-\( T_g \) thermal annealing, Sun et al. [406] tuned the structural heterogeneity in various amorphous alloys and measured their elastic constants, including the bulk modulus, shear modulus and Poisson’s ratio. Fig. 68 shows the variation of the measured Poisson’s ratio with thermal annealing. Evidently, Eq. (5-1) fits the experimental data very well, according to which it can be concluded that the liquid-like regions in the Zr-based amorphous alloys mainly cause shear softening while those in Ce- and La-based amorphous alloys mainly cause dilatational softening. These findings are important, which deliver a strong message that the Poisson’s ratio of amorphous alloys depends on not only the amount but also the type of liquid-like sites or soft spots. As such, plasticity of amorphous alloys is unlikely to be solely determined by Poisson’s ratio. Furthermore, one can also infer that the Poisson’ ratio of an amorphous alloy would be independent of the volume fraction of the liquid like sites if they cause the same degree of shear and dilatational softening. Indeed, it was observed that the Poisson’s ratio of the \( \text{Au}_{49}\text{Cu}_{26.9}\text{Si}_{16.3}\text{Ag}_{5.5}\text{Pd}_{2.3} \) amorphous alloy did not vary during sub \( T_g \) thermal annealing[407], which could be explained by the theory of Sun et al. [406]. Notably, Au-based amorphous alloys are generally brittle at room temperature but have a relatively high Poisson’s ratio. Again, this fact suggests that which type of liquid-like sites or soft spots an amorphous alloy contains should be important to its plasticity. Interestingly, the notion of dilatational versus shear softening liquid-like sites, being proposed by Sun et al. [406], echoes well with the
idea of tension transformation zone (TTZ) early proposed by Jiang et al. [408-410] as an alternative to shear transformation zone (STZ) as the atomic origin of fracture in amorphous alloys.

Fig. 68. The plot of measured Poisson’s ratio, $\nu$, versus $(G/G-1)$ upon annealing for different amorphous alloys: (a) Vit105; (b) Vit1; (c) Vit4; (d) Ce$_{68}$Al$_{10}$Cu$_{20}$Fe$_{2}$; (e) La$_{60}$Ni$_{15}$Al$_{25}$. All data were well fitted by equation (5-2), with the fitting values $A/B$ listed [406]. Reprinted from reference [406], copyright (2016), with
5.2. Yield strength and structural heterogeneity in amorphous alloys

Unlike crystalline alloys, whose yielding strain is generally less than 0.005, a unique characteristic of yielding in amorphous alloys is that, regardless of their chemical compositions, the elastic strain limit or yielding strain, $\varepsilon_y$, at ambient temperature is distributed within a narrow range around 0.02 [323]. As seen in Fig. 69, one may view the elastic strain limit as a constant $\varepsilon_y \sim 2.7\%$ when fitting a straight line to the data of shear modulus versus shear stress at yielding obtained for various amorphous alloys [323, 411]. Based on this observation, Johnson and Samwer developed the cooperative shearing model (CSM) by following the Frenkel assumption that the elastic energy $\phi$ of a STZ subject to a shear strain $\gamma$ can be described by $\phi(\gamma) = \phi_0 \sin^2(\pi\gamma/4\gamma_c)$, where $\gamma_c$ is the yielding strain and $\phi_0$ the total energy barrier density at $\gamma=0$. Thus, the critical yield stress can be derived as $\tau_c = \left. \frac{\partial \phi_0}{\partial \gamma} \right|_{\gamma_{\text{max}}} = \frac{\pi \phi_0}{4\gamma_c}$ without considering the strain rate effect. For plastic flows to occur on a given time scale or strain rate $\dot{\gamma}$ at a finite temperature $T$, CSM gives [323]:

$$\varepsilon_y = \frac{\tau_y}{\dot{\gamma}} = \gamma_{c0} - \gamma_{c1} \left( \frac{T}{T_0} \right)^{2/3} \tag{5-3}$$

where $\gamma_{c0}$ stands for the yielding strain at 0K and $\gamma_{c1}$ is a parameter weakly dependent on the strain rate $\dot{\gamma}$. Through fitting the experimental data obtained from bulk amorphous alloys, it was shown that $\gamma_{c0} \approx 0.036$ and $\gamma_{c1} \approx 0.016$ [323].
Fig. 69. Experimental shear stress at yielding versus shear modulus $G$ at room temperature in amorphous alloys [323]. Reprinted figures with permission from reference [323], copyright (2005) by the American Physical Society.

In the literature of amorphous alloys, the CSM model has been widely accepted in addition to the classic STZ models[67, 215] as the theoretical explanation for yielding in amorphous alloys. However, one question remains: what causes the constant yield strain (~2%) of amorphous alloys? According to the RFOT theory [30], yielding occurs in amorphous solids once the energy barrier against the atomic arrangements in liquid-like sites (or beads) is tilted to a level such that local plastic flows become barrier-less. This is a yielding scenario without considering the effect of strain rate or time. As such, the yield stress $\tau_y$ can be derived as[30]:

$$\tau_y = \sqrt{\frac{2\sigma k_B T}{\kappa v_{\text{bead}}}} \left[ \left( 3.2 T_K T + 1.91 \right) - \frac{\Delta c_p(T_g) T_B}{k_B T} \ln \frac{T_B}{T_K} \right]$$

where $T_K$ is the Kauzmann temperature; $\kappa = 3-6/(7-5\nu)$ is a constant with $\nu$ the Poisson’s ratio; $G$ is the elastic shear modulus; $\Delta c_p(T_g)$ is the jump in the heat
capacity at the glass transition temperature $T_g$ and $V_{bead}$ is the volume of a “bead” (i.e. liquid-like sites or movable units in the glass), which corresponds to the structural heterogeneity in glassy materials. By estimating vibrational displacements from Debye continuum theory and assuming a limiting Lindemann ratio for the maximum thermal excursions, Witsorasak and Wolynes were able to show [30]:

$$G = 24.9k_B T_A / V_{bead}$$  \hspace{1cm} (5-5)

where $T_A$ ($\approx T_M$ the melting temperature) is the mean field spinodal temperature and the size of the liquid-like site $V_{bead}$ can be estimated according to Ref. [30], which is around 100 molecules or atoms for laboratory prepared glasses. Substituting (5-5) into (5-4) leads to

$$\frac{\tau Y}{G} = 0.2 \sqrt{\frac{T}{T_M}} \left[ \frac{T}{2} \frac{\Delta c_p(T_g)}{k_B} \frac{T_g}{T} \ln \frac{T_g}{T_K} \right]$$  \hspace{1cm} (5-6)

Note that $\nu$ and $\kappa$ are approximated as 0.3 and 1.8 respectively in deriving the above equation. Fig.70 shows the results of the strength versus shear modulus obtained from a variety of amorphous solids. Evidently, Eq. (5-6) fits the data very well, from which one can infer that the more or less constant yield strain as witnessed in amorphous alloys can be attributed to the events of local mechanical instability triggered at liquid-like sites. Furthermore, using the machine learning guided technique, Liu et al.[412] recently showed that yielding in amorphous solids, including amorphous alloys, could be attributed to the percolation of some “soft” spots in an amorphous structure. General speaking, this view is consistent with the broad idea of flow units [55, 334], liquid-like sites [71, 413, 414], quasi-point defects[377, 415] or GUM [73, 244], which suggests that structural heterogeneity be an essential basis to understand yielding in amorphous alloys.
In the above modeling, yielding in amorphous alloys is taken as a consequence of local energy barrier crossing events, either in the form of STZs or unstable structural rearrangements within liquid-like sites. However, yielding in amorphous alloys could be also attributed to the nucleation and growth of shear bands [416, 417], particularly so for bulk amorphous alloys. In that case, a size effect on yield strength comes about because of the finite size of a shear band embryo in amorphous alloys. According to the experimental results [418-421], the critical shear-band nucleation size was estimated to be ~100 nm under tension[422, 423] while to range from ~200 to ~500 nm under compression[418-420, 424-426]. Obviously, the size effect on yield
strength of amorphous alloys [299, 422, 427-430] involves a much wider length scale than that in the elementary plasticity events, such as STZs [416]. Interestingly, through the high-angle annular dark-field scanning transmission electron microscopy (HAADF-STEM) [431], density fluctuations at the length scale of around 150 nm was recently observed inside the shear bands in the Al₈₈Y₇Fe₅ and Zr₅₂.₅Cu₁₇.₉Ni₁₄.₆Al₁₀Ti₅ amorphous alloys in the post-deformation (i.e. cold-rolled or compression-deformed) states (as shown in Fig. 71). These experimental results are interestingly, which suggest a hierarchy in the structural heterogeneity in deformed amorphous alloys.

![Image](image_url)

**Fig. 71.** (a) Top: HAADF-STEM image showing contrast reversals (bright-dark-bright) in a shear band of cold-rolled Al₈₈Y₇Fe₅ amorphous alloy. Bottom: Corresponding quantified density oscillations along the shear band for different collection angles of the HAADF detector. The results clearly indicate that the results are independent of the collection angle. Note that the amplitudes for the denser shear-band segments are
about half of the dilated states. (b) Top: HAADF-STEM image showing contrast reversals (bright-dark-bright) in a shear band (see arrows) of a compression-deformed model alloy (Zr$_{52.5}$Cu$_{17.9}$Ni$_{14.6}$Al$_{10}$Ti$_{5}$). Bottom: Corresponding quantified density oscillations along the shear band[431]. Reprinted figures with permission from reference[431], copyright (2017) by the American Physical Society.

5.3. Ductility and structural heterogeneity in amorphous alloys

Plasticity in crystalline solids is usually mediated through the creation and movement of crystalline defects, such as dislocations. However, due to the lack of long-range periodicity in noncrystalline solids, they do not possess structurally well-defined flow defects and therefore, their mechanism of plasticity has been long debated. As discussed in the previous sections, in the literature of amorphous metals, the widely accepted mean-field model for plasticity is the shear transformation zone (STZ) model [67, 215], according to which plasticity result from the thermal activation of STZs. However, the physical origin of STZs remains unspecified in the classic models [67] and STZ activation is usually taken as a randomly occurring event, which is usually perceived to be associated with loosely packed (free volume) regions or over-packed (the so called anti-free volume[71]) regions. More interestingly, aside from STZs, the notion of “tension transformation zone” (TTZ) was also proposed to rationalize the yielding and fracture behavior of amorphous metals at a crack tip [408, 409]. If one follows the line of reasoning in the STZ and TTZ model, he may infer that the form of atomic scale plasticity event in amorphous metals is seemingly dependent on the local stress state. Furthermore, because of its mean field nature, the only length scale involved in the STZ and TTZ model is the size of STZ or TTZ, which ranges from tens to hundreds of atoms [416, 417, 432-434] or around 1 nm [435-437].

However, plasticity in amorphous alloys is a multi-scaled phenomenon. One example is the emergence of nano-scale corrugation on the fracture surface of
commonly perceived brittle amorphous alloys, such as Mg-based amorphous alloy, as shown in Fig. 72. Physically, the corrugated morphology originates from the meniscus instability as discussed in reference [438]. At the crack tip of an amorphous alloy which is fluidized due to the local high stress, it has been shown that corrugation forms once there is a perturbation of local properties with the wavelength \( \lambda \) satisfying the following equation [438]:

\[
\frac{\sigma_{th}}{\delta} \geq \gamma \frac{2\pi}{\lambda^2}
\]  

(5-7)

where \( \sigma_{th} \) is the theoretical strength (=\( E/10 \)); \( \delta \) is a range parameter which equals 0.1-0.4 nm for typical brittle solids and \( \gamma \) is the surface tension (~1 J/m\(^2\) for amorphous alloys). For Dy- and Mg-based amorphous alloys, it was estimated that the critical wave length for causing nano-scale corrugation should be \( \lambda_{\text{Dy}} = 65 \) nm and \( \lambda_{\text{Mg}} = 92 \) nm. Interestingly, these estimates from the experiments agree quite well with the wave length of density fluctuation in the shear band in amorphous alloys.
Fig. 72. AFM results for the mirror zone on the fracture surface of two amorphous alloys. Cracks propagate along the X direction. (a) 3D image for the Dy-based amorphous alloy. (b) Section shape of the corrugation being along a dashed line in (a), i.e., the crack propagation direction. (c) Section shape of the corrugation being along a solid line in (a), i.e., perpendicular to the crack propagation direction. (d) 3D image for the Mg-based amorphous alloy. (e) Section shape of the corrugation being along a dashed line in (d), i.e., the crack propagation direction. (f) Section shape of the corrugation being along a solid line in (d), i.e., perpendicular to the crack propagation direction. Reprinted figures with permission from reference [438], copyright (2007) by the American Physical Society.

In the framework of the RFOT theory [30, 41, 43], density fluctuation is the intrinsic feature of a heterogeneous supercooled liquid, which can be inherited by the corresponding glass after glass transition. Wisitsorasak and Wolynes[439] recently
extended the RFOT theory to study the formation of shear bands in amorphous alloys. Fig. 73 shows the deformation fields in the typical Vitreloy 1 amorphous alloy at various shear strains. Their results indicate that the applied stress can cause the fluctuation in local atomic mobility to intensify, ultimately giving rise to shear banding with an initial thickness of 10 nm. Their results are in good agreement with the experimental findings on amorphous alloys [440-443]. More importantly, the authors pointed out that the local regions of high atomic mobility which leads to shear band nucleation could be the same site to initiate local crystallization and cavitation. If that is the case, one may infer that STZ and TTZ are simply the mechanical response of a same local region of high atomic mobility subject to a different stress state.

Fig. 73. Predictions of the various deformation fields in the Vitreloy 1 model under the applied strain rate of 0.01 s⁻¹ at various stages of deformation[439]. The ambient temperature T=643 K. Each plot shows the equivalent stress overlaid with the strain field. The color bar on the right of each plot shows the magnitude of the stress in units of MPa. (A) The strain ε=0.01, (B) ε = 0.03, (C) ε = 0.1, and (D) ε=0.2. Reprinted from reference[439], with permission from Proceedings of the National Academy of Sciences of the United States of America (PNAS). Copyright (2017) National Academy of Sciences.

Based on the notion of density fluctuation or structural heterogeneity, Furukawa
and Tanaka [444] developed a coarse grained continuum model to study plasticity and failure in amorphous alloys. Since amorphous alloys can be viewed as “frozen” metallic liquids, the deformation of amorphous alloys can be described by using the general Navier-Stokes constitutive equation:

\[
\left( \frac{\partial}{\partial t} + \mathbf{v} \cdot \nabla \right) \mathbf{\sigma} - (\nabla \mathbf{v}^\dagger \cdot \mathbf{\sigma} + \mathbf{\sigma} \cdot \nabla \mathbf{v}) = G(\rho) (\nabla \mathbf{v}^\dagger + \nabla \mathbf{v}) - \frac{1}{\tau(\rho)} \mathbf{\sigma} \tag{5-8}
\]

where \( \mathbf{v} \) is the velocity, \( \Pi(r, t) \) the pressure tensor, \( \mathbf{\sigma}(r, t) \) the stress, \( \tau \) the structural relaxation time, \( G \) the shear modulus. Note that \( \tau(\rho) \) and \( G(\rho) \) are both functions of local density \( \rho \). According to Furukawa and Tanaka [444], shear banding in amorphous alloys is due to the amplification of density fluctuation under mechanical deformation, which is consistent with the prediction of the RFOT theory [41, 439]

More importantly, Furukawa and Tanaka pointed out that there are three types of mechanical instability in amorphous alloys, as demonstrated in Fig. 74, which include (i) the liquid-type instability, for which the intrinsic structure relaxation time is much shorter than the characteristic deformation time scale, i.e. \( \tau_0 \ll t \), (ii) the solid-type instability \( (t \ll \tau_0) \), and (iii) the viscoelastic-type instability, for \( \tau_0 \left( (\partial \ln G / \ln \rho)(\ln \tau / \ln \rho) \right) \ll t \ll \tau_0 \). Note that by increasing the applied strain rate \( \dot{\gamma} \) or reducing the temperature \( T \), the type of mechanical instability could change gradually from the liquid-type to the viscoelastic-type and finally to the solid-type[444]. Since brittle fracture conforms to the solid-type instability, the dynamic phase diagram (Fig. 74) also suggests a temperature or rate controlled ductile to brittle transition.
According to the dynamic phase diagram shown above (Fig. 74), the physical origin of shear banding in amorphous alloys subject to a conventional strain rate is likely to be a viscoelastic-type instability. Recently, Liu et al. studied shear banding in amorphous alloys at a constant stress in microcompression [446]. Their results clearly showed that, prior to shear banding, the amorphous alloys already flowed as a viscous liquid and the measured overall viscosity fell in the range between $10^{11}$ to $10^{14}$ Pa s, which decreased with the increasing applied stress as shown in Fig. 75. This experimental finding corroborates the theoretical prediction based on density fluctuation in amorphous alloys [444] and is also consistent with the view that
yielding in amorphous alloys is essentially a phenomenon of stress induced glass transition in conventional mechanical tests [447].

![Fig. 75](image)

**Fig. 75.** The extracted viscosity of the steady-state viscous flow showing a “shear thinning” behavior of the different types of amorphous alloys prior to shear instability[446]. Reprinted from reference[446], with the permission of AIP Publishing.

Aside from the dynamic phase diagram constructed by Furukawa et al. [444] (as shown in **Fig. 74**), Yu et al. [448] also developed a deformation mode map based on the β relaxation temperature of the La-based amorphous alloy, which is quite similar to **Fig. 74** and shown in **Fig. 76**. According to Yu et al.[448], the critical temperature and strain rate that trigger the ductile to brittle transition follow the Arrehenius equation, which yields an activation energy identical to that for the slow β relaxation in the amorphous alloy. This finding is very important, which suggests that plastic flow in amorphous alloys could be intrinsically correlated with the slow β relaxation in the amorphous alloy. In other words, the local region of high atomic mobility could be the source of slow β relaxation. More importantly, Yu et al. [448] found that the La-based amorphous alloy is of a heterogeneous amorphous structure and the length scale that characterizes the heterogeneity is around 100 nm, as shown in **Fig. 77**.
Fig. 76. (a) The deformation mode map summarizing the tension tests at different temperature and strain rates; the filled squares denote the brittle fracture while filled circles are for the ductile fracture, and the ductile to brittle transition (DBT) is represented by half-filled squares. (b) The temperature and strain rate dependence of the temperature of DBT and fitted with the Arrhenius relation. Reprinted figures with permission from reference [448], copyright (2012) by the American Physical Society.
Fig. 77. (a) A scanning transmission electron microscope (TEM) image of the as-cast La$_{68.5}$Ni$_{16}$Al$_{14}$Co$_{1.5}$ amorphous alloy. (b) A high-resolution TEM micrograph of the as-cast La$_{68.5}$Ni$_{16}$Al$_{14}$Co$_{1.5}$ amorphous alloy; the inset shows the selected-area electron diffraction. Reprinted figures with permission from reference [448], copyright (2012) by the American Physical Society.

However, in contrast to Fig. 74 and Fig. 76, Wang et al. [35] recently found that plasticity of amorphous alloys can be significantly improved at a particular temperature far below the room temperature, as seen in Fig. 29(a). This plasticity improvement at the low temperature is due to multiple shear banding and, more interestingly, this particular temperature is almost identical to the temperature of the fast $\beta$ relaxation. Since the activation energy for the fast $\beta$ relaxation is identical to that for anelasticity, this finding [Fig. 29(a)] prompted the idea that the elementary source of plasticity in amorphous alloys should be the local liquid-like regions that are responsible for the anelastic deformation or the elastic modulus reduction as discussed in Section 5.1. In a such case, one can infer that elasticity and plasticity in amorphous alloys should be intrinsically correlated. Based on the experimental results on the slow and fast $\beta$ relaxations, Wang and his co-workers further discovered that the brittle and ductile amorphous alloys are indeed characterized by the ratio of the activation energy of fast ($E_{\beta'}$) to slow $\beta$ relaxation ($E_\beta$). The insight that can be drawn from Fig. 29(b) is that the lower is the $E_\beta / E_{\beta'}$ ratio the easier is to activate local liquid-like sites and, therefore, the better is the overall plasticity.

With the nanoindentation based dynamic modulus mapping (DMM) technique, Flores and co-workers revealed the elastic heterogeneity in a Zr-based amorphous alloy [449]. Fig. 78 shows the K-means clustering analysis for such an elastic microstructure in the Zr-based amorphous alloy. Interestingly, these authors found that the elastic microstructure is sensitive to the energy state of the amorphous alloy, which however exhibits a length scale of ~100 nm. Notably, this length scale of the
elastic modulus fluctuation is in good agreement with the length scale found for the density fluctuation within a shear band [431] or the length scale for shear band nucleation [423]. In general, this finding is consistent with the physical picture that shear banding in amorphous alloys should result from and, therefore, is closely connected with the density fluctuation or structural heterogeneity in amorphous alloys.

**Fig.78.** K-means clustering analysis for characterization of elastic microstructure[449]. (a-c) Example tricolor representations of the modulus maps with the pixels grouped according to the modulus category (blue = compliant, green = intermediate, and yellow = stiff). Image (a) is from the central location of an as-cast sample, (b) is from the central location of the sample post-annealing, and (c) represents the map obtained from the sample pulsed with a 180 W laser. (d-f) Corresponding deconvolved histograms, showing the overlapping distribution of the storage modulus $E'_r$ for the three categories of features. Reprinted from reference[449], copyright (2017), with permission from Elsevier.

Aside from density fluctuation, structural heterogeneity—could also manifest as chemical fluctuation, which has a profound effect on the plasticity of amorphous alloys with phase separation. In 2007, Du et al. [450] showed that plasticity can be significantly improved in two-glass-phase amorphous alloys. Physically, the chemical fluctuation originates from liquid phase separation and can be engineered by carefully
controlling the chemical composition of amorphous alloys [451], as shown in Fig. 79. The reported length scale for the structural heterogeneity derived from chemical fluctuation ranges from 10 to 100 nm [450, 452, 453], which is similar to the length scale derived from density fluctuation. Regardless of the nature of structural heterogeneity (density versus chemistry), the general trend is that plasticity can be enhanced with the increasing degree of structural heterogeneity. Indeed, this view was already discussed in the early search for ductile amorphous alloys [212, 214, 454].

![Fig. 79. Bright-field (BF)-transmission electron microscopy (TEM) images and selected-area diffraction patterns (SADPs) for the Cu47.2Zr46.5Al5.5Nb0.8 amorphous alloy: (a) As-spun ribbon and (b) as-cast rod 2 mm in diameter. (c) Scanning transmission electron microscopy (STEM)-BF image showing the phase-separated structure of as-cast rod 2 mm in diameter. (d) Inverse Fourier filtering (IFF) image showing an amorphous structure (inset is fast Fourier transformed image). Reprinted from reference [451], copyright (2014), with permission from Elsevier.]

5.4. Tuning structural heterogeneity for enhanced mechanical properties

Based on our previous discussions, it is clear that the mechanical properties of amorphous alloys are strongly affected by their density and/or chemical fluctuations. Now, we would like to discuss in this section the possible approaches people can utilize to tune the structural heterogeneity in order to enhance the mechanical
properties of the amorphous alloys. According to the RFOT theory [30, 41-43, 314], the length scale $\xi$ for the density fluctuation in a supercooled liquid at the temperature $T$ can be written as:

$$\xi \sim \left(\frac{1}{T-T_K}\right)^{1/(d-\theta)}$$ (5-9)

where $T_K$ is the Kauzman temperature, $d$ the Euclidean dimension of the overall heterogeneous liquid and $\theta$ the dimension that characterizes the fractal shape of local “homogeneous” liquid droplets. Since the heterogeneous structure of the supercooled liquid can be quenched-in in its corresponding glass upon glass transition, Eq. (5-9) suggests that the length scale $\xi_{glass}$ in a glass scales with $\xi_{glass} \sim \left(\frac{1}{T_g-T_K}\right)^{1/(d-\theta)}$. As such, this length scale $\xi_{glass}$ can be tuned by altering the thermal or thermomechanical history of the glass. Furthermore, one could also infer from the above equation that structural heterogeneity should vanish in amorphous alloys with $T_g \gg T_K$ ($\xi_{glass} \sim 0$) or with $T_g \approx T_K$ ($\xi_{glass} \rightarrow \text{infinity}$). Given such a large variation in $\xi_{glass}$, it seems that there is a large window to control the structural heterogeneity. However, it is known that the glass transition temperature $T_g$ of laboratory prepared amorphous alloys can hardly vary by a significant amount with simple and conventional methods, such as changing the cooling rate. Therefore, new approaches are needed to tune the structural heterogeneity of amorphous alloys.

5.4.1 Cryogenic thermal cycling

In 2018, Ketov et al. showed that amorphous alloys can be rejuvenated by subjecting them to thermal cycling between ambient temperature and liquid nitrogen temperature ($77K$) [455]. The degree of rejuvenation depends on the number of thermal cycles as well as the initial energy state of the sample. As a result, the cryogenic thermal cycling led to a significant increase in the exothermal heat reaction
below the glass transition temperature $T_g$, indicative of rejuvenation as shown in Fig. 80 (a). In accord with the rejuvenation, the compressive plasticity of the thermally cycled amorphous alloy increased by around 50% [Fig. 80(b)]. To rationalize these results, these authors conjectured that amorphous alloys are essentially inhomogeneous at the nanometer scale and contain local regions of varying thermal expansion coefficient. Consequently, the cryogenic thermal cycling leads to local thermal stress and local plastic strain, and hence introduces more structural heterogeneities in terms of a higher concentration of flow “defects” or soft spots, being illustrated as the dark regions in Figs. 80 (c)-(e), which then improves the overall plasticity of the amorphous alloy.

**Fig. 80.** (a) Specific heat $C_p$ increased after thermal cycles (from room temperature to 77 K) of melt-spun ribbons of La$_{55}$Ni$_{20}$Al$_{25}$ and bulk rods of La$_{55}$Ni$_{10}$Al$_{35}$ amorphous alloys[456]. (b) Effect of thermal cycling treatment (338 K to 77 K thermal cycles) on Zr$_{62}$Cu$_{24}$Fe$_{5}$Al$_{9}$ amorphous alloy. Schematic depictions of the degree of heterogeneity in an amorphous alloy in the as-cast state (c), and after increasing numbers of thermal cycles [(d), (e)]. The population and intensity of soft spots (dark), with lower elastic stiffness and higher coefficient of thermal expansion increases with cycling. Reprinted by permission from Nature, copyright (2015).

The hypothesis of Ketov et al. suggests that their rejuvenated amorphous alloy should be more heterogeneous than the relaxed counterpart. If this was true, one might infer that fast quenching could introduce more heterogeneities in laboratory prepared amorphous alloys. **Fig. 81** shows the recent finding of Zhu et al. on the
cooling rate on the structural heterogeneity in the Zr-based amorphous alloy[6]. Clearly, the hyper-quenched amorphous alloy appear more heterogeneous than the relaxed one over the length scale of 5 nm. To a certain extent, this is consistent with the hypothesis of Ketov et al.[456]. However, one should be cautious that there is no necessary correlation between rejuvenation and structural heterogeneity. Indeed, all glasses are heterogeneous according to the RFOT theory [41]. In principle, rejuvenation of a glass can elevate the glass transition temperature $T_g$ and therefore lowers down the characteristic length scale $\xi_{\text{glass}}$ given that $\xi_{\text{glass}} \sim \left( \frac{1}{T_g - T_{\text{rel}}} \right)^{\frac{1}{2-\alpha}}$.

Fig. 81. Spatial heterogeneity of metallic glasses with different thermodynamic statuses[6]. (a)Heat flow traces of the as-prepared hyper-quenched sample and the samples annealed at 553 K (~0.8$T_g$) for 5 min (intermediate) and 720 min (highly relaxed). The heat flow trace of a standard samples is also plotted for reference. Scale bar, 0.2. (b)High-resolution TEM (HRTEM) image of the hyper-quenched metallic glass. The inset is the corresponding selected area electron diffraction pattern. Scale bar, 5 nm. High-angle annular dark-field scanning TEM (HAADF-STEM) images of (c) the hyper-quenched, (d) the intermediate and (e) the highly relaxed samples. Scale bar, 5 nm. Reprinted by permission from Macmillan Publishers Ltd: Nature Communications, reference[6], copyright (2018).

In 2013, Saida et al. developed a novel recovery-annealing technique to
rejuvenate a pre-relaxed Zr$_{55}$Al$_{10}$Ni$_{5}$Cu$_{30}$ amorphous alloy [457]. They found that, once the relaxed amorphous alloys were reheated to a certain temperature above $T_g$, their glassy structure can be reset and the final state of the samples depended on the cooling rate just after the annealing. Later, Guo et al. applied the same technique to obtain a rejuvenated Cu$_{47.5}$Zr$_{47.5}$Al$_{5}$ amorphous alloy [458]. Interestingly, they found that the rejuvenated samples were more brittle than the relaxed counterparts. Following Ketov et al.[456], deep cryogenic cycling treatment (DCT) was recently developed in light of its possibility for enhanced rejuvenation of amorphous alloys. To conduct DCT, amorphous alloys are cyclically cooled and heated between ambient and cryogenic temperature [459, 460]. Guo et al. applied DCT on the Zr$_{55}$Cu$_{30}$Al$_{10}$Ni$_{5}$ amorphous alloy [459], and attempted to calculate the internal stress upon DCT which may contribute to the rejuvenation behavior based on the notion of structural heterogeneity. Their major finding is that the initial structure of glass before DCT plays an important role in rejuvenation and its effect on plasticity [461]. Lowering the casting temperature for a more initially relaxed glass can effectively improve the degree of rejuvenation. These authors also applied DCT on the Mg-based amorphous alloy[462]. Unfortunately, no macroscopic plasticity improvement could be observed.

Compared to other possible rejuvenation methods, such as severe plastic deformation, ion irradiation and shot peening, cryogenic thermo-cycling has several technical advantages[456]: it is non-destructive, does not lead to sample shape change and structural anisotropy, can be applied to any shape of sample (thin film, ribbon and bulk amorphous alloys), and does not lead to macroscopic internal stress and plastic strain. Most importantly, it is easy to control and the occurring internal stress is local and far below the elastic limit of the amorphous alloy to be treated.

5.4. 2 Surface treatment
Aside from cryogenic thermal cycling, one can also improve the mechanical properties of amorphous alloys through various surface treatments. At the fundamental level, surface of glasses is softer and more liquid like than bulk [463] and therefore much easier to be altered in terms of its structure and mechanical properties. Recently, Wang et al. demonstrated that the surface of amorphous alloys can be easily softened or “rejuvenated” through contact resonance ultrasonic actuation (CRUA) [464] [Fig. 82(a)]. These authors hypothesized that, under the resonance actuation, atoms near the surface with a large vibration amplitude can reach higher energy states in the energy landscape, thereby reducing the local packing density and the local elastic modulus, as shown in Fig. 82(b). Furthermore, it was found that the size, pattern and extent of the local softened or “rejuvenated” zones could be tailored by adjusting the CRUA parameters. Interestingly, the local rejuvenation as reported by Wang et al. might be keyed to the fast β relaxation of amorphous alloys because the frequency of CRUA is close to that of the fast β relaxation (10^5 – 10^6 Hz) at room temperature [35]. After CRUA, further nanoindentation tests revealed that shear band nucleation can be facilitated.

Fig. 82. (a) Schematic illustration of CRUA. The probe of AFM contacts with the surface of sample and vibrates in a resonance mode at the frequency of 10^5 - 10^6 Hz. (b) Map of the contact resonance frequency of the sample after CRUA for four
positions. The lower contact resonance frequency implies the decreasing of elastic modulus for the treated sites, which corresponds to the local structural rejuvenation [464]. Reprinted figures with permission from reference, copyright (2017) by the American Physical Society.

Like shot-peening, surface mechanical attrition treatment (SMAT) is another low-cost surface processing technique, which could be applied on amorphous alloys to improve their mechanical properties. As discussed in reference [465], the SMATTed amorphous alloy could show a pronounced tensile ductility even at room temperature, which is rare on the as-cast samples. It was envisioned that SMAT can severely deform the amorphous structure near its surface, causing the liquid-like atoms to percolate and enhance the structural heterogeneity nearby [466]. Fig.83 shows the network-typed amorphous structure in the 25-minute SMATTed Cu_{46}Zr_{47}Al_{7} amorphous alloy (Fig.83 (b)-(d)). Note that the volume fraction of low density regions, manifested as the bright regions in Fig.83 (b)-(d), can reach up to 50~70% near the surface after SMAT. As a result, structural heterogeneity increases, which promotes the atomic mobility and finally leads to a tensile plasticity in the SMATTed amorphous alloys (as shown in Fig.83 (f)). Ion irradiation is another technique that can tailor the mechanical properties of amorphous alloys through local rejuvenation. Magagnosc et al. [467] reported an increase in ductility and reduction in the yield stress of the Pt_{57.5}Cu_{14.5}Ni_{5.7}P_{22.5} amorphous alloy nanowires after ion irradiation, which leads to softening and a more heterogeneous structure [468].
Fig. 83. The gradient amorphous structure in the 25-minute treated amorphous alloy[466]. (a) the schematics showing the SMATed amorphous alloy undergoing a varying degree of structural evolution at the different distances to the impacted surface, (b)-(d) the TEM images of the atomic structure at the different depths [inset = the selective area electron diffraction (SAED) pattern], and (e) the HRTEM image of the amorphous structure shown in (b). The inclined dashed line indicates the boundary between the dark amorphous region and the bright amorphous boundary-like region. The FFT patterns taken from the three random sites, labeled as A, B, and C, confirm that the atomic structures are all structurally amorphous. Reprinted by permission from Macmillan Publishers Ltd: Scientific Reports, reference[466], copyright (2014).

5.4.3 Liquid-liquid phase separation

Through liquid-liquid phase separation, chemical heterogeneity can be induced in amorphous alloys before glass transition occurs [92, 469, 470]. This is usually achieved by including in a metallic liquid atom pairs of large positive enthalpy of mixing. As a result, various types of amorphous microstructures, such as the droplet (Fig. 84 (a)[469]) or interconnected type (Fig. 84 (b)[471]) microstructure, can be formed in amorphous alloys upon quenching. Similar to density fluctuation, chemical
fluctuation originating from phase separation occurs over a length scale ranging from 10 to 100 nm. In bulk amorphous alloys, such chemical fluctuation facilitates shear band formation \cite{472} and even nanocrystallization\cite{213}, which leads to superior plasticity which is hardly seen in chemically homogeneous amorphous alloys. Furthermore, the recent study by He et al. \cite{473} showed that the interplay between shear banding and chemical heterogeneity in the Zr-based bulk amorphous alloy could be rather complex, entailing structural evolution during shear band propagation (see Fig. 85).

Fig. 84. (a) TEM bright-field image, selected area diffraction pattern (SADP), and EDS results obtained for the as-spun Cu$_{46}$Zr$_{22}$Y$_{25}$Al$_7$ ribbon. Reprinted from reference\cite{469}, copyright (2006), with permission from Elsevier. (b) The bright field TEM image of the as-prepared Pd$_{81}$Si$_{19}$ binary amorphous alloy, shows a fine networklike contrast morphology with a length scale of 3–6 nm. The inset is the related selected area electron diffraction (SAED) pattern. Reprinted from\cite{471}, with the permission of AIP Publishing.
Fig. 85. (a) TEM image of $(\text{Fe}_{0.45}\text{Cu}_{0.55})_{33}\text{Al}_{59}\text{Zr}_{59}$ amorphous alloy compressed uniaxially to a thin-disc shape (~110% plastic strain), showing numerous shear bands (lines) and an interaction zone (circle). (b, c) HRTEM micrographs of the shear bands near the green and red lines in (a). The inset in (c) is a higher-magnification image of the region marked by the red rectangle. (d) STEM image corresponding to the TEM image in (c), further verifying chemical heterogeneity[473]. Reprinted by permission from Macmillan Publishers Ltd: Scientific Reports, reference[473], copyright (2016).

5.4.4. Nanograined amorphous alloy (nano-glass)

Aside from quenching from metallic liquids, amorphous alloys can be also obtained through the consolidation of nano-sized glassy droplets, as first reported by Jing et al. in 1989 [474]. This generates a nano-grained morphology, which looks similar to nanocrystalline alloy, but without any crystallinity inside the nanograins, as
illustrated in Fig. 86. The amorphous alloys so obtained were also termed as nano-glass (NG). Conceptually, it was perceived that the inter-granular phases between two amorphous nano-grains should be of a low density[475] or full of excess free volume[476, 477], which brings about a density fluctuation analogous to that caused by shear banding in an otherwise homogeneous glassy structure (Fig. 86). In other words, the density fluctuations in NGs could go far beyond those in regular un-deformed amorphous alloys. According to the recent work of Liu et al.[478], the volume fraction of low density regions or the so-called liquid-like sites can reach ~29% in the Sc\textsubscript{75}Fe\textsubscript{25} NG, which is very close to the theoretical limit of ~25% according to the atomic stress theory [265, 479]. More importantly, compared to rapid cooling, one can more easily tune the nanostructure of NGs through the inert-gas condensation (IGC) technique. As of today, NGs with various chemical compositions have been synthesized [480-482].
Fig. 86. Different ways for tuning the structure of amorphous alloys: nanoglasses containing grain-boundary-like interfaces can be obtained by powder consolidation (middle), similar to the synthesis of nanocrystalline materials (top). Another approach to modifying the glass structure is to introduce shear bands by pre-plastic deformation (bottom). Both shear bands and interfaces are planar defects with modified topology [476]. Reprinted from reference [476], copyright (2011), with permission from Elsevier.

Given the engineered structural heterogeneity in NGs, considerable research has been dedicated to studying the effect of structural heterogeneity on the mechanical properties of amorphous alloys. Sopu et al. revealed that the low density inter-granular phases can act as preferred regions for the formation of shear bands [483]. Through molecular dynamics simulations, Adibi et al. found a drastic change in
the deformation mode of NGs, from a single shear band ($d \sim 15$ to $10$ nm), to cooperative shear failure ($d \sim 10$ to $5$ nm) and to homogeneous superplastic flow ($d \sim 5$ nm), as shown in Fig. 87 (a-b) [484]. These simulation results suggest that the glassy grain size can be an effective design parameter to tune the plasticity of amorphous alloys, which is supported by the recent experimental result of Wang et al. [485]. However, compared to regular amorphous alloys, the presence of a large density fluctuation also reduces the yield strengths of NGs [475, 480, 481, 485-488]. Mechanistically, this softening effect can be attributed to the shear band widening in NGs [486, 489]. Very recently, Sha et al. proposed that NGs with the superior ductility could be used to toughen amorphous alloys or to make the so-called NG-MG nanolaminate composites. They evaluated the effects of NG layer thickness and separation as well as the loading direction on the mechanical properties of NG-nanolaminate composites [490, 491] and identified the most effective MG-NG nanolaminate structure that has the best combination of overall plasticity and failure stress [490]. These results indicate that NGs could be a promising structural material, particularly useful for micro- and nano-devices.

![Fig. 87.](image)

Fig. 87. (a) Cu$_{50}$Zr$_{50}$ amorphous alloy and Cu$_{50}$Zr$_{50}$ NG with average glassy grain
sizes $d = 15, 10,$ and $5 \text{ nm}$. Grains are shown in different colors to highlight the architectures [484]. Reprinted from [484], with the permission of AIP Publishing. (b) Engineering tensile stress-strain curves for NG with $d = 15, 10,$ and $5 \text{ nm}$, as well as for the MG. A drastic change in the mechanical response of NG (from localized shear banding to homogeneous plastic deformation) is observed by decreasing $d$ from 15 to 5 nm. The large strain ($>0.4$) attained by $d = 5 \text{ nm} \text{ NG}$ indicates super plasticity. The inset shows a sequence of snapshots that capture the deformation process for the NG with $d = 5 \text{ nm}$. The colors indicate the atomic shear strain [484]. Reprinted from [484], with the permission of AIP Publishing (c) Atomic configuration of MG-NG nanolaminate composite [490]. Reprinted from reference [490]. Copyright (2017), with permission from Elsevier.

6. Summary and outlook

In the current review article, we discussed the state-of-art research on the mechanical behavior and structural heterogeneities in amorphous alloys, with a focus on the use of mechanical relaxation to probe such heterogeneities. From a theoretic viewpoint, structural heterogeneities are intrinsic to supercooled liquids and inherited by the corresponding glasses upon rapid cooling. Various theories about glass transition, such as the RFOT [30, 41, 314, 439] or the two-order parameter model [46-48, 58, 315], were developed over the past decades to understand the thermodynamic origin of structural heterogeneities in supercooled liquids. General speaking, these models are supported by the recent experimental and computational work on metallic liquids [30, 439, 492-494].

In theory, the structural heterogeneity in amorphous alloys can be viewed as a quenched-in structural feature from the supercooled metallic liquids, which is characterized by either density or chemical fluctuation or both. Upon mechanical agitations, such structural heterogeneities could manifest as a wide distribution of local elastic moduli, local energy dissipation, local hardness or local viscosity. At the fundamental level, these fluctuations in the local properties can be amplified under mechanical loading, thereby causing mechanical instabilities [444] and yielding of
amorphous alloys. This physical picture about yielding and plasticity is in sharp contrast to the classic mean field model, such as the free volume [67, 207] or STZ model [78, 215], and could be formulated within the framework of the Navier-Stokes equation after taking density fluctuations into account. Here, it may be worth mentioning that different definitions of “flow defects” were recently proposed in the amorphous alloy literature in order to understand the origin of yielding in amorphous alloys. However, from the perspective of structural heterogeneity, local plasticity events are simply their responses to external mechanical loadings. Furthermore, the occurrence of the local plasticity events could appear stochastic because of many-body interactions and the form of these events could vary with the local stress tensor. As of today, it is still a challenging issue to trace back the structural origin of these local plasticity events, if there is any, in amorphous alloys. In our opinion, if plasticity of amorphous alloys is governed by the Navier-Stokes equation, it would be difficult to pinpoint a particular static geometric order or disorder as the origin of plasticity in amorphous alloys because a “flowing” amorphous structure must evolve constantly as dictated by the Navier-Stokes equation.

Under thermal agitations, such as in a typical mechanical relaxation experiment, amorphous alloys exhibit secondary relaxation modes. In the literature, these secondary relaxation modes were usually associated with the structural heterogeneities in amorphous alloys. Many investigations also indicated that the secondary relaxation in amorphous alloys is sensitive to physical aging and heat treatment. Interestingly, it was recently found that amorphous alloys could possess two secondary relaxation modes. This finding is intriguing, which suggests that the structural heterogeneity in amorphous alloys could be multi-scaled and even hierarchical. However, it remains unclear whether or under what conditions such a multi-scaled structural heterogeneity could be beneficial or detrimental to the
mechanical properties of amorphous alloys.

Based on the results documented in the literature, it is reasonable to conclude that secondary relaxation modes in amorphous alloys could result either from the rattling motions of atoms within an elastic cage or from the string-like cooperative motion of atoms after their escape from the elastic cage. However, this is a rather local view of dynamic heterogeneity in amorphous alloys, which occurs over a length scale of a few atomic distances (~1 nm) at most. Notably, this is far below either the length scale for density/chemical fluctuations or the length scale for shear band formation (10-100 nm) in amorphous alloys. Further research is therefore needed to decode the signals of secondary relaxation, such as the peak, width and skewness of a relaxation profile, in light of its possible connections with the heterogeneities at different length scales.

From the structural perspective, plasticity of an amorphous alloy can be improved if it could be enhanced with the help of rejuvenation, surface treatment and liquid-liquid phase separation. However, it is worth noting that rejuvenation and surface treatment do not necessarily lead to plasticity improvement if both methods fail in enhancing structural heterogeneity. A systematic study is still needed to study the structural evolution in amorphous alloys subject to different thermal or thermo-mechanical treatments. In terms of the volume fraction of low density regions, nano-glass or nano-grained amorphous alloy, obtained via inert gas condensation, exhibit a higher degree of structural heterogeneities than regular amorphous alloys. Most importantly, the structural heterogeneities of nano-glass can be easily tuned and altered, thereby enabling a systematic study of structure-property correlation in amorphous alloys.

Finally, we would like to reiterate that, according to the RFOT theory [41, 43, 439], the length scale of structural heterogeneity varies with the thermal history of
amorphous alloys. Therefore, it is likely that the amorphous alloys obtained at an extremely fast cooling rate are closer to a homogeneous glass. On one hand, this poses a big challenge to study the structural heterogeneity of amorphous alloys with molecular dynamics (MD) simulations because the cooling rate utilized in MD simulations is usually unrealistically high. On the other hand, we believe that, with the notion of “varying structural heterogeneities”, it may be worth revisiting the concepts and ideas on the structure-property correlation of amorphous alloys we developed through the tremendous studies carried out over the past nearly six decades.
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