Words in human language interact within sentences in non-random ways, and allow humans to construct an astronomical variety of sentences from a limited number of discrete units. This construction process is extremely fast and robust. The co-occurrence of words within sentences reflects language organization in a subtle manner which can be described in terms of a graph of word interactions. Here we show that such graph displays two important features recently found in a disparate number of complex systems: (a) The so-called small world effect. In particular, the average distance between two words $d$ (i.e. the average minimum number of jumps to be made from an arbitrary word to another) is shown to be $d \approx 2 - 3$, in spite that the human brain can store many thousands. (b) A scale-free distribution of degrees. The known dramatic effects of disconnecting the most connected vertices in such networks can be identified in some language disorders. These observations suggest some unexpected features of language organization that might reflect the evolutionary and social history of lexicons and the origins of their flexibility and combinatorial nature.
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I. INTRODUCTION

The emergence of human language is one of the major transitions in evolution (Smith & Szathmáry, 1997). Living humans possess a unique symbolic mind capable of language which is not shared by any other species. Over two million years of hominid evolution, a coevolutionary exchange between languages and brains took place (Deacon, 1997). This process involved the (possible sudden) transition from non-syntactic to syntactic communication (Nowak & Krakauer, 1999; Nowak et al., 2000). Human language allows the construction of a virtually infinite range of combinations from a limited set of basic units. The process of sentence generation is astonishingly rapid and robust and indicates that we are able to rapidly gather words to form sentences in a highly reliable fashion.

A complete theory of language requires a theoretical understanding of its implicit statistical regularities. The best known of them is the Zipf’s law, which states that the frequency of words decays as a power function of its rank (Zipf, 1972). However, in spite of its relevance and universality (Balasubrahmanyan & Narayan, 1996), such law can be obtained from a variety of mechanisms (Nicolis, 1991; Simon, 1955; Li, 1992) and does not provide deep insight about the organization of language. The reason is that information transmission is organized into sentences, made by words in interaction.

Human brains store lexicons usually formed by thousands of words. Estimates are in the range $10^4 - 10^5$ words (Romaine, 1992; Miller & Gildea, 1987). Besides, the contents of the lexicon of individuals of the same language vary depending on many factors such as age, geographic location, social context, education and profession.

Being the primary goal of a lexicon to achieve successful communication, there must exist a common lexicon for successful basic communication between speakers, hereafter named a kernel lexicon, to surmount the limitations imposed by the factors mentioned above. Obviously, the better candidates to form this lexicon are the
most frequent words. Actually, the analysis of multi-speaker corpora shows two different regimes dividing words into basic and specialized words (Ferrer & Solé, 2000).

Words interact in many ways. Some words cooccur with certain words with higher probability than with others and cooccurrence is not of trivial nature, i.e. it is not a straightforward implication of the known frequency distribution of words. If a text is scrambled the frequency distribution is maintained but its content will not make sense.

In this paper we show that the cooccurrence of words in sentences relies on the network structure of the lexicon whose properties are analyzed in depth. As we will show in this paper, human language can be described in terms of a graph of word interactions. This graph has some unexpected properties (shared by other biologic and technological networks (Strogatz, 2001)) that might underly its diversity and flexibility and open new questions about its origins and organization.

II. GRAPH PROPERTIES OF HUMAN LANGUAGE

Words cooccur in sentences. Many cooccurrences are due to syntactical relationships between words, e.g. head-modifier or dependency relationships (Melčuck, 1989). Some others are due to stereotyped expressions or collocations that work together (e.g. take it easy, New York). We will define links as significative cooccurrences between words. We do not seek to provide a detailed list of the origins and linguistic interpretation of such significative cooccurrences but in showing that they exist and can be captured using quantitative measures of correlation regardless of their nature. A first approach for estimating the network of the lexicon is to consider that there is a link between every pair of neighbouring words (at the risk of capturing spurious correlations).

Let us consider the graph of human language, \( \Omega_L \), as defined by \( \Omega_L = (W_L, E_L) \), where \( W_L = \{ w_i \}, (i = 1, ..., N_L) \) is the set of \( N_L \) words and \( E_L = \{ \{ w_i, w_j \} \} \) is the set of edges/connections between words. Here \( \xi_{ij} = \{ w_i, w_j \} \) indicates that there is an edge (and thus a link) between words \( w_i \) and \( w_j \). Two connected words are adjacent and the degree of a given word is the number of edges that connect it with other words. Figure 1 shows how such a network would look like.

Recent research on a number biological, social and technological graphs revealed that they share a common feature: the so called small world (SW) property (Watts & Strogatz, 1998; Watts, 1999; Newman, 2000).

Small world graphs have a number of surprising properties that make them specially relevant to understand how interactions among individuals, metabolites or species lead to the robustness and homeostasis observed in nature (Watts & Strogatz, 1998). The SW pattern can be detected from the analysis of two basic statistical properties: the so called clustering coefficient \( C_v \) and the path length \( d \). Let us consider the set of links \( \xi_{ij} \) \((i, j = 1, ..., N_L)\), where \( \xi_{ij} = 1 \) if a link exists and zero otherwise and that the average number of links per word is \( \bar{k} \). Let us indicate by \( \Gamma_i = \{ s_j | \xi_{ij} = 1 \} \) the set of nearest neighbors of a word \( w_i \in W_L \). The clustering coefficient for this word is defined as the number of connections between the words \( w_j \in \Gamma_i \). By defining

\[
L_i = \sum_{j=1}^{N_L} \xi_{ij} \left( \sum_{k \in \Gamma_i, i < k} \xi_{jk} \right)
\]

we have:

\[
c_v(i) = \frac{L_i}{\binom{\left| \Gamma_i \right|}{2}}
\]

so that the clustering coefficient is the average over \( W_L \):

\[
C_v = \frac{1}{N_L} \sum_{i=1}^{N_L} c_v(i)
\]

and measures the average fraction of pairs of neighbors of a node that are also neighbors of each other.

The second measure is easily defined. Given two words \( w_i, w_j \in W_L \), let \( d_{\text{min}}(i, j) \) the minimum path length connecting these two words in \( \Omega_L \). The average path length of a word will be defined as

\[
d_v(i) = \frac{1}{N_L} \sum_{j=1}^{N_L} d_{\text{min}}(i, j)
\]

and thus the average path length \( d \) will be:

\[
d = \frac{1}{N_L} \sum_{i=1}^{N_L} d_v(i)
\]

Graphs with Small World structure are highly clustered but \( d \) will be small. Random graphs (where nodes are randomly wired) are not clustered and have also short \( d \) (Watts, 1999). At the other extreme, regular lattices with only nearest-neighbor connections among units, are typically clustered and exhibit long paths. It has been shown, however, that a regular lattice can be transformed into a SW if a small fraction of nodes are rewired to randomly chosen nodes. Thus a small degree of disorder generates short paths (as in the random case) but retaining the regular pattern (Watts and Strogatz, 1998).

For random graphs that \( C_v^{\text{rand}} \approx \bar{k}/N \). For SW graphs, \( d \) is close to the one expected from random graphs, \( d^{\text{rand}} \), with the same \( \bar{k} \) and \( C_v \gg C_v^{\text{rand}} \). These two conditions are taken as the standard definition of SW. SW graphs have been shown to be present in both social and biological networks (Jeong et al., 2000; Montoya & Solé,
2000; Solé & Montoya, 2000; Newman, 2000; Strogatz, 2001). Besides, some of these networks also exhibit scaling in their degree distribution. In other words, the probability \( P(k) \) of having a node with degree \( k \) scales as \( P(k) \approx k^{-\gamma} \). We have found that the graph of human language displays similar properties. This second property has been shown to be related with an extremely high stability against perturbations directed to randomly chosen nodes and a high fragility when perturbations are directed to highly connected ones (Albert et al., 2000). As we will show here, \( \Omega_L \) exhibits both SW structure and a power laws in \( P(k) \).

### III. LINK COLLECTION

The most correlated words in a sentence are the closest. A decision must be taken about the maximum distance considered for forming links. If the distance is long, the risk of capturing spurious cooccurrences increases. If the distance is too short, certain strong cooccurrences can be systematically not taken into account. We decided the maximum distance according to the minimum distance at which most of the cooccurrences are likely to happen:

- Many cooccurrences take place at distance 1, e.g. red flowers (adjective-noun), the/this house (article/determiner-noun), stay here (verb-adverb), getting dark (verb-adjective), can see (modal-verb), ...
- Many cooccurrences take place at distance 2, e.g. hit the ball (verb object), Mary usually cries (subject-verb), table of wood (noun-noun through a prepositional phrase), live in Boston (verb-noun), ...

Long distance correlations, i.e. at distance greater than two, have been shown to take place in human sentences (Chomsky, 1957). Here we stop our seek at distance two. The reason is fourfold:

- Considering whatever distance requires an automatic procedure for accomplishing the task of capturing the relevant links. We do not know of any computational technique that successfully performs this task for a general case. From the practical point of view, a context of two words is considered to be the lowest distance at which most of the improvement of disambiguation methods is achieved (Kaplan, 1955; Choueka & Lusignan, 1985).
- Our method fails to capture the exact relations happening in a particular sentence but captures (almost) every possible type of links. The type of the link is determined by the syntactic categories/roles of the intervening words. Very few types of links (if any) are observed at distance greater than 2 and not at lower distances.
- We are not interested in all the relations happening in a particular sentence. Our goal is to capture as much links as possible through an automatic procedure. If the corpus is big enough, the macroscopic properties of the network should emerge.
- Being syntactic dependencies non-crossing (Hudson, 1984; Melcuck, 1989), a long distance syntactic link implies the existence of lower distance syntactic links. In contrast, a short distance link do not imply a long-distance link.

The technique can be improved by choosing only the pairs of consecutive words whose mutual cooccurrence is larger than the one expected from their chance. This can be measured with the condition \( p_{ij} > p_i p_j \) which defines the presence of real correlations beyond the expected from a random ordering of words. If a pair of words cooccurs less times than what it would be expected when independence between such words is assumed, the pair is considered to be spurious. Graphs in which this condition is used will be called restricted (unrestricted otherwise).

### IV. SCALING AND SW PATTERNS

The networks resulting from the basic and improved methods will be called, respectively, the unrestricted word network (UWN) and the restricted word network (RWN). They have \( N(UWN) = 478,773 \) and \( N(RWN) = 460,902 \) nodes with \( E(UWN) = 1.77 \cdot 10^7 \) and \( E(RWN) = 1.61 \cdot 10^7 \) edges, respectively. With average connectivities of \( \bar{k}_{uwn} = 74.2 \) and \( \bar{k}_{rwn} = 70.13 \), their clustering and path lengths are indicated in Table 1.

Figure 2 shows the distribution of degrees of both the UWN and RWN obtained after processing about 3/4 of the million words of the British National Corpus (about 70 million words). The obvious limitations of our methods are overcome by the use of a big amount of data. The distribution of connectivities of UWN and RWN decays with two different average exponents each, \( \gamma_1 = -1.50 \) for the first regime and \( \gamma_2 = -2.70 \) for the second regime, respectively. The exponent in the second regime is similar to that of the so-called Barabási-Albert (BA) model (\( \gamma_{BA} = -3 \)) (Barabási & Albert, 1999). The BA model is an independent rediscovery of earlier work by Herbert Simon on systems with skewed distributions (Simon, 1955). Using the rule of preferential attachment, they showed that scale-free distributions are obtained. The rule simply assumes that new nodes in the growing network are preferentially attached to an existing node with a probability proportional to the degree of such node.

Furthermore, word networks have small-word features. The average minimum distance between vertices is below
3 (2.63 for the UWN and 2.67 for the RWN), so reaching whatever vertex involves less than three jumps on average. This is significantly important, since the network contains about $4.7 \cdot 10^5$ different words. Clustering (0.687 for the UWN and 0.437 for the RWN) is far from the randomness expectation ($1.55 \cdot 10^{-4}$ for both the UWN and the RWN) in both cases.

As far as we know, this is the first time that such a statistically significant property has been reported about the organization of human language. In spite of the huge amount of words that can be stored by a given human, whatever word in the lexicon can be reached with less than three intermediate words on average. If a word is reached during communication, jumping to another word requires very few steps. Speed during speech production is important and can be more easily achieved if intervening words are close each other in the underlying structure used for the construction of sentences. On the other hand, richness is another quality of a powerful communication. Although words are preferably chosen from the kernel lexicon, external words are at a short distance, so rich communication based on the word network can be attained with little increase in effort.

It is well known that the more frequent a word, the more available it is for production (Brown & McNeil, 1966; Kempen & Huijbers, 1983) and comprehension (Forster & Chambers, 1973; Scarborough et al., 1977) processes. This phenomenon is known as the frequency (referring to the whole individual’s experience) or recency (referring to the recent individual’s experience) effect (Akmajian et al., 1995). This phenomenon will serve us to show that preferential attachment is very likely to be shaping the scale-free distribution of degrees in a way similar to the BA model. For the most frequent words,

$$k \propto f^{0.66}$$

where $k$ is the degree and $f$ is the frequency of the word. We can then recast the frequency effect in terms of the degree as the higher the degree of a word, the higher its availability. In other words, links including highly connected words are preferred. Inset in Figure 2 shows the complete relationship between $f$ and $k$ in RWN.

![FIG. 2. Connectivity distribution for the unrestricted word network (circles) and the restricted word network (squares). Points are grouped by powers of two. Inset: average degree as a function of frequency. Degree increases as a function with frequency with exponent 0.80 for the first domain and 0.66 for the second one.](image)

The exponent of UWN and RWN is closer to $\gamma_{BA} = -3$ in the second regime of the distribution which is where the frequency effect makes much more sense. The kernel lexicon contains words common to the whole community of speakers. Beyond the kernel, a certain word is unknown for one speaker and familiar for the another. The recency effect then cannot be applied for all the individuals contributing to shape the underlying lexicon network. It is thus expected that the network formed exclusively by the interaction of kernel words, hereafter referred as the kernel word network (KWN), better agrees with the predictions that can be performed when preferential attachment is at play. Figure 3 shows the log-normal appearance of the connectivity distribution. The power tail has exponent $\gamma_{KWN} \approx -3$, consistent with the Barabási-Albert model (Barabási & Albert, 1999) and the differences respect to it require special attention. It is important to notice that the kernel lexicon is a versatile subset of the repertoire of individual speakers. A few thousand words must be able to say everything or almost everything. Even when lexicons become very small, i.e. pidgin languages whose lexicons do not usually exceed about 1,000 words (Romaine, 1992), it has been pointed out they allow to say everything that can be said in a complex lexicon (e.g. English) at the expense of high redundancy (recurring to circumlocution). The average...
connectivity in the kernel is $\bar{k} = 1219$. A first consequence is that words with low connectivity must be rare. Having rather useless words in this critical subset is an enormous waste. Once connected words become frequent in the distribution, the network organizes in a scale-free way. We believe that the scale-freeness is responsible for the ability-to-say-everything of the kernel. A non-trivial network is needed since every word on average is connected to 24% of the rest of the kernel words.

V. DISCUSSION

We have shown that the graph connecting words in language exhibits the same statistical features than other complex networks. The short distance between words arising from the SW structure strongly suggests that language evolution might have involved the selection of a given graph of connections between words. Future work should address this problem theoretically, perhaps using an evolutionary language game model (Nowak & Krakauer, 1999; Nowak et al., 2000) where a pay-off associated to the graph structure is introduced. Concerning the scaling in $P(k)$ and the observed exponents, this pattern also calls for an evolutionary explanation. The word network is the result of a growth process in which new words are added and are likely to be linked to highly connected existing words.

If the small-world features derive from optimal navigation needs, two predictions can be formulated. First, the existence of words whose main purpose is to speed-up navigation. Second, deriving from the first, the existence of brain disorders characterized by navigation deficits in which such words are involved. The best candidates for answering the first question are the so-called particles, a subset of the function words (e.g. articles, prepositions, conjunctions) formed by the most frequent among them (e.g. ant, the, of, ...). These words are characterized by a very low or zero semantic content. Although they are supposed to contribute to the sentence structure, they are not generally crucial for sentence understanding. A compelling test of this statement is that particles are the first words to be suppressed in telegraphic speech (Akmajian et al., 1995).

The answer to the second prediction is agrammatism, a kind of aphasia in which speech is nonfluent, labored, halting and lacking of function words (and thus of particles). Agrammatism is the only syndrome in which function words are particularly omitted (Caplan, 1987). Function words are the most connected ones. We suggest that such halts and lack of fluency are due to fragility associated to removal of highly connected words. Although scale-free networks are very tolerant to random removal of vertices, if deletion is directed to the most connected vertices the network gets broken into pieces (Albert et al., 2000).

It is known that function words omission is often accompanied by substitutions of such words. Patients in which substitutions predominate and speech is fluent are said to undergo paragrammatism (Caplan, 1994). We suggest that paragrammatism recovers fluency (i.e. low average word-word distance) by unappropriately using the remaining highly connected vertices and thus often producing substitutions of words during discourse.
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According to our calculations, the 10 most connected words are and, the, of, in, a, to, 's, with, by and is.
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<table>
<thead>
<tr>
<th>graph</th>
<th>C</th>
<th>C_{random}</th>
<th>d</th>
<th>d_{random}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ω_{L} (UWN)</td>
<td>0.687</td>
<td>1.55·10^{-4}</td>
<td>2.63^*</td>
<td>3.03</td>
</tr>
<tr>
<td>Ω_{L} (RWN)</td>
<td>0.437</td>
<td>1.55·10^{-4}</td>
<td>2.67^*</td>
<td>3.06</td>
</tr>
</tbody>
</table>

TABLE I. Word network patterns. It can be seen that \( C \gg C_{random} \) and \( d \ll d_{random} \), consistently with a SW network. All values are exact except those marked with *, which have been estimated on a random subset of the vertices.