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Abstract

Hysteresis is a special type of behavior ubiquitous in science and engineering: it consists in that slow inputs produce a loop in the steady-state part of the graph output-versus-input.

On the other hand, mathematical textbooks on hysteresis use a different property to define hysteresis processes: rate independence. This property says that the graph output-versus-input remains unchanged under a time-scale change.

However, experimental evidence shows the existence of physical processes that produce loops in steady state for slow inputs without being rate independent: these processes are called rate-dependent hysteresis.

This fact raises the following issue. How can we build a framework in which we can study hysteresis phenomena for which the rate-independence approximation is insufficient? The attempts to answer this question have been few and limited up till now.

In this paper we propose a mathematical framework for the description and analysis of rate-dependent hysteresis processes for which a continuous input produces a continuous output and a continuous hysteresis loop. The methodology that we use to obtain our theory consists in (1) making a list of experimentally observed properties of hysteresis which we call inferences, (2) proposing a mathematical equation -called premise- as a characteristic of hysteresis systems, and (3) proving analytically that the premise leads to all inferences. The operational formulation that we use provides a high degree of generality, and leads to several inferences from one single premise.

To illustrate the usefulness of the tools that we introduce, we propose a mathematical model that generates rate-dependent operators from rate-independent ones. We provide the analytic expression of the hysteresis loop of the rate-dependent operator in terms of the hysteresis loop of its rate-independent component. This result is illustrated by means of numerical simulations.

Keywords:
Rate dependent, Rate independent, Hysteresis
1. Introduction and problem statement

A brief historical review of hysteresis. The word *hysteresis* was coined by Ewing in 1881, see Ref. [14]. In the period 1896–1902 Duhem published seven memoirs dedicated to the study of hysteresis, see Refs. [7]–[13]. Duhem considers a system subject to an external action that changes slowly so that the thermodynamical state of the system changes along a path of equilibria. The main characteristic of a hysteresis system is that these changes are not reversible.

During a large part of the twentieth century, “mathematical developments have been lagging behind those of physicists and engineers. Of course, mathematics has been used in works of applied scientists on hysteresis, but there it occurred more as calculus than in the form of functional analysis.” [29, p. 12].

An important advance in the development of the mathematics of hysteresis is the formulation of rate independence by Bouc using the tools of functional analysis [5]. A translation into English of the part of Ref. [5] that deals with rate independence is provided in Ref. [18]. The mathematical formulation of rate independence is the following [28, p. 60]:

\[ \mathcal{H}(u \circ f, x_0) = \mathcal{H}(u, x_0) \circ f, \]

in which \( \mathcal{H} \) is a hysteresis operator, \( u \) the input, \( x_0 \) the initial state, \( f \) a time-scale change, and \( \mathcal{H}(u, x_0) \) the output that corresponds to the input \( u \) and initial state \( x_0 \).

More developments of the mathematics of hysteresis include the translation into English of the work of the mathematicians Krasnosel’skiĭ and Pokrovskii [21], the publication of a survey of models with hysteresis in 1993 [22] and of several monographs on hysteresis including Refs. [3, 4, 20, 23, 28].

Revisiting rate independence. In Equation (1) take \( \mathcal{H}(u_1, x_0) = y_1; u_2(t) = u_1(2t) \) that is \( f(t) = 2t \); and \( \mathcal{H}(u_2, x_0) = y_2 \). This means that \( y_1 \) is the output that corresponds to the input \( u_1 \), and \( y_2 \) is the output that corresponds to the input \( u_2 \). Rate independence states that \( y_2(t) = y_1(2t) \) so that the graph \( \{(u_2(t), y_2(t)), t \geq 0\} \) is exactly the same as \( \{(u_1(t), y_1(t)), t \geq 0\} \). For rate independent systems, it does not matter whether the input varies slowly or not because the graph output-versus-input is the same for any change \( f \) in time scale. For a rate-independent hysteresis, the graph output-versus-input \( \{(u(t), [\mathcal{H}(u, x_0)](t)), t \geq 0\} \) is invariant under any change in time scale.
Rate independence was used by Visintin in 1994 to define hysteresis systems: “Definition. Hysteresis = Rate Independent Memory Effect.” [28, p. 13]. The memory-effect part of the definition excludes static nonlinearities which are rate independent but have no memory. Once we accept this definition, we are able to decide whether a particular mathematical model is a hysteresis or not. For example, by Visintin’s definition, the following models are hysteresis models since they are rate independent and have a memory: the relay, Ishlinskii’s model, Preisach’s model, Duhem’s model, Krasnosel’skii and Pokrovskii’s hysteron and generalized play [22].

Rate independence is thus an attractive mathematical property. However, rate independence is but an approximation of the real behavior of hysteretic systems. Indeed, quoting from Visintin: “Usually rate-dependent effects get larger as the rate increases, and vanish as the rate vanishes. Therefore hysteresis is more evident at slow regimes, whereas it may be dominated by viscosity at fast regimes. In applications hysteresis appears only if the time-scale is sufficiently slow, and we are induced to regard as hysteretic those phenomena for which the rate-independent component prevails at typical regimes.” [29, pp. 10-11].

Examples of references which consider hysteresis processes that are not rate independent include Refs. [1, 16, 30, 32] among others. This said, it is by no means obvious which property or properties are satisfied by real hysteresis rate-dependent systems. Even when such properties are detected, their description is generally qualitative.

Towards a definition of rate-dependent hysteresis. We consider that a definition or characterization of hysteresis is a set composed of three elements: a frame, a premise or a set of premises, and a set of inferences.

The frame refers to the general properties of the system, including the set of admissible inputs, outputs, and states.

An example of a frame is the following.

(\textbf{F1}) Let \( U, X, Y \) be arbitrary sets. Let \( U \) be the set of all functions \( u : \mathbb{R}^+ \rightarrow U \), \( X \) the set of all functions \( x : \mathbb{R}^+ \rightarrow X \), and \( Y \) the set of all functions \( y : \mathbb{R}^+ \rightarrow Y \). Then for any \( (u, x_0) \in U \times X \) we define \( \mathcal{H}(u, x_0) = \mathcal{T} \circ \Phi(u, x_0) \) where \( \Phi \) is a function (called operator in this work) \( \Phi : U \times X \rightarrow X \), and \( \mathcal{T} : X \rightarrow Y \) is a function, so that \( \mathcal{H} : U \times X \rightarrow Y \).

The elements of \( U \) are called inputs, and the argument \( t \in \mathbb{R}^+ \) of the input \( u \) is called time. This means that the value of the input \( u \) at time \( t \) is \( u(t) \).

The function \( \mathcal{H}(u, x_0) : \mathbb{R}^+ \rightarrow Y \) is called the output that corresponds to the input \( u \in U \) and the initial state \( x_0 \in X \).

The function \( \Phi(u, x_0) : \mathbb{R}^+ \rightarrow X \) is called the state that corresponds to the input
u \in U$ and the initial state $x_0 \in X$. If $T$ is the identity function, then the state is also the output.

The premise or set of premises refers to a mathematical property or a set of mathematical properties that the system is supposed to satisfy under some special conditions.

An inference is a proposition reached by a process of deriving logical consequences from the assumed premises taking into account the frame.

The set of inferences that we are interested in consists of properties that are considered inherent to hysteresis systems. The discussion in [18, Section 2] provides the following inferences.

(I) When the input varies slowly, the system is approximately rate independent.

(II) The hysteresis loop is a steady-state mathematical object that involves an output-versus-input graph.

A hysteresis loop that is not a line is an indication that the system is a candidate for representing a hysteretic behavior.

(III) The hysteresis loop has a natural parametrization.

Indeed, the orientation of the hysteresis loop -clockwise or counterclockwise- is related to energy dissipation in some physical processes [6, Section 3.5]. If the hysteresis loop is just a set of points without a specification of the orientation, the information related to energy dissipation is lost.

(IV) The system is step convergent. This means that for any constant input and any initial state, the output converges to a finite constant as time goes to infinity.

The fourth inference comes from the observation made by Oh et al [25, p. 104] that to be step convergent is a necessary condition for a system to be hysteretic.

The argument of Oh et al can be presented as follows. A necessary condition for a system to be a hysteresis is that it should have a graph output-versus-input in steady state for slowly varying inputs. The slowest input is a one that is constant since it does not vary. In steady state, that is when time approaches infinity, the corresponding output should approach some finite value in order to obtain a graph output-versus-input in steady state.

Aim of the paper. We seek and propose a frame as general as possible, with as few premises as possible, that lead to the set of inferences \{(I), (II), (III), (IV)\}.

Novelty of the paper. To date, providing a mathematical definition or characterization for rate-dependent hysteresis has been attempted only in Refs [17] and [26]. None of these works leads to all inferences (I)–(IV).

The novelty of our work consists in the following items.
(i) The methodology that we use to obtain our theory is sound: it consists (1) in making a list of the experimentally observed properties of hysteresis systems -that is the inferences-, (2) proposing a mathematical equation as a characteristic of hysteresis systems -this is the premise-, and (3) proving analytically that the premise leads to all inferences. To the best of our knowledge, this approach has not been attempted before in the case of rate-dependent hysteresis systems.

(ii) The characterization of rate-dependent hysteresis through the concept of confluence is new. The operational formulation that we use provides a high degree of generality, and leads to several inferences from one single premise.

(iii) We propose a new mathematical model that generates rate-dependent operators from rate-independent ones.

Organization of the paper.

The notation used throughout the paper is presented in Section 2. Different sets related to time-scale change are given in Section 3. The frame, premise and inferences are presented in Sections 4, 5, and 6 respectively. An application to the modeling of rate-dependent hysteresis is studied in Section 7. Conclusions are provided in Section 8.

2. Mathematical notation

An ordered pair $a, b$ is denoted $(a, b)$ whilst the open interval $\{t \in \mathbb{R} \mid a < t < b\}$ is denoted $(a, b)$. The set of nonnegative integers is denoted $\mathbb{N} = \{0, 1, \ldots\}$ and the set of nonnegative real numbers is denoted $\mathbb{R}_+ = [0, \infty[.$

We say that a subset of $\mathbb{R}$ is measurable when it is Lebesgue measurable. Consider a function $g : I \subset \mathbb{R}_+ \rightarrow \mathbb{R}^n$ where $n \in \mathbb{N} \setminus \{0\}$ and $I$ an interval. We say that $g$ is measurable when $g$ is $(M, B)$-measurable where $B$ is the class of Borel sets of $\mathbb{R}^n$, and $M$ is the class of measurable sets of $\mathbb{R}$ [31]. For a measurable function $g : I \rightarrow \mathbb{R}^n$, $\|g\|$ denotes the essential supremum of the function $|g|$ where $\cdot \cdot$ is the Euclidean norm on $\mathbb{R}^n$.

$C^0(I, J)$ denotes the set of continuous functions defined from the interval $I \subset \mathbb{R}_+$ to the topological space $J$.

We consider the Sobolev space $W^{1; \infty}(\mathbb{R}_+, \mathbb{R}^n)$ of absolutely continuous functions $u : \mathbb{R}_+ \rightarrow \mathbb{R}^n$. For this class of functions, the derivative $\dot{u}$ is measurable, and we have $\|u\| < \infty$, $\|\dot{u}\| < \infty$. Endowed with the norm $\|u\|_{1; \infty} = \max(\|u\|, \|\dot{u}\|)$, $W^{1; \infty}(\mathbb{R}_+, \mathbb{R}^n)$ is a Banach space [24, pp. 280–281].

Let $a \in \mathbb{Z}$ and $b \in \mathbb{R}$. Define the set $[a, \infty[ = \{k \in \mathbb{Z} \mid k \geq a\}$. Let $f : [a, \infty[ \times b, \infty[ \rightarrow \mathbb{R}$. We say that

$$\lim_{(k, \gamma) \rightarrow \infty} f(k, \gamma) = 0$$
if \( \forall \epsilon > 0, \exists k_\epsilon \in [a, \infty[ \), \( \exists \gamma_\epsilon \in ]b, \infty[ \) such that \( \forall k \in [k_\epsilon, \infty[, \forall \gamma \in [\gamma_\epsilon, \infty[ \) we have \( |f(k, \gamma)| \leq \epsilon \).

Let \( a_1, a_2 \in \mathbb{Z} \). Then we define the set \( [a_1, a_2] = \{ k \in \mathbb{Z} \mid a_1 \leq k \leq a_2 \} \).

For any \( \gamma \in ]0, \infty[ \) define the linear change is time scale \( s_\gamma : \mathbb{R} \to \mathbb{R} \) by \( s_\gamma(t) = t/\gamma, \forall t \in \mathbb{R} \).

For any \( a \in \mathbb{R} \) define the translation \( \tau_a : \mathbb{R} \to \mathbb{R} \) by \( \tau_a(t) = t + a, \forall t \in \mathbb{R} \).

A function \( u \in C^0(\mathbb{R}_+, \mathbb{R}^n) \) is said to be \( T \)-periodic, where \( T \in ]0, \infty[, \) if \( u(t + T) = u(t), \forall t \in \mathbb{R}_+ \).

For any \( T \in ]0, \infty[ \) we define \( \Omega_T \) as the set of all \( T \)-periodic functions \( u \in C^0(\mathbb{R}_+, \mathbb{R}^n) \), and \( \Omega = \cup_{T \in ]0, \infty[} \Omega_T \).

3. Time-scale change

3.1. The set \( \mathbb{I}_{T;\gamma} \)

Let \( T \in ]0, \infty[ \) and \( \gamma \in ]0, \infty[ \). Let \( f_{T;\gamma} \in C^0(\mathbb{R}_+, \mathbb{R}_+) \) be a function that satisfies (a)–(c).

(a) \( f_{T;\gamma} \) is strictly increasing on \( \mathbb{R}_+ \).

(b) \( f_{T;\gamma}(0) = 0, \lim_{t \to \infty} f_{T;\gamma}(t) = \infty, \) and \( f_{T;\gamma}(t + k\gamma T) = f_{T;\gamma}(t) + kT, \forall t \in ]0, \gamma T[, \forall k \in \mathbb{N} \).

(c) \( f_{T;\gamma}^{-1} \in C^0(\mathbb{R}_+, \mathbb{R}_+), \) and \( f_{T;\gamma}^{-1}(t + kT) = f_{T;\gamma}^{-1}(t) + k\gamma T, \forall t \in ]0, T[, \forall k \in \mathbb{N} \).

The set of all such functions \( f_{T;\gamma} \) is denoted \( \mathbb{I}_{T;\gamma} \). An example of a function \( f_{T;\gamma} \) is given in Figure 1.

For any \( \gamma \in ]0, \infty[ \) define the set \( \mathbb{I}_{T;1} \circ s_\gamma = \{ f_{T;1} \circ s_\gamma, f_{T;1} \in \mathbb{I}_{T;1} \} \).

**Proposition 3.1.** \( \mathbb{I}_{T;1} \circ s_\gamma = \mathbb{I}_{T;\gamma} \).

*Proof.* Straightforward. \( \square \)

Proposition 3.1 provides a practical way to construct the set \( \mathbb{I}_{T;\gamma} \): pick all elements of \( \mathbb{I}_{T;1} \) and compose each element with \( s_\gamma \) to get all elements of \( \mathbb{I}_{T;\gamma} \).

For any \( T \in ]0, \infty[ \) define the set \( s_{\gamma T} \circ \mathbb{I}_{T;1} = \{ s_{\gamma T} \circ f_{1;1} \circ s_T, f_{1;1} \in \mathbb{I}_{1;1} \} \).

**Proposition 3.2.** \( s_{\gamma T} \circ \mathbb{I}_{1;1} \circ s_T = \mathbb{I}_{T;1} \).

*Proof.* Straightforward. \( \square \)

Proposition 3.2 provides a practical way to construct the set \( \mathbb{I}_{T;1} \): pick all \( f_{1;1} \in \mathbb{I}_{1;1} \) and compute \( s_{\gamma T} \circ f_{1;1} \circ s_T \) to get all elements of \( \mathbb{I}_{T;1} \).

**Corollary 3.1.** \( \mathbb{I}_{T;\gamma} = s_T \circ \mathbb{I}_{1;1} \circ s_{\gamma T} \).

*Proof.* Combine Propositions 3.1 and 3.2. \( \square \)
4. The frame

Let $\Xi$ be a Banach space with norm $| \cdot |$. Let $T \in ]0, \infty[$, then $C^0([0,T],\Xi)$ is a Banach space with respect to the norm $\| \cdot \|$ defined by $\| a \| = \sup_{t \in [0,T]} |a(t)|$ for any $a \in C^0([0,T],\Xi)$. For any $w \in C^0(\mathbb{R}_+;\Xi)$ define $\| w \| = \sup_{t \in \mathbb{R}_+} |w(t)|$. Define the set $B(\mathbb{R}_+,\Xi) = \{ w \in C^0(\mathbb{R}_+;\Xi) | \| w \| < \infty \}$.

Let $n,m \in \mathbb{N} \setminus \{0\}$. We consider an operator $\Phi : C^0(\mathbb{R}_+,\mathbb{R}^n) \times \Xi \to C^0(\mathbb{R}_+,\Xi)$, an operator $H : C^0(\mathbb{R}_+,\mathbb{R}^n) \times \Xi \to C^0(\mathbb{R}_+,\mathbb{R}^m)$, and a continuous function $T : \Xi \to \mathbb{R}^m$ such that for any $(u,x_0) \in C^0(\mathbb{R}_+,\mathbb{R}^n) \times \Xi$ we have $H(u,x_0) = T \circ [\Phi(u,x_0)]$.

5. The premise: confluence

One of the main concepts of this paper is that of confluence. This concept will be presented formally in Section 5.2. In the following section 5.1, we present the concept of confluence in an informal way to make it easier to grasp for the reader.

5.1. An informal introduction to the concept of confluence

Consider the following system $y = H(u, \xi_0)$ where

$$
\begin{align*}
\dot{x}(t) &= \dot{u}(t) - |\dot{u}(t)|x(t), \\
\dot{y}(t) &= -y(t) + x(t), \\
x(0) &= x_0, \quad y(0) = y_0, \quad \xi_0 = (x_0, y_0).
\end{align*}
$$

Figure 1: Example of a function $f_{T, \gamma}$. 
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When the input of the system is $u \circ s_\gamma(t) = \sin(2\pi t / \gamma)$ where $u(t) = \sin(2\pi t)$ and $s_\gamma(t) = t / \gamma$, the output becomes $y_\gamma = H(u \circ s_\gamma, \xi_0)$. With these notations (2) becomes

$$
\dot{x}_\gamma(t) = \frac{u \circ s_\gamma(t)}{\gamma} - |\dot{x}_\gamma(t)| x_\gamma(t), \\
\dot{y}_\gamma(t) = -y_\gamma(t) + x_\gamma(t), \\
x_\gamma(0) = x_0, \quad y_\gamma(0) = y_0, \quad \xi_0 = (x_0, y_0).
$$

(3)

The graph output-versus-input is the set $\{(u \circ s_\gamma(t), y_\gamma(t)) : t \in \mathbb{R}_+\}$. Inference (I2) says that the hysteresis loop is a steady-state mathematical object that involves an output-versus-input graph. How can we define that object?

Observe that the function $u$ is periodic of period $T = 1$ and $u \circ s_\gamma$ is periodic with period $\gamma T$. We see the domain $\mathbb{R}_+$ of $u \circ s_\gamma$ as the union of all intervals of the form $[k \cdot \gamma T, (k + 1) \cdot \gamma T]$ where $k = 0, 1, 2, \ldots$. Let us consider increasing values of $\gamma$, say $\gamma = 20$, $\gamma = 200$, and $\gamma = 2000$, and increasing values of $k$, say $k = 0, k = 1, and k = 2$. Observe that larger and larger values of $\gamma$ correspond to a slower and slower inputs $u \circ s_\gamma$, whilst larger and larger values of $k$ correspond, in the interval $[k \cdot \gamma T, (k + 1) \cdot \gamma T]$, to instants $t \geq k \cdot \gamma T$ for which the output gets closer and closer to the steady-state solution.

In Figure 2 we plot the graphs $A_{k,\gamma} = \{(u \circ s_\gamma(t), y_\gamma(t)) : t \in [k \gamma T, (k + 1) \gamma T]\}$ for the pairs $(k, \gamma) = (0, 20)$, $(k, \gamma) = (1, 200)$, and $(k, \gamma) = (2, 2000)$.

We observe that the graphs $A_{k,\gamma}$ converge to a closed curve as both $k$ and $\gamma$ increase. It would thus be tempting to use the convergence of the sets $A_{k,\gamma}$ with respect to the Hausdorff distance when both $k$ and $\gamma$ go to infinity as a definition for the hysteresis loop.
However, this procedure would not lead to a natural parametrization of the hysteresis loop, that is to Inference (I3).

Instead, let us consider the set 
\[ A_{k,\gamma}' = \{ (u(t), y_\gamma \circ s_{\frac{\gamma}{k}} \circ \tau_k(t)) : t \in [0, T] \} \]
where \( \tau_k(t) = t + kT \). It can be checked that \( A_{k,\gamma}' = A_{k,\gamma} \).

Consider the parametrized curves 
\[ c_1 : [0, T] \to \mathbb{R}^2 \text{ defined by } c_1(t) = (u(t), y_\gamma \circ s_{\frac{\gamma}{k}} \circ \tau_k(t)) \]
and \( c_2 : [k\gamma T, (k + 1)\gamma T] \to \mathbb{R}^2 \text{ defined by } c_2(t) = (u \circ s_\gamma(t), y_\gamma(t)) \). Take any point \((a, b) \in A_{k,\gamma}' = A_{k,\gamma}\). The orientation of \( c_1 \) at \((a, b)\) is \( \dot{c}_1(t_1) / |\dot{c}_1(t_1)| \) where \( c_1(t_1) = (a, b) \). Also, the orientation of \( c_2 \) at \((a, b)\) is \( \dot{c}_2(t_2) / |\dot{c}_2(t_2)| \) where \( c_2(t_2) = (a, b) \).

It can be checked that the parametrized curves \( c_1 \) and \( c_2 \) have the same orientation at \((a, b)\).

These considerations show that a definition of the hysteresis loop can be obtained in two steps.

The first step considers that the functions \( y_\gamma \circ s_{\frac{\gamma}{k}} \circ \tau_k \) converge in some sense to a function \( \alpha : [0, T] \to \mathbb{R} \) when both \( k \) and \( \gamma \) go to infinity.

The second step considers the set \( Q = \{ (u(t), \alpha(t)) : t \in [0, T] \} \) as the hysteresis loop of \( \mathcal{H} \). Then, \( Q \) has a natural parametrization inherited from the parametrization of the curve \( c_1 \) (or equivalently \( c_2 \)).

What kind of convergence is needed? We need to make sure that this definition of the hysteresis loop is compatible with the convergence of the sets \( A_{k,\gamma} \) to \( \mathcal{G} \) with respect to the Hausdorff distance when both \( k \) and \( \gamma \) go to infinity. To this end, it is enough to ask for a uniform convergence on the time interval \([0, T]\) of the functions \( y_\gamma \circ s_{\frac{\gamma}{k}} \circ \tau_k \) to \( \alpha \) (this is proved in Proposition 6.5).

To close this informal introduction, let us mention that the uniform convergence of the functions \( (\mathcal{H}(u \circ s_\gamma, \xi_0) \circ s_{\frac{\gamma}{k}} \circ \tau_k) \) to \( \alpha \) is sufficient to obtain the following version of Inference (I1): when the input varies slowly, the system can be approximated by a process which is rate-independent with respect to linear changes in time scale (this is proved in Proposition 6.3).

However, our aim is to obtain a stronger version of Inference (I1) which states that when the input varies slowly, the system can be approximated by a process which is rate-independent with respect to changes in time scale that can be linear or nonlinear. This is why we consider a -possibly nonlinear- change in time scale \( f_{T,\gamma} \) in Section 3, and confluence is defined as the uniform convergence of the functions \( \mathcal{H}(u \circ f_{T,\gamma}, \xi_0) \circ f_{T,\gamma}^{-1} \circ \tau_k(t) \) when both \( k \) and \( \gamma \) go to infinity.
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5.2. The formal definition of confluence

Let $S$ be a set such that $\text{Id} \in S \subset \mathbb{I}_{1,1}$ where $\text{Id} : \mathbb{R}^+ \to \mathbb{R}^+$ is the identity function defined by $\text{Id}(t) = t, \forall t \in \mathbb{R}^+$. For any $T, \gamma \in [0, \infty[ \,$ define the set

$$S_{T,\gamma} = \{ f_{T,\gamma} = s_\frac{T}{\tau} \circ f_{1,1} \circ s_{\gamma T}, f_{1,1} \in S \} = s_\frac{T}{\tau} \circ S \circ s_{\gamma T}. $$

Then $s_\gamma \in S_{T,\gamma} \subset \mathbb{I}_{T,\gamma}$.

**Definition 5.1.** Let $(T, u, x_0) \in [0, \infty[ \times \Omega_T \times \Xi$. We say that the operator $\Phi$ is confluent with respect to $(u, x_0, S)$ if there exists a function $\alpha_{u;\Phi;x_0;S} \in C^0([0, T], \Xi)$ such that the following holds. Define the function $\wp_{T,\gamma} : \mathbb{R} \times [0, \infty[ \to \mathbb{R}^+ \cup \{\infty\}$ by

$$\forall (k, \gamma) \in \mathbb{N} \times [0, \infty[, \wp_{\Phi}(k, \gamma) = \sup_{f_{T,\gamma} \in S_{T,\gamma}} \| (\Phi(u \circ f_{T,\gamma}; x_0) \circ f_{T,\gamma}^{-1} \circ \tau_{kT}) |_{[0, T]} - \alpha_{u;\Phi;x_0;S} \|.$$  \hfill(4)

Then,

$$\lim_{(k, \gamma) \to \infty} \wp_{\Phi}(k, \gamma) = 0.$$  \hfill(5)

**Proposition 5.1.** The function $\alpha_{u;\Phi;x_0;S}$ does not depend on the set $S$.

**Proof.** Take two sets $S$ and $S'$ such that $\Phi$ is confluent with respect to $(u, x_0, S)$ and $(u, x_0, S')$. Since $\text{Id} \in S \cap S'$ it comes that $\alpha_{u;\Phi;x_0;S} = \alpha_{u;\Phi;x_0;\{\text{Id}\}} = \alpha_{u;\Phi;x_0;S'}$. \hfill $\Box$

Owing to Proposition 5.1 we use the notation $\alpha_{u;\Phi;x_0}$ instead of $\alpha_{u;\Phi;x_0;S}$.

When $\Phi$ is confluent with respect to $(u, x_0, S)$, the set

$$Q_{u;\Phi;x_0} = \{ (u(t), \alpha_{u;\Phi;x_0}(t)), t \in [0, T] \} \hfill(6)$$

is called the hysteresis loop of the operator $\Phi$ with respect to $(u, x_0)$.

A similar definition can be made for the operator $\mathcal{H}$.

**Definition 5.2.** Let $(T, u, x_0) \in [0, \infty[ \times \Omega_T \times \Xi$. We say that the operator $\mathcal{H}$ is confluent with respect to $(u, x_0, S)$ if there exists a function $\alpha_{u;\mathcal{H};x_0} \in C^0([0, T], \mathbb{R}^m)$ such that the following holds. Define the function $\wp_{\mathcal{H}} : \mathbb{N} \times [0, \infty[ \to \mathbb{R}^+ \cup \{\infty\}$ by

$$\forall (k, \gamma) \in \mathbb{N} \times [0, \infty[, \wp_{\mathcal{H}}(k, \gamma) = \sup_{f_{T,\gamma} \in S_{T,\gamma}} \| (\mathcal{H}(u \circ f_{T,\gamma}; x_0) \circ f_{T,\gamma}^{-1} \circ \tau_{kT}) |_{[0, T]} - \alpha_{u;\mathcal{H};x_0} \|.$$  \hfill(7)

Then,

$$\lim_{(k, \gamma) \to \infty} \wp_{\mathcal{H}}(k, \gamma) = 0.$$  \hfill(8)
If $\mathcal{H}$ is confluent with respect to $(u, x_0, S)$, the set

$$Q_{u,\mathcal{H};x_0} = \{(u(t), \alpha_{u;\mathcal{H};x_0}(t)), t \in [0, T]\}$$

is called the hysteresis loop of the operator $\mathcal{H}$ with respect to $(u, x_0)$.

**Proposition 5.2.** If $\Phi$ is confluent with respect to $(u, x_0, S)$ then $\mathcal{H}$ is confluent with respect to $(u, x_0, S)$ and $\alpha_{u;\mathcal{H};x_0} = T \circ \alpha_{u;\Phi;x_0}$.

**Proof.** Since $T$ is continuous, it is uniformly continuous on the closed ball $\mathcal{B}(0_\Xi, r)$ with center $0_\Xi \in \Xi$ and radius $r = 1 + \|\alpha_{u;\Phi;x_0}\|$. Take $\epsilon \in [0, \infty[$, then $\exists \delta_\epsilon \in [0, 1]$ such that $|T(x) - T(y)| \leq \epsilon, \forall x, y \in \mathcal{B}(0_\Xi, r)$ with $|x - y| \leq \delta_\epsilon$. From Equations (4)–(5) it comes that $\exists k_\epsilon \in \mathbb{N}, \exists \gamma_\epsilon \in [0, \infty[ \text{ such that } \forall k \in [k_\epsilon, \infty[, \forall \gamma \in [\gamma_\epsilon, \infty[ \text{ we have }$

$$\sup_{f_{T;\gamma}} \| (\Phi(u \circ f_{T;\gamma}, x_0) \circ f_{T;\gamma}^{-1} \circ \tau_{kT}) \|_{[0,T]} - \alpha_{u;\Phi;x_0} \| \leq \delta_\epsilon. \tag{10}$$

Equation (10) implies that $\forall k \in [k_\epsilon, \infty[, \forall \gamma \in [\gamma_\epsilon, \infty[$,

$$\sup_{f_{T;\gamma}} \| (\Phi(u \circ f_{T;\gamma}, x_0) \circ f_{T;\gamma}^{-1} \circ \tau_{kT}) \|_{[0,T]} \leq \|\alpha_{u;\Phi;x_0}\| + \delta_\epsilon \leq r. \tag{11}$$

Equation (11) shows that $\forall t \in [0, T], \forall k \in [k_\epsilon, \infty[, \forall \gamma \in [\gamma_\epsilon, \infty[ \text{ we have }$

$$(\Phi(u \circ f_{T;\gamma}, x_0) \circ f_{T;\gamma}^{-1} \circ \tau_{kT}) \|_{[0,T]}(t) \in \mathcal{B}(0_\Xi, r) \text{ and } \alpha_{u;\Phi;x_0}(t) \in \mathcal{B}(0_\Xi, r)$$

which, combined with (10), shows that $\forall k \in [k_\epsilon, \infty[, \forall \gamma \in [\gamma_\epsilon, \infty[,$

$$\sup_{f_{T;\gamma}} \| T \circ (\Phi(u \circ f_{T;\gamma}, x_0) \circ f_{T;\gamma}^{-1} \circ \tau_{kT})\|_{[0,T]} - \|\alpha_{u;\Phi;x_0}\| \leq \epsilon. \tag{12}$$

Proposition 5.2 says that $\mathcal{H}$ is confluent whenever $\Phi$ is confluent. This is why we focus on the confluence of $\Phi$ in this paper.

**6. The inferences**

In this section we obtain the set of inferences $\{(\mathcal{I}1), (\mathcal{I}2), (\mathcal{I}3), (\mathcal{I}4)\}$. We first start by observing that for large enough $\gamma$, the output $\Phi(u \circ f_{T;\gamma}, x_0)$ is always bounded.
Proposition 6.1. Let $T \in [0, \infty[$, $u \in \Omega_T$, and $x_0 \in \Xi$. If the operator $\Phi$ is confluent with respect to $(u, x_0, S)$ then there exists $\gamma_{u,x_0} \in ]0, \infty[$ such that $\forall \gamma \geq \gamma_{u,x_0}$ we have the following: $\forall f_{T;\gamma} \in S_{T;\gamma}, \Phi(u \circ f_{T;\gamma}, x_0) \in B(\mathbb{R}_+, \Xi)$. In particular $\forall \gamma \geq \gamma_{u,x_0}$, $\Phi(u \circ s_{\gamma}, x_0) \in B(\mathbb{R}_+, \Xi)$.

Proof. From Definition 5.1 it comes that $\exists \alpha_u: \Phi: x_0 \in C^0([0, T], \Xi)$ such that we have the following: $\exists \gamma_{u,x_0} \in ]0, \infty[$ and $\exists k_{u,x_0} \in \mathbb{N} \setminus \{0\}$ such that $\forall \gamma \in [\gamma_{u,x_0}, \infty[$ and $\forall k \in \lbrack k_{u,x_0}, \infty\rbrack$ we have

$$\sup_{f_{T;\gamma} \in S_{T;\gamma}} \left\| \left( \Phi(u \circ f_{T;\gamma}, x_0) \circ f_{T;\gamma}^{-1} \circ \tau_k T \right) \right\| [0,T] - \alpha_u: \Phi: x_0 \leq 1,$$  \hspace{1cm} (13)

so that $\forall \gamma \in [\gamma_{u,x_0}, \infty[$ we get

$$\sup_{f_{T;\gamma} \in S_{T;\gamma}} \left\| \left( \Phi(u \circ f_{T;\gamma}, x_0) \right) \right\| k_{u,x_0} \gamma T, \infty \rbrack || \leq 1 + \| \alpha_u: \Phi: x_0 \|.$$  \hspace{1cm} (14)

The proposition follows from Equation (14) along with the fact that $\Phi(u \circ f_{T;\gamma}, x_0)$ is continuous. \hfill \Box

6.1. Inference ($\mathcal{I}$)

Definition 6.1. We say that $\Phi$ is step convergent if $\forall (u_0, x_0) \in \mathbb{R}^n \times \Xi$ the following holds. Define $u_0 \in C^0(\mathbb{R}_+, \mathbb{R}^n)$ by $u_0(t) = u_0, \forall t \in \mathbb{R}_+$. Then, there exists $\ell \in \Xi$ such that $\lim_{t \to \infty} \left[ \Phi(u_0, x_0) \right](t) = \ell$.

Proposition 6.2. Let $u_0 \in \mathbb{R}^n$ and $x_0 \in \Xi$. Define $u_0 \in \Omega_{T=1}$ by $u_0(t) = u_0, \forall t \in \mathbb{R}_+$ (observe that the function $u_0$ can be considered 1-periodic). If the operator $\Phi$ is confluent with respect to $(u_0, x_0, S)$ then there exists $\ell \in \Xi$ such that $\lim_{t \to \infty} \left[ \Phi(u_0, x_0) \right](t) = \ell$. Moreover, $\forall t \in [0, 1], \alpha_{u_0: \Phi: x_0}(t) = \ell$.

Proof. From Definition 5.1 we can find a function $\alpha_{u_0: \Phi: x_0} \in C^0([0, 1], \Xi)$ such that the following holds: $\forall \epsilon > 0, \exists \gamma_{\epsilon} \in [0, \infty[$ and $\exists k_{\epsilon} \in \mathbb{N} \setminus \{0\}$ such that $\forall \gamma \geq \gamma_{\epsilon}$ and $\forall k \geq k_{\epsilon}$ we have

$$\left\| \left( \Phi(u_0, x_0) \circ s_{\epsilon} \circ \tau_k \right) \right\| [0,1] - \alpha_{u_0: \Phi: x_0} \leq \epsilon.$$  \hspace{1cm} (15)

Owing to the continuity of $\Phi(u_0, x_0)$ and $\alpha_{u_0: \Phi: x_0}$, Equation (15) implies that

$$\left[ \Phi(u_0, x_0) \right](\gamma_{\epsilon} k_{\epsilon}) - \alpha_{u_0: \Phi: x_0}(0) \leq \epsilon, \forall \gamma \geq \gamma_{\epsilon},$$  \hspace{1cm} (16)

which ends the proof by taking $\ell = \alpha_{u_0: \Phi: x_0}(0)$. The last part of the assertion follows from taking $t$ as argument in Equation (15). \hfill \Box

Proposition 6.2 says that a confluent operator is also step convergent. Thus confluence leads to Inference ($\mathcal{I}$).
6.2. Inference (I1)

In what follows we analyze the relationship between confluence and Inference (I1). To this end we first prove that the hysteresis loop is a closed curve (Proposition 6.3). This fact will allow us to construct a rate-independent operator that approximates the operator $\Phi$ in steady state when the input is periodic and varies slowly (Proposition 6.4 and Theorem 6.1).

**Proposition 6.3.** Let $T \in ]0, \infty[$, $u \in \Omega_T$ and $x_0 \in \Xi$. Suppose that the operator $\Phi$ is confluent with respect to $(u, x_0, S)$. Then $\alpha_{u;\Phi;x_0}(0) = \alpha_{u;\Phi;x_0}(T)$.

**Proof.** Let $\epsilon \in ]0, \infty[$. Then there exist $\gamma_\epsilon \in ]0, \infty[$ and $k_\epsilon \in \mathbb{N}$ such that $\forall \gamma \in [\gamma_\epsilon, \infty]$ and $\forall k \in [k_\epsilon, \infty[$ we have

$$\left\| \left( \Phi(u \circ s_\gamma, x_0) \circ s_{\frac{1}{\gamma}} \circ \tau_{kT} \right) \right\|_{[0,T]} - \alpha_{u;\Phi;x_0} \leq \epsilon.$$

(17)

Define $\eta_\epsilon = \lceil \max(\gamma_\epsilon, k_\epsilon) \rceil$ where $\lceil \cdot \rceil$ refers to the ceiling function. Let $k \in [\eta_\epsilon, \infty[$, then (17) gives

$$\left\| \left( \Phi(u \circ s_k, x_0) \circ s_{\frac{1}{k}} \circ \tau_{kT} \right) \right\|_{[0,T]} - \alpha_{u;\Phi;x_0} \leq \epsilon,$$

(18)

$$\left\| \left( \Phi(u \circ s_{k+1}, x_0) \circ s_{\frac{1}{k+1}} \circ \tau_{kT} \right) \right\|_{[0,T]} - \alpha_{u;\Phi;x_0} \leq \epsilon.$$  

(19)

Equation (18) gives $\left\| \Phi(u \circ s_k, x_0) \right\|_{(k^2T)} - \alpha_{u;\Phi;x_0}(0) \leq \epsilon$ which implies that the sequence $s_1 = \{ \Phi(u \circ s_k, x_0) \}_{k \in \mathbb{N}, \{0\}}$ converges in $\Xi$ to $\alpha_{u;\Phi;x_0}(0)$.

Equation (19) provides $\left\| \Phi(u \circ s_{k+1}, x_0) \right\|_{((k+1)^2T)} - \alpha_{u;\Phi;x_0}(T) \leq \epsilon$ which implies that the sequence $s_2 = \{ \Phi(u \circ s_{k+1}, x_0) \}_{k \in \mathbb{N}}$ converges in $\Xi$ to $\alpha_{u;\Phi;x_0}(T)$.

The proposition follows from that fact that $s_1 = s_2$. 

Proposition 6.3 says that the hysteresis loop $Q_{u;\Phi;x_0}$ is a closed curve.

**Definition 6.2.** Let $\mathcal{U} \subset C^0(\mathbb{R}_+, \mathbb{R}^n)$, $\mathcal{W}$ a set of homeomorphisms of $\mathbb{R}_+$, and $\mathcal{X} \subset \Xi$. We say that $\Phi$ is $(\mathcal{U}, \mathcal{W}, \mathcal{X})$–rate independent if $\forall u \in \mathcal{U}, \forall f \in \mathcal{W}, \forall x_0 \in \mathcal{X}$ we have $\Phi(u \circ f, x_0) = \Phi(u, x_0) \circ f$.

Observe that if $\Phi$ is $(\mathcal{U}, \mathcal{W}, \mathcal{X})$–rate independent then $\mathcal{H}$ is also $(\mathcal{U}, \mathcal{W}, \mathcal{X})$–rate independent.

**Theorem 6.1.** The statements (a) and (b) are equivalent.
(a) The operator $\Phi$ is confluent with respect to $(u, x_0, S)$ for all $(u, x_0) \in \Omega \times \Xi$.

(b) There exist unique operators $\Phi^\circ : \Omega \times \Xi \to \Omega$ and $\Phi^\dagger : \Omega \times \Xi \to C^0(\mathbb{R}_+, \Xi)$ such that (i)–(iii) hold.

(i) $\Phi = \Phi^\circ + \Phi^\dagger$.

(ii) $\forall T \in ]0, \infty[\;\Phi^\circ$ is $(\Omega_T, \bigcup_{\gamma \in ]0, \infty[} \mathcal{S}_{T, \gamma}, \Xi)$–rate independent.

(iii) Let $T \in ]0, \infty[\;\text{be arbitrary. For all } u \in \Omega_T\text{ and all } x_0 \in \Xi\text{ we have}$

(iii-1) $\Phi^\circ(u, x_0)$ is $T$–periodic.

(iii-2) \[ \lim_{(k, \gamma) \to \infty} \left( \sup_{f_{T, \gamma} \in \mathcal{S}_{T, \gamma}} \| \Phi^\dagger(u \circ f_{T, \gamma}, x_0)\|_{[k, \gamma T, \infty]} \right) = 0. \]

Proof. (a) $\Rightarrow$ (b).

Existence. Define the operator $\Phi^\circ : \Omega \times \Xi \to \Omega$ by

\[ [\Phi^\circ(u, x_0)](t + kT) = \alpha_{u_0; x_0}(t), \forall t \in [0, T], \forall k \in \mathbb{N}, \]

where $T \in ]0, \infty[, u \in \Omega_T$, and $x_0 \in \Xi$.

Defining $\Phi^\dagger = \Phi - \Phi^\circ$ gives (i). Then (iii-1) follows by construction of $\Phi^\circ$. To prove (ii) we proceed as follows.

Let $\lambda \in ]0, \infty[\;\text{and } f_{T, \lambda} \in \mathcal{S}_{T, \lambda}$ be given, then from Equation (5) we get

\[ \lim_{(k, \gamma) \to \infty} \| \Phi(u \circ f_{T, \lambda} \circ s_\lambda, x_0) \circ s_\lambda \circ f_{T, \lambda}^{-1} \circ \tau_{kT} \|_{[0, T]} - \alpha_{u_0; x_0} = 0. \]  

(20)

On the other hand, $u \circ f_{T, \lambda} \in \Omega_{\lambda T}$ so that

\[ \lim_{(k, \gamma) \to \infty} \| \Phi(u \circ f_{T, \lambda} \circ s_{\gamma'}, x_0) \circ s_{\gamma'} \circ \tau_{-kT} \|_{[0, \lambda T]} - \alpha_{u_0; f_{T, \lambda}; x_0} = 0. \]  

(21)

Observe that $(f_{T, \lambda}^{-1} \circ \tau_{kT})_{[0, T]} = (\tau_{k \cdot \lambda T} \circ f_{T, \lambda}^{-1})_{[0, T]}$. Taking $\gamma' = \gamma / \lambda$ and combining Equations (20) and (21) it comes that $\alpha_{u_0; f_{T, \lambda}; x_0} = \alpha_{u_0; x_0}$ which gives (ii).

To get (iii-2) write $\Phi = \Phi^\circ + \Phi^\dagger$ in Equation (5), then using (ii) and (iii-1) it comes that

\[ \lim_{(k, \gamma) \to \infty} \left( \sup_{f_{T, \gamma} \in \mathcal{S}_{T, \gamma}} \| \Phi^\dagger(u \circ f_{T, \gamma}, x_0) \circ f_{T, \gamma}^{-1} \circ \tau_{kT} \|_{[0, T]} \right) = 0. \]  

(22)
Take \( \epsilon \in ]0, \infty[ \), then \( \exists k_\epsilon \in \mathbb{N}, \exists \gamma_\epsilon \in ]0, \infty[ \) such that \( \forall k \in [k_\epsilon, \infty[ , \forall \gamma \in [\gamma_\epsilon, \infty[ \) we have

\[
\sup_{f_{T,\gamma} \in S_{T,\gamma}} \| (\Phi^\dagger(u \circ f_{T,\gamma}, x_0) \circ f_{T,\gamma}^{-1} \circ \tau_{kT}) \|_{[0,T]} \leq \epsilon,
\]

so that

\[
\sup_{f_{T,\gamma} \in S_{T,\gamma}} \| (\Phi^\dagger(u \circ f_{T,\gamma}, x_0) \circ f_{T,\gamma}^{-1}) \|_{[k_\epsilon,T,\infty[} \leq \epsilon.
\]

Then (iii-2) comes from the fact that \( f_{T,\gamma}^{-1}(k_\epsilon T) = k_\epsilon \gamma T \).

**Uniqueness.** Suppose that (i)-(iii) hold. Then (iii-2) \( \iff \) (24) \( \iff \) (23) \( \iff \) (22). Using (i) we obtain \( \Phi^\dagger = \Phi - \Phi^\circ \) so that substituting into (22) and using (ii)-(iii-1) we get

\[
\lim_{(k,\gamma) \to \infty} \left( \sup_{f_{T,\gamma} \in S_{T,\gamma}} \| (\Phi(u \circ f_{T,\gamma}, x_0) \circ f_{T,\gamma}^{-1} \circ \tau_{kT}) \|_{[0,T]} - \Phi^\circ(u, x_0) \| \right) = 0
\]

which shows that we have necessarily \( [\Phi^\circ(u, x_0)](t) = \alpha_{u,\Phi;x_0}(t), \forall t \in [0,T] \).

(b) \( \Rightarrow \) (a).

The proof is similar to that of uniqueness in (a) \( \Rightarrow \) (b).

Theorem 6.1 (iii-2) says that far from the transient, that is for \( t \geq k \cdot \gamma T \) with a large \( k \), the term \( \Phi^\dagger \) becomes small when the input \( u \circ f_{T,\gamma} \) varies slowly, which happens for a large \( \gamma \). In this situation, (i) says that \( \Phi \) can be approximated by \( \Phi^\circ \) which is a rate-independent operator by (ii). This is precisely Inference (I1).

We call canonical decomposition the equality (i) that gives the operator \( \Phi \) as the sum of a rate-independent operator \( \Phi^\circ \) and an operator \( \Phi^\dagger \) that vanishes in steady state for slowly varying inputs. The operator \( \Phi^\circ \) is called the rate-independent component of \( \Phi \), and \( \Phi^\dagger \) the nonhysteretic component of \( \Phi \).

**Proposition 6.4.** Suppose that the operator \( \Phi \) is confluent with respect to \( (u, x_0, S) \) for all \( (u, x_0) \in \Omega \times \Xi \). Let \( u_0 \in \mathbb{R}^n \). Define \( u_0 \in \Omega \) by \( u_0(t) = u_0, \forall t \in \mathbb{R}_+ \). Then \( \forall t \in \mathbb{R}_+ \) we have \( [\Phi^\circ(u_0, x_0)](t) = [\Phi^\circ(u_0, x_0)](0) \).

**Proof.** The result is a direct consequence of Proposition 6.2.

\( \square \)
6.3. Inference ($I_2$)

We now explore the relationship between confluence and Inference ($I_2$). Let $T \in ]0, \infty[, \ u \in \Omega_T$ and $x_0 \in \Xi$. For any $k \in \mathbb{N}$, any $\gamma \in ]0, \infty[$, and any $f_{T;\gamma} \in \mathbb{S}_{T;\gamma}$ define the set

$$A_{k;\gamma} = \{(u \circ f_{T;\gamma}(t), [\Phi(u \circ f_{T;\gamma}, x_0)](t), t \in [k\gamma T, (k+1)\gamma T]\}.$$  \hspace{1cm} (26)

Observe that $u \circ f_{T;\gamma}$ is $\gamma T$–periodic (see Figure 3). Figure 4 provides the set $A_{k;\gamma}$ that corresponds to Figure 3.

Figure 3: Example of $u \circ f_{T;\gamma}(t)$ and $[\Phi(u \circ f_{T;\gamma}, x_0)](t)$ for $t \in [k\gamma T, (k+1)\gamma T]$ (solid).

Figure 4: The set $A_{k;\gamma}$ (solid) that corresponds to Figure 3.
Note that \( A_{k;\gamma} \) and \( \{u;\Phi;0\} \) are compact subsets of \( \mathbb{R}^n \times \Xi \) which is a Banach space with respect to the norm \( |(a,b)| = \max(|a|, |b|) \). The Hausdorff distance \( h \) between these two sets is

\[
h(A_{k;\gamma}, \{u;\Phi;0\}) = \max \left\{ \sup_{\eta_1 \in A_{k;\gamma}} \left( \inf_{\eta_2 \in \{u;\Phi;0\}} |\eta_1 - \eta_2| \right) , \sup_{\eta_2 \in \{u;\Phi;0\}} \left( \inf_{\eta_1 \in A_{k;\gamma}} |\eta_1 - \eta_2| \right) \right\}. \tag{27}
\]

**Proposition 6.5.** If the operator \( \Phi \) is confluent with respect to \((u, x_0, S)\) then

\[
\lim_{(k;\gamma) \to \infty} \left( \sup_{f_{T;\gamma} \in S_{T;\gamma}} h(A_{k;\gamma}, \{u;\Phi;0\}) \right) = 0. \tag{28}
\]

**Proof.** Observe that

\[
A_{k;\gamma} = \{(u(t), \Phi(u \circ f_{T;\gamma}, x_0) \circ f_{T;\gamma}^{-1} \circ \tau_k(t)), t \in [0, T]\}. \tag{29}
\]

In Equation (27) we have for any \( \eta_1 \in A_{k;\gamma} \)

\[
\inf_{\eta_2 \in \{u;\Phi;0\}} |\eta_1 - \eta_2| = \inf_{t_2 \in [0, T]} \left| (u(t_1), \Phi(u \circ f_{T;\gamma}, x_0) \circ f_{T;\gamma}^{-1} \circ \tau_k(t_1)) - (u(t_2), \alpha_{u;\Phi;0}(t_2)) \right|
\]

\[
\leq \left| (u(t_1), \Phi(u \circ f_{T;\gamma}, x_0) \circ f_{T;\gamma}^{-1} \circ \tau_k(t_1))) - (u(t_1), \alpha_{u;\Phi;0}(t_1)) \right|
\]

\[
= \left| \Phi(u \circ f_{T;\gamma}, x_0) \circ f_{T;\gamma}^{-1} \circ \tau_k(t_1) - \alpha_{u;\Phi;0}(t_1) \right|
\]

for some \( t_1 \in [0, T] \), so that

\[
\sup_{\eta_1 \in A_{k;\gamma}} \left( \inf_{\eta_2 \in \{u;\Phi;0\}} |\eta_1 - \eta_2| \right) \leq \sup_{t_1 \in [0, T]} \left| \Phi(u \circ f_{T;\gamma}, x_0) \circ f_{T;\gamma}^{-1} \circ \tau_k(t_1) - \alpha_{u;\Phi;0}(t_1) \right|
\]

\[
= \left| (\Phi(u \circ f_{T;\gamma}, x_0) \circ f_{T;\gamma}^{-1} \circ \tau_k(t_1)) \right| - \alpha_{u;\Phi;0} \right| \right|. \tag{30}
\]

For the term \( \sup_{\eta_2 \in \{u;\Phi;0\}} \left( \inf_{\eta_1 \in A_{k;\gamma}} |\eta_1 - \eta_2| \right) \), a similar inequality is obtained. Thus

\[
h(A_{k;\gamma}, \{u;\Phi;0\}) \leq \left| (\Phi(u \circ f_{T;\gamma}, x_0) \circ f_{T;\gamma}^{-1} \circ \tau_k(t_1)) \right| - \alpha_{u;\Phi;0} \right| \right|, \tag{30}
\]

which ends the proof by using Equation (5).

When the operator \( \Phi \) is confluent with respect to \((u, x_0, S)\), Proposition 6.5 says the following: when the input \( u \circ f_{T;\gamma} \) varies slowly -which happens for large \( \gamma \)- the graph
output-versus-input \( \{(u \circ f_{T;\gamma}, \Phi(u \circ f_{T;\gamma}, x_0)\} \) becomes closer and closer in steady state— that is for \( t \geq k \cdot \gamma T \) with a large \( k \)- to the hysteresis loop \( Q_{u;\Phi;x_0} \), see Figure 5. This is precisely Inference (I2).

Figure 5: Convergence to \( Q_{u;\Phi;x_0} \) of the sets \( A_{k;\gamma_i} \) indicated by the arrows \( (k_i, \gamma_i) \) with \( k_3 > k_2 > k_1 \) and \( \gamma_3 > \gamma_2 > \gamma_1 \).

6.4. Inference (I3)

Equation (6) shows that the parametrization of the hysteresis loop comes from the convergence process of Definition 5.1. This is Inference (I3).

7. Modeling rate-dependent hysteresis

In this section we propose a way to construct some models of rate-dependent hysteresis given a model of a rate-independent one. The flowchart of the model that we propose for the description of the rate-dependent hysteresis is given in Figure 6, which reads

\[
\begin{align*}
    w_1 &= \mathcal{H}_1(u, \xi_1), \\
    w_2 &= \mathcal{H}_2(u, \xi_2), \\
    v &= w_1 + w_2, \\
    z &= \mathcal{L}(v, \xi_3), \\
    y &= f \circ z, \\
    y &= \mathcal{H}_3(v, \xi_3), \\
    y &= \mathcal{H}(u, x_0) \text{ where } x_0 = (\xi_1, \xi_2, \xi_3).
\end{align*}
\]
We describe next the different components of the model.

7.1. The rate-independent component $H_1$

Note that if $f_{1;1} \in I_{1;1}$ then $f_{1;1}^{-1} \in I_{1;1}$. Define the set
\[ S = \{ f_{1;1} \in I_{1;1} \mid f_{1;1}, f_{1;1}^{-1} \in W^{1,\infty}(\mathbb{R}_+, \mathbb{R}_+) \}. \]

For any $d \in [1, \infty]$ and any $T, \gamma \in ]0, \infty[$ define the set
\[ S_{T;\gamma;d}^* = \{ f_{T;\gamma} = f_{T;1} \circ s_\gamma, \text{ where } f_{T;1} = s_\gamma^{-1} \circ f_{1;1} \circ s_T \mid f_{1;1} \in S, \| \hat{f}_{1;1} \| \leq d \text{ and } \| f_{1;1}^{-1} \| \leq d \}. \]

Note that $\text{Id} \in S_{1;1;d}^*$, $\| \hat{f}_{T;1} \| \leq d$, and $\| \hat{f}_{1;1}^{-1} \| \leq d$.

Define also the set
\[ S_{T;d}^* = \bigcup_{\gamma \in ]0, \infty[} S_{T;\gamma;d}^*. \]

Let $\Xi_1$ be a set of initial conditions and $\mathcal{U} \subset C^0(\mathbb{R}_+, \mathbb{R}^m)$ be such that $\forall T \in ]0, \infty[$, $\forall u \in \mathcal{U} \cap \Omega_T$, we have $u \circ S_{T;d}^* \subset \mathcal{U}$. We assume that the operator $H_1 : \mathcal{U} \times \Xi_1 \to W^{1,\infty}(\mathbb{R}_+, \mathbb{R}^m)$ satisfies (i)-(ii).

(i) $H_1$ is $(\{u\}, S_{T;d}^*, \Xi_1)$-rate independent for any $(T, u) \in ]0, \infty[ \times \mathcal{U} \cap \Omega_T$.

(ii) $H_1$ is confluent with respect to $(u, \xi_1, S_{1;1;d}^*)$ for any $(u, \xi_1) \in \mathcal{U} \cap \Omega \times \Xi_1$. 

Figure 6: Flowchart of the proposed model.
7.2. The component \( \mathcal{H}_2 \)

Let \( \Xi_2 \) be a set of initial conditions. We assume that the operator \( \mathcal{H}_2 : \mathcal{U} \times \Xi_2 \to L^\infty(\mathbb{R}_+, \mathbb{R}^m) \) satisfies (i)-(ii).

(i) \( \forall (T, u, \xi_2) \in [0, \infty[ \times \mathcal{U} \cap \Omega_T \times \Xi_2, \exists c_{u,\xi_2} \in \mathbb{R}_+, \exists \gamma_{u,\xi_2} \in ]0, \infty[ \) such that \( \forall \gamma \in [\gamma_{u,\xi_2}, \infty[ \) we have
\[
\sup_{f_T, \gamma \in S_{T, \gamma}} ||\mathcal{H}_2(u \circ f_T, \xi_2)|| \leq c_{u,\xi_2}. \tag{39}
\]

(ii) For any \( T \in ]0, \infty[ \) define the function \( h : \mathcal{U} \cap \Omega_T \times \Xi_2 \times \mathbb{N} \times ]0, \infty[ \to \mathbb{R}_+ \cup \{\infty\} \) by
\[
h(u, \xi_2, k, \gamma) = \sup_{f_T, \gamma \in S_{T, \gamma}} ||\mathcal{H}_2(u \circ f_T, \xi_2)||_{[k\gamma_T, \infty[}. \tag{40}
\]

Then,
\[
\lim_{(k, \gamma) \to \infty} h(u, \xi_2, k, \gamma) = 0, \forall (u, \xi_2) \in \mathcal{U} \cap \Omega_T \times \Xi_2. \tag{40}
\]

Proposition 7.1. Let \( u_0 \in \mathbb{R}^n \). Define \( u_0 : \mathbb{R}_+ \to \mathbb{R}^n \) by \( u_0(t) = u_0, \forall t \in \mathbb{R}_+ \). If \( u_0 \in \mathcal{U} \) then \( \forall \xi_2 \in \Xi_2 \) we have \( \lim_{t \to \infty} [\mathcal{H}_2(u_0, \xi_2)](t) = 0 \).

Proof. Immediate from (40). \qed

Owing to Proposition 7.1 we call \( \mathcal{H}_2 \) the capacitor since in electrical circuits a constant voltage gives rise to a decaying current in a capacitor.

7.3. The Wiener component \( \mathcal{H}_3 \)

The Wiener component is given by the composition of a possibly nonlinear function \( f \) and a linear system \( \mathcal{L} \) as follows (see for instance Ref. [19]):
\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bv(t), \tag{41} \\
z(t) &= Cx(t), \tag{42} \\
x(0) &= \xi_3 \in \mathbb{R}^p, \tag{43} \\
y(t) &= f(z(t)), \tag{44}
\end{align*}
\]

where \( t \in \mathbb{R}_+ \), \( A \in \mathbb{R}^{p \times p} \) is stable, \( \dot{x} \frac{dx}{dt} B \in \mathbb{R}^{p \times m} \), \( C \in \mathbb{R}^{r \times p} \) where \( r, p \in \mathbb{N} \setminus \{0\} \). Observe that \( v \in L^\infty(\mathbb{R}_+, \mathbb{R}^m) \) so that \( x \in W^{1,\infty}(\mathbb{R}_+, \mathbb{R}^p) \) and \( z \in W^{1,\infty}(\mathbb{R}_+, \mathbb{R}^r) \). The function \( f : \mathbb{R}^r \to \mathbb{R}^q \) where \( q \in \mathbb{N} \setminus \{0\} \) is assumed to be continuous so that \( y \in L^\infty(\mathbb{R}_+, \mathbb{R}^q) \cap C^0(\mathbb{R}_+, \mathbb{R}^q) \).
We have \( \mathcal{L} : L^\infty(\mathbb{R}_+, \mathbb{R}^m) \times \mathbb{R}^p \to L^\infty(\mathbb{R}_+, \mathbb{R}^r) \cap C^0(\mathbb{R}_+, \mathbb{R}^r) \) and \( \mathcal{H}_3 : L^\infty(\mathbb{R}_+, \mathbb{R}^m) \times \mathbb{R}^p \to L^\infty(\mathbb{R}_+, \mathbb{R}^q) \cap C^0(\mathbb{R}_+, \mathbb{R}^q) \).

Equation (41) is satisfied for almost all \( t \in \mathbb{R}_+ \) whilst Equations (42) and (44) are satisfied for all \( t \in \mathbb{R}_+ \).

Note that since the matrix \( A \) is stable, it is invertible. The static gain of the linear subsystem (41)-(42) is given by the matrix \( G = -CA^{-1}B \), [2, p. 60].

7.4. The operator \( \mathcal{H} \)

Denote \( \Xi = \Xi_1 \times \Xi_2 \times \mathbb{R}^p \). Then \( \mathcal{H} : \mathcal{U} \times \Xi \to L^\infty(\mathbb{R}_+, \mathbb{R}^q) \cap C^0(\mathbb{R}_+, \mathbb{R}^q) \) with \( y = \mathcal{H}(u, x_0) \).

7.5. Confluence of the operator \( \mathcal{H} \)

Theorem 7.1 is the main result of Section 7. This theorem says that the hysteresis loop of the overall model \( \mathcal{H} \) can be calculated from the hysteresis loop of its rate-independent component \( \mathcal{H}_1 \).

An example of the application of this theorem is provided in Section 7.6 where the rate-independent component \( \mathcal{H}_1 \) is the Dahl model.

**Theorem 7.1.** \( \forall(u, x_0) \in \mathcal{U} \cap \Omega \times \Xi \) we have

(i) \( \mathcal{H} \) is confluent with respect to \( (u, x_0, \mathcal{S}_{1,1}^*; d) \).

(ii) \( \alpha_{u; \mathcal{H}; x_0} = f \circ (G\alpha_{u; \mathcal{H}_1; \xi_1}) \).

**Proof.** See Appendix B.

Observe that Theorem 7.1 (ii) relates the canonical decompositions of \( \mathcal{H} \) and \( \mathcal{H}_1 \) as \( \mathcal{H} = f \circ (G\mathcal{H}_1^0) \).

7.6. Numerical example

Our aim in this section is to illustrate the concepts introduced in this paper using a numerical example.

Consider the rate-independent component \( \mathcal{H}_1(u, \xi_1) = w_1 \) given by the Dahl model for dry friction [15, Equations (10)-(11)]:

\[
\dot{w}_1(t) = \dot{u}(t) - |\dot{u}(t)|w_1(t), \quad \text{for almost all } t \in \mathbb{R}_+, \quad (45)
\]

\[
w_1(0) = \xi_1, \quad (46)
\]

where \( u \in W^{1;\infty}(\mathbb{R}_+, \mathbb{R}), \xi_1 \in [-1, 1], \) and \( n = m = 1 \). Then \( w_1 \in W^{1;\infty}(\mathbb{R}_+, \mathbb{R}) \) (see the proof of [17, Theorem 1]) so that \( \mathcal{H}_1 : W^{1;\infty}(\mathbb{R}_+, \mathbb{R}) \times [-1, 1] \to W^{1;\infty}(\mathbb{R}_+, \mathbb{R}) \).

Take \( d = 10 \) (\( d \) is defined at the beginning of Section 7.1).
Proposition 7.2. \( \mathcal{H}_1 \) is \( (W^{1,\infty}(\mathbb{R}_+,\mathbb{R}),S^*_{1;1,d};[-1,1]) \)-rate independent.

Proof. Let \( g \in S^*_{1;1,d} \). Define \( w_g \in W^{1,\infty}(\mathbb{R}_+;\mathbb{R}) \) as the solution of

\[
\dot{w}_g(t) = \dot{u} \circ g(t) - |\dot{u} \circ g(t)|w_g(t), \quad \text{for almost all } t \in \mathbb{R}_+, \tag{47}
\]

\[ w_g(0) = \xi_1. \tag{48} \]

Define \( \tau = g(t) \). Then, using Proposition Appendix A.1 and the fact that \( g \) maps zero-measure sets to zero-measure sets, Equations (47)–(48) give

\[
\dot{w}_g(g^{-1}(\tau)) = \dot{g}(g^{-1}(\tau))\left(\dot{u}(\tau) - |\dot{u}(\tau)|w_g(g^{-1}(\tau))\right), \quad \text{for almost all } \tau \in \mathbb{R}_+, \tag{49}
\]

\[ w_g(g^{-1}(0)) = \xi_1. \tag{50} \]

Since \( \|g^{-1}\| \leq d \) it comes that \( \dot{g}(g^{-1}(\tau)) \) can be zero or undefined only on a set of measure zero. Thus (49)–(50) give

\[
(w_g \circ g^{-1})(\tau) = \frac{1}{\dot{g}(g^{-1}(\tau))} \dot{w}_g(g^{-1}(\tau)) = \dot{u}(\tau) - |\dot{u}(\tau)|(w_g \circ g^{-1})(\tau), \quad \text{for almost all } \tau \in \mathbb{R}_+, \tag{51}
\]

\[ (w_g \circ g^{-1})(0) = \xi_1. \tag{52} \]

Comparing (45)–(46) and (51)–(52), and taking into account that (45)–(46) has a unique solution, it comes that \( w_g \circ g^{-1} = w_1 \). Thus, \( \mathcal{H}_1(u \circ g, \xi_1) = w_g = w_1 \circ g = \mathcal{H}_1(u, \xi_1) \circ g \). \( \square \)

Take \( u \) to be the 2–periodic input of Figure 7 such that

\[ u(t) = \begin{cases} t, & t \in [0,1], \\ 2 - t, & t \in [1,2]. \end{cases} \]

Then, [20, Theorem 3, p. 47] shows that Equality (B.8) holds with

\[
\alpha_{u;\mathcal{H}_1;\xi_1}(t) = \begin{cases} 1 - \frac{2}{1 + e^{-t}}e^{-t}, & t \in [0,1], \\ -1 + \frac{2}{1 + e^{-1-t}}e^{1-t}, & t \in [1,2], \end{cases} \tag{53} \]

see also Ref. [15, Equations (30) and (33)-(34)]. Thus \( \mathcal{H}_1 \) satisfies Conditions (i) and (ii) of Section 7.1.

22
Equation (53) gives the explicit expression of the hysteresis loop $Q_{u:H_{1};\xi_{1}}$ defined by Equation (9). This loop is plotted in Figure 8.
Figure 9: Hysteresis loop $Q_{u;H;x_0}$.

Figure 10: Functions $g_i(t)$, $i = 1, \ldots, 5$. 
Figure 11: Inputs $u \circ g_i; \gamma$, $i = 1, \ldots, 5$ for $\gamma = 1$.

Consider the capacitor $\mathcal{H}_2(u) = \dot{u}$. In this case $\Xi = \emptyset$ and $\mathcal{H}_2 : W^{1,\infty}(\mathbb{R}^+, \mathbb{R}) \to L^\infty(\mathbb{R}^+, \mathbb{R})$. Using Proposition Appendix A.1 it can be checked that $\mathcal{H}_2$ satisfies Condition (i) of Section 7.2 with $\gamma_u = 1$ and $c_u = d\|\dot{u}\| = 10$. Condition (ii) of Section 7.2 is also readily checked.

The linear subsystem is given by $A = -1$, $B = 1$, $C = 1$, $r = p = 1$, that is
\[
\dot{x}(t) = -x(t) + v(t), \text{ for almost all } t \in \mathbb{R}^+,
\]
\[
x(0) = \xi_3 \in \mathbb{R},
\]
\[
z(t) = x(t).
\]

In this case the static gain is $G = 1$.

Finally, the function $f : \mathbb{R} \to \mathbb{R}$ is given by
\[
f(\zeta) = \frac{1}{4} - \left( \zeta - \frac{1}{4} \right)^2, \forall \zeta \in \mathbb{R}.
\]

Define $\Xi = [-1, 1] \times \mathbb{R}$.

Theorem 7.1 shows that the operator $\mathcal{H} : W^{1,\infty}(\mathbb{R}^+, \mathbb{R}) \times \Xi \to L^\infty(\mathbb{R}^+, \mathbb{R}) \cap C^0(\mathbb{R}^+, \mathbb{R})$ of Figure 6 is confluent with respect to $(u, x_0, S^*_1; 1; 10)$, where $x_0 = (\xi_1, \xi_3)$, and that $\alpha_{u;\mathcal{H};x_0} = f \circ \alpha_{u;\mathcal{H}_1;\xi_1}$. Using Equation (53) we obtain
\[
\alpha_{u;\mathcal{H};x_0}(t) = \begin{cases} 
\frac{1}{4} - \left( \frac{3}{4} - \frac{2}{1 + e^{-1}e^{-t}} \right)^2, & t \in [0, 1], \\
\frac{1}{4} - \left( \frac{5}{4} + \frac{2}{1 + e^{-1}e^{-1-t}} \right)^2, & t \in [1, 2]. 
\end{cases}
\]
Equation (57) provides the explicit expression of the hysteresis loop $Q_{u;H;x_0}$. This loop is plotted in Figure 9.

If the function $f$ were the identity function we would have had $Q_{u;H;x_0} = Q_{u;H;\xi_1}$. The role of a nonlinear function $f$ is to get a hysteresis loop $Q_{u;H;x_0}$ that does not have the same shape as $Q_{u;H;\xi_1}$.

To illustrate graphically Equation (8) we need to be able to compute numerically the quantity

$$\varphi_H(k, \gamma) = \sup_{f_{2,\gamma} \in S_{2;\gamma;10}} \| (H(u \circ f_{2,\gamma}, x_0) \circ f_{2,\gamma}^{-1} \circ \tau_{2k}) \|_{[0,2]} - \alpha_{u;H;x_0} \|$$

for any given $(k, \gamma) \in \mathbb{N} \times ]0, \infty[$. This, however, is not possible because the set $S_{2;\gamma;10}^*$ has an infinite number of elements. This is why we consider instead the quantity

$$\varphi'_H(k, \gamma) = \sup_{f_{2,\gamma} \in S_{\gamma}} \| (H(u \circ f_{2,\gamma}, x_0) \circ f_{2,\gamma}^{-1} \circ \tau_{2k}) \|_{[0,2]} - \alpha_{u;H;x_0} \| \leq \varphi_H(k, \gamma)$$
where $S'_\gamma \ni s_\gamma$ is a finite subset of $S^*_{2;\gamma,10}$. The set $S'_\gamma$ is constructed as follows. Consider the functions $g_i \in S^*_{1;1;10}$, $i = 1, \ldots, 5$ of Figure 10 with $g_1 = \text{Id}$. Then

$$S'_\gamma = \{g_i; \gamma = s_{\frac{1}{2}} \circ g_i \circ s_{2;\gamma}, i = 1, \ldots, 5\}.$$  

The inputs $u \circ g_{i;1}, i = 1, \ldots, 5$ are given in Figure 11.

From Equation (B.21) it comes that the function $\bar{y}_{i;\gamma} = \mathcal{H}(u \circ g_{i;\gamma}, x_0) \circ g_i^{-1}$ is given by

$$\bar{y}_{i;\gamma}(t) = f\left(\exp\left(-g_i^{-1}(t)\right)\xi_3 + \int_0^t \exp\left(g_i^{-1}(\tau) - g_i^{-1}(t)\right)\dot{g}_i^{-1}(\tau)(w_1(\tau) + \bar{w}_{2;\gamma}(\tau)) \, d\tau\right),$$

where $w_1$ is the solution of (45)–(46) and

$$\bar{w}_{2;\gamma}(\tau) = \dot{u} \circ g_i^{-1}(g_i^{-1}(\tau)) = \frac{1}{\gamma} \dot{g}_i \left(\frac{\tau}{2}\right) \dot{u}(\tau).$$

Figure 13: Black, Sets $A_{k;\gamma}, i = 1, \ldots, 5$. Grey, Hysteresis loop $Q_{u;H;x_0}$. 

(a) $\gamma = 1, k = 0.$ 

(b) $\gamma = 10, k = 3.$
Figure 12 gives the functions \((\bar{y}_{i;\gamma} \circ \tau_{2k})|_{[0,2]}, i = 1, \ldots, 5\) and \(\alpha_{u;H;x_0}\). It can be seen that, as \(\gamma\) and \(k\) increase, \((\bar{y}_{i;\gamma} \circ \tau_{2k})|_{[0,2]}, i = 1, \ldots, 5\) converge to \(\alpha_{u;H;x_0}\) as predicted by Theorem 7.1.

Figure 13 shows the convergence of the sets \(A_{k;\gamma}, i = 1, \ldots, 5\) to the hysteresis loop \(Q_{u;H;x_0}\). Figure 14 gives the function \(\wp'_H\). It can be seen that, as \(\gamma\) and \(k\) increase, \(\wp'_H(k,\gamma)\) goes to zero owing to the confluence of the operator \(H\).

8. Conclusion

By ‘continuous hysteresis’ we mean that a continuous input leads to a continuous output and a continuous hysteresis loop. For this class of processes we have achieved the goals we have set: using a general enough frame, and with a single premise we have obtained analytically the set of inferences \(\{(\mathcal{I}1), (\mathcal{I}2), (\mathcal{I}3), (\mathcal{I}4)\}\) through the concept of confluence. We have also applied this concept to elaborate a model that produces rate-dependent hysteresis systems from rate-independent ones.

Appendix A.

Proposition Appendix A.1. Let \(n \in \mathbb{N} \setminus \{0\}, u \in W^{1,\infty}(\mathbb{R}_+, \mathbb{R}^n)\) and \(f\) a homeomorphism of \(\mathbb{R}_+\) such that \(f, f^{-1} \in W^{1,\infty}(\mathbb{R}_+, \mathbb{R})\). Then \(u \circ f \in W^{1,\infty}(\mathbb{R}_+, \mathbb{R}^n)\) and \(\hat{u} \circ f(t) = \hat{f}(t)\hat{u}(f(t))\) for almost all \(t \in \mathbb{R}_+\) where \(\hat{f}(t)\hat{u}(f(t))\) is interpreted to be zero whenever \(\hat{f}(t) = 0\) (even if \(u\) is not differentiable at \(f(t)\)).

Proof. Take \(n = 1\), then Ref. [24, Exercise 3.51] shows that \(u \circ f\) is locally absolutely continuous whilst Ref. [24, Corollary 3.50] shows that the chain rule holds. The function
\[ \dot{u} \circ f \text{ is measurable since } \dot{u} \text{ is measurable and } f^{-1} \text{ maps measurable sets into measurable sets [24, p. 83]. To show that } \| \dot{u} \circ f \| < \infty \text{ we proceed as follows. Define } A = \{ t \in \mathbb{R}_+ \mid |\dot{u}(t)| > \|\dot{u}\| \}, \text{ then } \mu(A) = 0. \text{ Since } f^{-1} \text{ is absolutely continuous it follows that } \\
\mu(f^{-1}(A)) = 0 \text{ with } f^{-1}(A) = \{ t \in \mathbb{R}_+ \mid (\dot{u} \circ f)(t) > \|\dot{u}\| \}. \text{ This fact shows that } \| \dot{u} \circ f \| \leq \|\dot{u}\| < \infty. \text{ Define } B = \{ t \in \mathbb{R}_+ \mid |\dot{f}(t)| > \|\dot{f}\| \}, \text{ then } \\
C = \{ t \in \mathbb{R}_+ \mid |(\dot{u} \circ f)(t)| > \|\dot{u} \circ f\| \} \text{ and } D = \{ t \in \mathbb{R}_+ \mid |(\dot{u} \circ f)(t)| > \|\dot{f}\| \cdot \|\dot{u} \circ f\| \}. \text{ This fact shows that } u \circ f \text{ is absolutely continuous on } \mathbb{R}_+. \text{ The case } n > 1 \text{ follows similarly.} \]

\[ \square \]

\begin{appendix}
\section{Proof of Theorem 7.1}

\textit{Proof.} Let \((T, u, x_0) \in ]0, \infty[ \times \mathcal{U} \cap \Omega_T \times \Xi. \text{ For any } \gamma \in ]0, \infty[ \text{ let } f_{T;\gamma} \in S^*_T;_{\gamma,d}. \text{ Define}

\begin{align*}
  w_{1;\gamma} &= \mathcal{H}_1(u \circ f_{T;\gamma}, \xi_1), \bar{w}_{1;\gamma} = w_{1;\gamma} \circ f_{T;\gamma}^{-1}, \quad (B.1) \\
  w_{2;\gamma} &= \mathcal{H}_2(u \circ f_{T;\gamma}, \xi_2), \bar{w}_{2;\gamma} = w_{2;\gamma} \circ f_{T;\gamma}^{-1}, \quad (B.2) \\
  v_\gamma &= w_{1;\gamma} + w_{2;\gamma}, \bar{v}_\gamma = \bar{w}_{1;\gamma} + \bar{w}_{2;\gamma}, \quad (B.3) \\
  z_\gamma &= \mathcal{L}(v_\gamma, \xi_3), \bar{z}_\gamma = z_\gamma \circ f_{T;\gamma}^{-1}, \quad (B.4) \\
  y_\gamma &= f \circ z_\gamma, \bar{y}_\gamma = y_\gamma \circ f_{T;\gamma}^{-1} = f \circ \bar{z}_\gamma, \quad (B.5) \\
  y_\gamma &= \mathcal{H}_3(v_\gamma, \xi_3), \quad (B.6) \\
  y_\gamma &= \mathcal{H}(u \circ f_{T;\gamma}, x_0) \text{ where } x_0 = (\xi_1, \xi_2, \xi_3). \quad (B.7)
\end{align*}

Given that \(\mathcal{H}_1\) is \(\{\{u\}, S^*_T;_{\gamma,d}; \Xi_1\}\)–rate independent it comes that \(\mathcal{H}_1(u \circ f_{T;\gamma}, \xi_1) \circ f_{T;\gamma}^{-1} = \mathcal{H}_1(u, \xi_1) = w_1. \) This implies that \(\bar{w}_{1;\gamma} = w_1, \forall \gamma \in ]0, \infty[.\) Also, since \(\mathcal{H}_1\) is confluent with respect to \((u, \xi_1, S^*_1;_{1,d})\) we have

\[ \lim_{k \to \infty} \| (w_1 \circ \tau_{kT}) |_{[0,T]} - \alpha_{u;\mathcal{H}_1;\xi_1} \| = 0. \quad (B.8) \]

Furthermore, Equation (40) gives

\[ \lim_{(k, \gamma) \to \infty} \left( \sup_{f_{T;\gamma} \in S^*_T;_{\gamma,d}} \| (\bar{w}_{2;\gamma} \circ \tau_{kT}) |_{[0,T]} \| \right) = 0. \quad (B.9) \]

\end{appendix}
On the other hand,

\[
\dot{x}_\gamma = Ax_\gamma + B\nu_\gamma, \quad \bar{x}_\gamma = x_\gamma \circ f_{T;\gamma}^{-1},
\]

\[
z_\gamma = Cx_\gamma, \quad \bar{z}_\gamma = C\bar{x}_\gamma, \quad x_\gamma(0) = \xi_3, \quad \bar{x}_\gamma(0) = \xi_3,
\]

so that by Proposition Appendix A.1

\[
\dot{f}_{T;\gamma}(f_{T;\gamma}^{-1}(t))\dot{x}_\gamma(t) = A\bar{x}_\gamma(t) + B\bar{\nu}_\gamma, \quad \text{for almost all } t \in \mathbb{R}_+.
\]

Since \( \|f_{T;\gamma}^{-1}\| \leq d \) it comes that \( \dot{f}_{T;\gamma}(f_{T;\gamma}^{-1}(t)) \) can be zero or undefined only on a set of measure zero. Thus

\[
\dot{x}_\gamma(t) = \frac{1}{f_{T;\gamma}(f_{T;\gamma}^{-1}(t))}(A\bar{x}_\gamma(t) + B\bar{\nu}_\gamma) = f_{T;\gamma}^{-1}(t)(A\bar{x}_\gamma(t) + B\bar{\nu}_\gamma),
\]

for almost all \( t \in \mathbb{R}_+ \),

\[
\bar{x}_\gamma(0) = \xi_3.
\]

Solving (B.15)–(B.16) we get

\[
\bar{x}_\gamma(t) = \Psi(t)\bar{x}_\gamma(0) + \Psi(t) \int_0^t \Psi^{-1}(\tau)b(\tau)d\tau, \forall t \in \mathbb{R}_+,
\]

\[
\Psi(t) = \exp\left(\int_0^t f_{T;\gamma}^{-1}(\tau)d\tau A\right) = \exp(f_{T;\gamma}^{-1}(t)A), \forall t \in \mathbb{R}_+,
\]

\[
\Psi^{-1}(\tau) = \exp(-f_{T;\gamma}^{-1}(\tau)A), \forall \tau \in \mathbb{R}_+,
\]

\[
b(\tau) = f_{T;\gamma}^{-1}(\tau)B(w_1(\tau) + \bar{w}_{2;\gamma}(\tau)), \text{ for almost all } \tau \in \mathbb{R}_+.
\]

Thus, \( \forall t \in \mathbb{R}_+ \) we have

\[
\bar{x}_\gamma(t) = \exp(f_{T;\gamma}^{-1}(t)A)\xi_3 + \int_0^t \exp\left[(f_{T;\gamma}^{-1}(t) - f_{T;\gamma}^{-1}(\tau))A\right]f_{T;\gamma}^{-1}(\tau)B(w_1(\tau) + \bar{w}_{2;\gamma}(\tau)) d\tau.
\]

(B.21)

Since \( A \) is stable, there exist \( a \in ]0, \infty[ \) and \( b \in \mathbb{N} \setminus \{0\} \) that depend solely on \( A \) such that

\[
\mathcal{N}_2(e^{\delta A}) \leq ae^{\epsilon_\delta} \max_{0 \leq j \leq b-1} \delta^j, \forall \delta \in \mathbb{R}_+,
\]

(B.22)
where \( N_2(X) \) is the largest singular value of the matrix \( X \), \( c < 0 \) is the largest real part of the eigenvalues of \( A \), and \( \delta^0/0! \) is taken to be 1, [27, Equation (2.8)].

Recall that \( w_1 = H_1(u, \xi_1) \in W^{1,\infty}(\mathbb{R}^+, \mathbb{R}^m) \) since \( H_1 : \mathcal{U} \times \Xi_1 \to W^{1,\infty}(\mathbb{R}^+, \mathbb{R}^m) \). Thus using the change of variable \( \nu = f^{-1}_{T;\gamma}(t) - f^{-1}_{T;\gamma}(\tau) \) in (B.21) we get

\[
|\bar{x}_\gamma(t)| = \left| \exp\left( f^{-1}_{T;\gamma}(t)A\right)\xi_3 + \int_0^{f^{-1}_{T;\gamma}(t)} e^{\nu A} B(w_1 + \bar{w}_{2;\gamma}) \left[ f_{T;\gamma}(f^{-1}_{T;\gamma}(t) - \nu) \right] d\nu \right|
\leq N_2 \left[ \exp\left( f^{-1}_{T;\gamma}(t)A\right) \right] |\xi_3| + \left( ||w_1|| + c_5 \xi_2 \right) N_2(B) \int_0^{\infty} N_2(e^{\nu A}) d\nu, \forall \gamma \in [\gamma_{\nu;\xi_2}, \infty[,
\]

where we have used (39). Owing to (B.22) it comes from (B.23) that

\[
|\bar{x}_\gamma(t)| \leq R, \forall \gamma \in [\gamma_{\nu;\xi_2}, \infty[, \forall t \in \mathbb{R}^+,
\]

where \( R \in \mathbb{R}^+ \) is a constant independent of \( \gamma \) and of \( f_{T;\gamma} \).

Define the following constants: \( c_3 = a N_2(B) \int_0^{\infty} \exp(\nu) \max_{0 \leq j \leq b-1} \frac{\nu^j}{j!} d\nu, c_5 = (2 + c_3) N_2(C) \), \( c_6 = N_2(G) + c_5, k^* = 1 + ||G_{\nu;H_1;\xi_1}|| \).

Since \( f \) is continuous, it is uniformly continuous on the closed ball \( \bar{B}(0_r, k^*) \) centered on the origin of coordinates \( 0_r \in \mathbb{R}^T \) with radius \( k^* \).

Take \( \epsilon \in ]0, \infty[. \) Then, \( \exists \delta_\epsilon \in ]0, 1] \) such that \( |f(x) - f(y)| \leq \epsilon, \forall x, y \in \bar{B}(0_r, k^*) \) with \( |x - y| \leq \delta_\epsilon \).

By (B.9) \( \exists k_\epsilon \in \mathbb{N} \setminus \{0\} \) and \( \exists \gamma_\epsilon \in [\gamma_{\nu;\xi_2}, \infty[ \) such that

\[
\left| (\bar{w}_{2;\gamma} \circ \tau_{kT}) \right|_{[0,T]} \leq \epsilon_1 = \frac{\delta_\epsilon}{1 + c_6}, \forall k \in \left[ k_\epsilon, \infty[\), \forall \gamma \in \left[ \gamma_\epsilon, \infty[.
\]

Define \( t_\epsilon = k_\epsilon T \). Then it comes from (B.21) that \( \forall t \in [t_\epsilon, \infty[ \) we have

\[
\bar{x}_\gamma(t) = \exp \left[ (f^{-1}_{T;\gamma}(t) - f^{-1}_{T;\gamma}(t_\epsilon))A\right] \bar{x}_\gamma(t_\epsilon)
+ \int_{t_\epsilon}^{t} \exp \left[ (f^{-1}_{T;\gamma}(t) - f^{-1}_{T;\gamma}(\tau))A\right] \int_{f^{-1}_{T;\gamma}(\tau)}^{f^{-1}_{T;\gamma}(t)} B(w_1(\tau) + \bar{w}_{2;\gamma}(\tau)) d\tau.
\]

Integrating by parts we obtain

\[
\int_{t_\epsilon}^{t} -A \exp \left[ (f^{-1}_{T;\gamma}(t) - f^{-1}_{T;\gamma}(\tau))A\right] \int_{f^{-1}_{T;\gamma}(\tau)}^{f^{-1}_{T;\gamma}(t)} Bw_1(\tau) d\tau = Bw_1(t)
- \exp \left[ (f^{-1}_{T;\gamma}(t) - f^{-1}_{T;\gamma}(t_\epsilon))A\right] Bw_1(t_\epsilon) - \int_{t_\epsilon}^{t} \exp \left[ (f^{-1}_{T;\gamma}(t) - f^{-1}_{T;\gamma}(\tau))A\right] B\bar{w}_1(\tau) d\tau.
\]
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We have

\[
\left| \int_{t_e}^{t} \exp \left[ (f_{T;\gamma}^{-1}(t) - f_{T;\gamma}^{-1}(\tau)) A \right] B \dot{w}(\tau) \, d\tau \right|
\]

\[
\leq a \| \dot{w} \| N_2(B) \int_{t_e}^{t} \exp \left[ c(f_{T;\gamma}^{-1}(t) - f_{T;\gamma}^{-1}(\tau)) \right] \max_{0 \leq j \leq b-1} \frac{\left( f_{T;\gamma}^{-1}(t) - f_{T;\gamma}^{-1}(\tau) \right)^j}{j!} \, d\tau
\]

\[
= a \| \dot{w} \| N_2(B) \int_{0}^{\tau} \frac{f_{T;\gamma}(f_{T;\gamma}^{-1}(\tau))}{\gamma} e^{c\tau} \max_{0 \leq j \leq b-1} \frac{\tau^j}{j!} \, d\tau
\]

\[
\leq \frac{1}{\gamma} a \| \dot{w} \| d N_2(B) \int_{0}^{\infty} e^{c\tau} \max_{0 \leq j \leq b-1} \frac{\tau^j}{j!} \, d\tau = \frac{c_1}{\gamma},
\]

where \( c_1 = a \| \dot{w} \| d N_2(B) \int_{0}^{\infty} e^{c\tau} \max_{0 \leq j \leq b-1} \frac{\tau^j}{j!} \, d\tau. \)

On the other hand,

\[
\left| \exp \left[ (f_{T;\gamma}^{-1}(t) - f_{T;\gamma}^{-1}(t_e)) A \right] (x(\tau) + A^{-1} B w(t_e)) \right|
\]

\[
\leq a (R + \| w \| N_2(A^{-1}B)) \max_{0 \leq j \leq b-1} \frac{\gamma^j}{j!} \max_{0 \leq j \leq b-1} \frac{\gamma^j}{j!} \gamma \left( f_{T;\gamma}^{-1}(t) - f_{T;\gamma}^{-1}(t_e) \right)^j \max_{0 \leq j \leq b-1} \frac{\gamma^j}{j!}.
\]

\[
(B.28)
\]

The only global maximum of the function \( \kappa : \mathbb{R}_+ \to \mathbb{R}_+ \) defined by \( \kappa(\sigma) = e^{c\sigma}(\gamma \sigma)^j \) is attained at \( \sigma = 0 \) for \( j = 0 \), at \( \sigma = -\frac{1}{c\gamma} \) for \( j = 1 \) and at \( \sigma = -\frac{1}{(j-1)c\gamma} \) for \( j > 1 \). It can be checked that \( \forall \gamma \geq b \) the function \( \kappa \) is strictly decreasing on the interval \( \left[ -\frac{1}{cb}, \infty \right] \) for any value of \( 0 \leq j \leq b - 1 \). Thus

\[
e^{c\sigma} \max_{0 \leq j \leq b-1} \frac{(\gamma \sigma)^j}{j!} \leq \max_{0 \leq j \leq b-1} \frac{e^{c\sigma_0}(\gamma \sigma_0)^j}{j!}, \forall \sigma \in [\sigma_0, \infty], \forall \gamma \geq b.
\]

(B.30)

Since \( \| \dot{f}_{T;1} \| \leq d \) it comes that \( \forall t \in \left[ f_{T;1}^{-1}(t_e), \infty \right], f_{T;1}(t) \leq t_e + d(t - f_{T;1}(t_e)) \). For \( t = \sigma_0 + f_{T;1}^{-1}(t_e) \) we obtain \( f_{T;1}(\sigma_0 + f_{T;1}^{-1}(t_e)) \leq t_e + d\sigma_0 \). Thus \( \forall t \in [t_e + d\sigma_0, \infty], f_{T;1}(t) \geq f_{T;1}^{-1}(t_e + d\sigma_0) \geq \sigma_0 + f_{T;1}^{-1}(t_e) \) so that \( f_{T;1}(t) - f_{T;1}^{-1}(t_e) \geq \sigma_0 \). Then Inequality (B.30) leads to

\[
\exp \left[ c_\gamma (f_{T;1}^{-1}(t) - f_{T;1}^{-1}(t_e)) \right] \max_{0 \leq j \leq b-1} \frac{\gamma (f_{T;1}^{-1}(t) - f_{T;1}^{-1}(t_e))^j}{j!} \leq \max_{0 \leq j \leq b-1} \frac{e^{c\sigma_0}(\gamma \sigma_0)^j}{j!}, \forall t \in [t_e + d\sigma_0, \infty], \forall \gamma \geq b.
\]

(B.31)
Combining Equations (B.31) and (B.29) it follows that

\[
| \exp \left[ (f_{T\gamma}^{-1}(t) - f_{T\gamma}^{-1}(t_\epsilon)) A (\tilde{x}_\gamma(t_\epsilon) + A^{-1}Bw_1(t_\epsilon)) \right] \\
\leq c_2 \max_{0 \leq j \leq b-1} \frac{e^{c\gamma_0} (\gamma_0^2)^j}{j!}, \forall t \in [t_\epsilon + d_0, \infty[ , \forall \gamma \geq b.
\]

(B.32)

Also, using the change of variable \( \nu = f_{T\gamma}^{-1}(t) - f_{T\gamma}^{-1}(\tau) \) we get

\[
\int_{t_\epsilon}^{t} \exp \left[ (f_{T\gamma}^{-1}(t) - f_{T\gamma}^{-1}(\tau)) A f_{T\gamma}^{-1}(\tau) B\tilde{w}_{2\gamma}(\tau) d\tau \\
= \int_{0}^{f_{T\gamma}^{-1}(t) - f_{T\gamma}^{-1}(t_\epsilon)} \exp(\nu A) B\tilde{w}_{2\gamma} \left[ f_{T\gamma}^{-1}(t) - \nu \right] d\nu.
\]

(B.33)

Using (B.25) it follows that

\[
\left| \int_{0}^{f_{T\gamma}^{-1}(t) - f_{T\gamma}^{-1}(t_\epsilon)} \exp(\nu A) B\tilde{w}_{2\gamma} \left[ f_{T\gamma}^{-1}(t) - \nu \right] d\nu \right| \\
\leq c_3 a N_2(B) \int_{0}^{\infty} e^{c\nu} \max_{0 \leq j \leq b-1} \frac{\nu^j}{j!} d\nu = \epsilon_1 c_3, \forall \gamma \in [\gamma_\epsilon, \infty[, \forall t \in [t_\epsilon, \infty[, \\
\]

where \( c_3 = a N_2(B) \int_{0}^{\infty} e^{c\nu} \max_{0 \leq j \leq b-1} \frac{\nu^j}{j!} d\nu. \)

Combining Equations (B.33)–(B.34), (B.26)–(B.28) and (B.32) it comes that

\[
|\tilde{x}_\gamma(t) + A^{-1}Bw_1(t)| \leq c_4 + c_2 \max_{0 \leq j \leq b-1} \frac{e^{c\gamma_0} (\gamma_0^2)^j}{j!} \epsilon_1 c_3, \forall t \in [t_\epsilon + d_0, \infty[ , \\
\forall \gamma \in [\gamma_\epsilon, \infty[,
\]

(B.35)

where \( c_4 = c_1 N_2(A^{-1}) \) and \( \gamma_\epsilon = \max(\gamma_\epsilon, b) \).

We have

\[
\lim_{\gamma \to \infty} \max_{0 \leq j \leq b-1} \frac{e^{c\gamma_0} (\gamma_0^2)^j}{j!} = 0
\]

so that \( \exists \gamma_0 \in ]0, \infty[ \) such that \( c_2 \max_{0 \leq j \leq b-1} \frac{e^{c\gamma_0} (\gamma_0^2)^j}{j!} \leq \epsilon_1, \forall \gamma \in [\gamma_0, \infty[. \)

Define \( \gamma_{\epsilon 2} = \max(\gamma_{\epsilon 1}, \gamma_0, c_4/\epsilon_1) \), \( k_{\epsilon 1} = \left[ \frac{1 + d_0}{\epsilon_1} \right] \), then (B.35) gives

\[
\|(C\tilde{x}_\gamma + CA^{-1}Bw_1) \circ \tau_{\kappa T})\|_{[0,\tau]} \leq c_5 \epsilon_1, \forall \gamma \in [\gamma_{\epsilon 2}, \infty[, \forall \kappa \in [k_{\epsilon 1}, \infty[,
\]

(B.36)

where \( c_5 = (2 + c_3)N_2(C) \).
On the other hand, (B.8) ensures that \( \exists k_{e,2} \in [k_{e,1}, \infty] \) such that

\[
\| (w_1 \circ \tau_k T) |_{[0,T]} - \alpha_{u;H_1;\xi_1} \| \leq \epsilon_1, \forall k \in [k_{e,2}, \infty].
\]  

(B.37)

Combining Equations (B.36)–(B.37) and (B.11) we obtain

\[
\| (\bar{z}_\gamma \circ \tau_k T) |_{[0,T]} - G\alpha_{u,H_1;\xi_1} \| \leq c_6 \epsilon_1 \leq \delta < \epsilon_1, \forall \gamma \in [\gamma_{e,2}, \infty], \forall k \in [k_{e,2}, \infty],
\]  

(B.38)

where \( c_6 = N_2(G) + c_5 \).

On the other hand,

\[
|f_\gamma(t) - f(G\alpha_{u,H_1;\xi_1}(t))| = |f(\bar{z}_\gamma(t)) - f(G\alpha_{u,H_1;\xi_1}(t))| = |f(G\alpha_{u,H_1;\xi_1}(t) + \kappa(t)) - f(G\alpha_{u,H_1;\xi_1}(t))|,
\]  

(B.39)

where \( \kappa(t) = \bar{z}_\gamma(t) - G\alpha_{u,H_1;\xi_1}(t) \). Note that

\[
G\alpha_{u,H_1;\xi_1}(t) + \kappa(t) \in \mathcal{B}(0_r, k^*), \forall \gamma \in [\gamma_{e,2}, \infty], \forall t \in [k_{e,2}, T, \infty[.
\]

Owing to (B.38), and that \( G\alpha_{u,H_1;\xi_1}(t) \in \mathcal{B}(0_r, k^*), \forall t \in \mathbb{R}_+ \). Thus

\[
|f(G\alpha_{u,H_1;\xi_1}(t) + \kappa(t)) - f(G\alpha_{u,H_1;\xi_1}(t))| \leq \epsilon, \forall \gamma \in [\gamma_{e,2}, \infty[ \forall t \in [k_{e,2} T, \infty[.
\]  

(B.40)

We have thus shown that \( \forall \epsilon \in [0, \infty[ \exists \gamma_{e,2} \in [0, \infty[ \exists k_{e,2} \in \mathbb{N} \) such that

\[
\| (\bar{y}_\gamma \circ \tau_k T) |_{[0,T]} - f \circ (G\alpha_{u,H_1;\xi_1}) \| \leq \epsilon, \forall \gamma \in [\gamma_{e,2}, \infty], \forall k \in [k_{e,2}, \infty[,
\]  

(B.41)

which ends the proof. \( \square \)
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