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Abstract

This paper is concerned with a numerical study on the behavior of a single Newtonian droplet suspended in another Newtonian fluid, all subjected to a simple shear flow. Conservative finite-volume approximation on a collocated three-dimensional grid along with a conservative Level-set method are used to solve the governing equations. Four parameters of capillary number (Ca), Viscosity ratio ($\lambda$), Reynolds number (Re) and walls confinement ratio are used to physically define the problem. The main focus of the current study is to investigate the effect of viscosity on walls critical confinement ratio. In this paper, the phrase critical is used to specify a state of governing parameters in which divides the parameter space into the subcritical and supercritical regions where droplets attain a steady shape or breakup, respectively. To do so, first, we validate the ability of proposed method on capturing the physics of droplet deformation including: steady-state subcritical deformation of non-confined droplet, breakup of supercritical conditioned droplet, steady-state deformation of moderate confined droplet, subcritical oscillation of highly-confined droplet, and the effect of viscosity ratio on deformation of the droplet. The extracted results are compared with available experimental, analytical and numerical data from the literature. Afterward, for a constant capillary number of 0.3 and a low Reynolds number of 1.0, subcritical (steady-state) and supercritical (breakup) deformations of the droplet for a wide range of walls confinement in different viscosity ratios are studied. The results indicate the existence of two steady-state regions in a viscosity ratio-walls confinement ratio graph which are separated by a breakup region.
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1. Introduction

Droplets of one liquid dispersed in an immiscible liquid start to deform when subjected to shear flow. If the conditions are met, the droplet may even breakup into daughter droplets. The study of a droplet in shear flow is important from the aspect of dispersion science and mixing process. For example, it is possible to create a specific blend morphology by shearing emulsions between two parallel plates with a small separation \[1\] which has applications in Lab-on-a-Chip devices \[2\]. This area is not only limited to laminar flows. According to Komrakova et al. \[3\], even though the flow regime in stirred tank reactors is fully turbulent, the effect of the existing eddies on droplets could be modeled by a laminar shear flow. Study of shear deformation of droplets can provide crucial understanding in morphology development of the blends, immiscible fluid displacement in enhanced oil recovery, refinement of liquids, carbon-dioxide sequestration, remediation of nonaqueous-phase liquids and emulsification.

Emulsification has vast applications in food, chemical, and pharmaceutical industries. Emulsification process takes place by applying shear stress against the surface tension, to elongate and then rupture a larger droplet into smaller ones. Emulsions can be made in many ways, however, shear mixing is one of the main methods. Thus Studies of shear deformation of droplets can be beneficial to better understand the properties of emulsions and to provides a deeper insight of rheological properties of the mixture. For instance, the critical conditions at which a droplet breaks-up is useful to quantify emulsion stability \[4, 5\].

Another one of important applications of deformation and breakup of confined sheared droplets is on Droplet-based microfluidic technology which has recently been exploited to perform microfluidic functions. Its applications range from fast analytical systems and synthesis of advanced materials \[6\] to protein crystallization \[7\] and biological assays for living cells \[8, 9, 10\]. Precise control of droplet volumes and reliable manipulation of individual confined droplets have crucial effects on the performance of these systems and are still a challenge \[11\]. Another important aspect of this area of study is in reacting dispersions, where an understanding of the dynamics of the droplet is needed in order to gain a better perception on the mechanisms of molecular transport, rates of chemical reaction and polymerization of the dispersion \[12\].

Since the experimental researches of Taylor \[13, 14\], droplet deformation and breakup in shear flow evoked great interests. More details on these studies could be found in reviews done by Rallison \[15\], Stone \[16\], Cristini and Renardy \[17\].

In the case where the droplet evolves to a steady shape, different parameters have been used by researchers to measure the deformation attained by the droplet. The first one is the Taylor deformation parameter
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Figure 1: Schematic presentation of a deformed droplet along with related geometrical measurements in left: velocity-velocity gradient plane and right: velocity-vorticity plane

defined as $D = (L - B)/(L + B)$, where L and B are length and breadth of the drop, as shown in figure 1. Another parameter is the angle $\theta$ of orientation of the droplet with respect to the axis of shear strain. In addition to these parameters, $L_p$ and $W$, as projected length and width of the droplet are used in literature and depicted in figure 1. In another experimental research, Marks [18] studied a single droplet undergoing end pinching in a strong shear flow in a process named "elongative end pinching". This process is in opposition to "retractive end pinching" process studied by Bentley and Leal [19]. Vananroye et al. [20] reported that confinement has a substantial effect on the critical capillary number. More studies in highly confined systems were done by Sibillo et al. [21], where they found oscillatory behavior in droplet deformation in high but subcritical capillary numbers. They also found complex breakup modes for supercritical capillary numbers. In the context of this paper, subcritical refers to conditions where the deformation of the droplet reaches steady-state without any breakup and supercritical refers to conditions where the deformation of the droplet leads to breakup.

Analytical studies in this field are limited. Shapira and Haber [22, 23] investigated the effect of two parallel walls on the motion of a nearly spherical droplet and the drag force acting on it. Roths et al. [24] reported that in two-dimensional cases with small capillary numbers, Taylor deformation parameter is a linear function of capillary number. van der Sman and van der Graaf [25] used a slope equal to $f(\lambda\mu) = 1.4$ for this linear function where $\lambda\mu$ is the viscosity ratio of droplet to matrix. In three-dimension however, Stone [16] used $f(\lambda\mu) = (16 + 19\lambda\mu/(16 + 16\lambda\mu))$. Richardson [26] reported a trigonometric function between deformation ($D$) and orientation ($\theta$) of the droplet as $D \sim \cos(2\theta)$. Toose et al. [27] found out that time evolution of droplet deformation in two-dimension elongational flow follows the Oldroyd approximation and reported $D = f(\lambda\mu)Ca \exp(-\gamma t/\tau)$ where $\tau = Ca(1 + \lambda\mu)$ where $\gamma$ is the shear rate and $Ca = \mu\gamma r/\sigma$ as the capillary number is a measure of the ratio between the viscous and interfacial tension stresses. In this formulation, $\mu$ is viscosity, $r$ is radius of the droplet, and $\sigma$ is the surface tension coefficient. In a more recent work, Minale [28] presented a phenomenological model for the effect of wall on deformation of an
ellipsoidal droplet.

Besides the experimental and analytical studies, there are plenty of numerical researches in this field using mainly three methods of boundary integral, lattice Boltzmann (LB) and volume-of-fluid (VOF). Kennedy et al. [12], Kwak and Pozrikidis [29] and Janssen and Anderson [30] studied the droplet deformations using boundary integral method. Since in simulations of merging and folding interfaces in the boundary integral method, the interface point should be reconstructed, significant logical programming techniques are required which increases the computational costs. The mathematical implication of this method is described in Pozrikidis [31].

Using lattice Boltzmann model (LBM), van der Sman and van der Graaf [25] investigated the numerical criteria for correct analysis of emulsions and used them to study the droplet deformation and breakup in two-dimensional cases. Xi and Duncan [32] applied the LBM in conjugation with the interface force model presented by Shan and Chen [33] to simulate three-dimensional droplet deformation in simple shear flow. Komrakova et al. [3] used free energy LBM to perform three-dimensional simulations of liquid droplet deformation in simple shear flow for a wide range of flow conditions.

Volume-of-fluid (VOF) and coupled VOF/Level-set methods were used by many researchers [34, 35, 36, 37, 17, 38] to investigate the droplet deformation and breakup in shear flow. Li et al. [34] presented results for different values of capillary numbers and reported that for supercritical cases, by increasing the capillary number, the number of daughter droplets increases. Renardy and Cristini [35] studied the effect of inertia on droplet breakup. They reported that inertia rotates the droplet toward the vertical direction, in a mechanism similar to aerodynamic lift, afterward the droplet experiences higher shear, which pulls the droplet apart horizontally. Renardy et al. [36] fixed the flow’s strength and focused on trends for the droplet fragment distribution when the size of the droplet increases. Khismatullin et al. [37] found that for viscosity ratios greater than the critical value, inertia can be used as a mechanism of breakup. Cristini and Renardy [17] worked on the effect of inertia and scaling fragments after droplet breaks.

The studies on shear deformation of the droplets is not limited to Newtonian fluids. Verhulst et al. [39] studied the influence of matrix and droplet viscoelasticity on the steady-state shear deformation of a droplet. Mukherjee and Sarkar [40] numerically investigate the effects of viscosity ratio on an Oldroyd-B droplet deforming in a Newtonian fluid under steady shear. They reported that the viscoelastic normal stresses reduce droplet deformation and increase critical capillary number. Hsu and Leal [41] studied the steady and transient deformations of a purely elastic droplet in a Newtonian fluid undergoing a planar extensional flow. They reported the absence of overshoot of the droplet deformation upon startup, and a
relative insensitivity to the Deborah number. Ioannou et al. [42] investigated the droplet deformation and breakup under simple shear flow when droplet and/or matrix represents non-Newtonian shear-thinning or shear-thickening behaviors. They stated that the shear-thinning droplets behave similarly to highly-viscous Newtonian droplets.

In this paper, we focus on three-dimensional simulations of droplet deformation and breakup in simple shear flow in the context of conservative level-set (CLS) method [43, 44, 45] with a finite-volume approach. In the present CLS method, interface normals are computed using a least-squares method on a wide and symmetric nodes-stencil around the vertexes of the current cell [44]. These normals are then used for an accurate computation of surface tension, without additional reconstruction of the distance function, as in geometrical volume-of-fluid/level-set methods [38] or fast-marching methods. Moreover, most of the computational operations are local, which permit an efficient implementation on parallel platforms [46]. The CLS method has been designed for general unstructured meshes [44]. Indeed, the grid can be adapted to any domain, enabling for an efficient mesh distribution in regions where interface resolution has to be maximized, which is difficult by using structured grids. Furthermore, TVD flux-limiter schemes [44] are used to discretize convective terms, avoiding numerical oscillations around discontinuities, whereas the numerical diffusion is minimized. Finally, the present finite-volume formulation is attractive due to the satisfaction of the integral forms of the conservation laws over the entire domain [45].

The first objective is to study the accuracy of our results on capturing the droplet’s deformation and breakup in shear flow. The effect of domain size, mesh size and numerical parameters on the accuracy of the results are studied. Validation is done by analyzing the effect of different parameters including walls confinement, capillary number and viscosity ratio on the deformation and breakup of the droplet. The extracted results are compared with the available numerical, analytical and experimental data.

In the next step, the effect of viscosity ratio on walls critical confinement ratio for a constant capillary number of 0.3 and a low Reynolds number of 1.0 is studied. The walls critical confinement ratio divides the parameter space into the regions where droplets break or attain a steady shape. According to Vananroye et al. [47], for viscosity ratios smaller than 1, confinement suppresses breakup while for viscosity ratios bigger than 1, breakup is enhanced. Janssen et al. [48] further studied the deformation of a single droplet as a function of viscosity ratio and confinement ratio both experimentally and numerically using the boundary integral method. They discussed the critical capillary number for a wide range of viscosity ratios in different confinements and suggested that there is a generalized behavior on droplet breakup mechanism in confinement. They presented a graph of five regions for the critical capillary number in different confinements.
Despite these studies, to the best of our knowledge, effect of viscosity ratio on walls critical confinement ratio is yet to be discovered. In the last section of this paper, we elaborately study this phenomenon for a given capillary number of 0.3 and a low Reynolds number of 1.0. Our results illustrate two steady-state and one breakup regions for droplet under different confinements and viscosity ratios.

The outline of this paper is as follow: Mathematical formulations are presented in section 2. Employed numerical methods are explained in section 3. Section 4 involves the obtained results. Firstly we verify the accuracy of the method against different numerical, analytical and experimental data. In section 4.6, we study the effect of viscosity ratio on walls critical confinement ratio. Finally, concluding remarks are presented in section 5.

2. Mathematical formulation

Navier-Stokes equations are used to describe the conservation of mass and momentum of two incompressible immiscible newtonian fluids on a spacial domain \( \Omega \) with boundary \( \partial \Omega \) as following \([44, 45]\):

\[
\frac{\partial}{\partial t}(\rho \mathbf{v}) + \nabla \cdot (\rho \mathbf{v}\mathbf{v}) = -\nabla p + \nabla \cdot \mu (\nabla \mathbf{v} + (\nabla \mathbf{v})^T) + \rho \mathbf{g} + \sigma \kappa \mathbf{n} \delta \Gamma \quad \text{in} \quad \Omega \\
\nabla \cdot \mathbf{v} = 0 \quad \text{in} \quad \Omega
\]

where \( \rho \) and \( \mu \) are density and dynamic viscosity of the fluids, \( \mathbf{v} \) is the velocity field, \( p \) pressure field, \( \mathbf{g} \) gravitational acceleration, and \( \delta \Gamma \) is the Dirac delta function concentrated at the interface \((\Gamma)\). In this formulation, \( \mathbf{n} \) is the unit normal vector outward to interface and \( \kappa \) is the interface curvature and \( \sigma \) is the interface tension coefficient.

Since the mass, density, and viscosity are constant within each fluid, they can be defined as scalar-fields inside the whole domain as follows:

\[
\rho = \rho_1 H + \rho_2 (1 - H) \\
\mu = \mu_1 H + \mu_2 (1 - H)
\]

where \( H \) is the Heaviside step function which takes the value one in dispersed phase and zero elsewhere.

In this research, conservative level-set (CLS) method \([49]\), as introduced by Balcázar et al. \([44]\) in the context of a finite-volume method for unstructured grid is used. Instead of the signed distance function, \( d(x,t) \), used to represent the interface in the classical level-set method, conservative LS method employs a
regularized indicator function $\phi$ as below:

$$
\phi(x, t) = \frac{1}{2} \left( \tanh \left( \frac{d(x, t)}{2\varepsilon} \right) + 1 \right)
$$

(5)

where $\varepsilon$ is the parameter that sets the thickness of the interface. $\phi$ varies from 0 in one fluid to 1 in other fluid. With this formulation, interface is defined by $I^\varepsilon = \{ x | \phi(x, t) = 0.5 \}$. Normal vector $n$ on the interface and curvature $\kappa$ of the interface, are obtained using [44]:

$$
n = \frac{\nabla \phi}{||\nabla \phi||}
$$

(6)

$$
\kappa(\phi) = -\nabla \cdot n
$$

(7)

Note that based on the definition of regularized indicator function ($\phi$) in the domain (value 1 in the dispersed phase and 0 in continuum phase, or vice-versa), the direction of $n$ could be understood.

The level-set function is advected by velocity vector field, $v$, provided from solution of Navier-Stokes equations. Since the velocity field is solenoidal ($\nabla \cdot v = 0$), the interface transport equation can be written in conservative form [44, 49]:

$$
\frac{\partial \phi}{\partial t} + \nabla \cdot \phi v = 0
$$

(8)

Since sharp changes exist in level set function at the interface, Superbee flux limiter scheme is used in discretization of the convective term in order to minimize numerical diffusion and to avoid numerical instabilities at the interface. To keep the profile and thickness of the interface constant, an additional re-initialization equation [50] is used:

$$
\frac{\partial \phi}{\partial \tau} + \nabla \cdot \phi (1 - \phi) n_{\tau=0} = \nabla \cdot \varepsilon \nabla \phi
$$

(9)

where $n_{\tau=0}$ is the interface normal vectors computed at the pseudo-time $\tau = 0$. This equation is advanced in pseudo-time $\tau$ and consists of a compressive flux: $\phi(1 - \phi)n_{\tau=0}$ and a diffusion term: $\nabla \cdot \varepsilon \nabla \phi$. The first one keeps the level-set function compressed onto the interface along the normal vector $n$, and the second one keeps the profile in prescribed characteristic thickness of $\varepsilon$. This parameter is defined based on the mesh
where \( h = (V_P)^{1/3} \) is the grid size based on volume \( V_P \) of cell P. In all the simulations of this paper, \( C_\varepsilon \) is constant and equal to 0.5. Parameter \( \alpha \), however, varies in order to change the thickness of the interface and can take values between [0,0.1], to overcome the possible numerical instabilities. The continuous surface force model (CSF) \([51]\) is used for surface tension computation which converts the term \( \sigma \kappa \delta \Gamma \) in Eq. 1 to a volume force term as follows \([44]\):

\[
\sigma \kappa \delta \Gamma = \sigma \kappa (\phi) \nabla \phi
\]

where \( \nabla \phi \) is computed using least-square method based on vertex node stencils \([44]\). By applying this approach, the explicit tracking of the interface is not necessary.

3. Numerical method

Finite-volume (FV) approach is used to discretize the Navier-Stokes and level-set equations on a collocated grid, so all the computed variables are stored at centroids of the cells \([44]\). A central difference (CD) scheme is used to discretize the compressive term of re-initialization equation \([9]\) and diffusive fluxes at the faces. A distance-weighted linear interpolation is used to calculate the face values of physical properties and interface normals. The gradients are computed at the cell centroids using the least-squares method. For creeping flow regime, a central difference scheme and for non-creeping flow regimes a total-variation Diminishing (TVD) SUPERBEE flux limiter is used to discretize the convective term as implemented in Balcázar et al. \([44]\), in order to improve the numerical stability of the solver. At discretized level, physical properties are regularized in the context of the CLS method. Therefore a linear average is used for density as \( \rho = \rho_1 \phi + \rho_2 (1 - \phi) \), and a harmonic average is used for viscosity as \( \mu = \left( \frac{\phi}{\mu_1} + \frac{1-\phi}{\mu_2} \right)^{-1} \). Harmonic average of viscosity improves the accuracy convergence of the results, compared with the linear average. As a comparison, velocity profile of a two-dimensional two-phase oscillating droplet is presented in appendix Appendix B where results of harmonic averages of viscosity are compared with results of linear average of viscosity for this problem.

A classical fractional step projection method as described by Chorin \([52]\) is used to solve the velocity-pressure coupling. The solution procedure in each timestep is as follows:
1. Physical properties, interface geometric properties and velocity field are initialized.

2. Allowable time step is calculated. The value of $\Delta t$ is limited by CFL conditions on convective term and also by explicit treatment of surface tension as used by [44, 45]:

$$\Delta t_{\text{conv}} \equiv \alpha \times \min\left(\frac{h}{\|V_P\|}\right) \quad (12)$$

$$\Delta t_{\text{cap}} \equiv \alpha \times \min\left(h^{3/2}\left(\frac{p_1 + p_2}{4\pi \sigma}\right)^{1/2}\right) \quad (13)$$

where $\alpha$ is CFL coefficient. The final global value of time step is the minimum of $\Delta t_{\text{conv}}$ and $\Delta t_{\text{cap}}$. To decrease the computational costs, the maximum value of $\alpha$ which leads to a stable simulation is used. Unless otherwise mentions, this value is 0.1.

3. The advection equation [8] is integrated in time with a 3-step third order accurate TVD Runge-Kutta scheme [53].

4. The re-initialization equation [9] is integrated in pseudo time ($\tau$) using a third order accurate TVD Runge-Kutta scheme. The time $\tau$ is used to lead the solution into a stationary state. Since an explicit scheme is used, the time step is restricted by the viscous term of equation [9] as follows [44, 49]:

$$\Delta \tau = C_{\tau} \min \left(\frac{h^2}{\varepsilon P}\right) \quad (14)$$

One iteration is used to solve the discretized form of equation [9]. The value of $C_{\tau}$ in this formula serving as a CFL-like coefficient for this equation, can take values between [0.01,0.05].

5. Physical properties in the domain (density and viscosity) and geometrical properties at the interface (curvature and interface normal) are updated from the level set field.

6. The velocity and pressure fields are calculated using a fractional-step method. The first step is to calculate the predicted velocity $v$. In the creeping flow regime, where the Reynolds number of the flow is close to zero, the diffusion term in momentum equation tends to control and decreases the time step. This implies a huge computational cost on simulations. To avoid this issue, diffusion term could be treated implicitly. So a second-order implicit Crank-Nicolson scheme is used to discretize the diffusion term of equation [1] while a second-order Adams-Bashforth scheme is used on convective, gravity and surface tension terms.
\[
\frac{\rho \mathbf{v}^\ast - \rho^n \mathbf{v}^n}{\Delta t} = \frac{3}{2} (R_h^n)^n - \frac{1}{2} (R_h^n)^{n-1} + \frac{1}{2} (\mathbf{D}_h (\mathbf{v}^\ast) + \mathbf{D}_h (\mathbf{v}^n)) - \nabla_h p^n
\]  

(15)

where \( R_h^n = -C_h (\rho \mathbf{v}) + \rho g + \sigma \kappa \nabla h (\phi) \) with \( C_h (\rho \mathbf{v}) = \nabla_h (\rho \mathbf{v} \mathbf{v}) \) as the convective operator. In this equation, \( \mathbf{D}_h (\mathbf{v}) = \nabla_h \mu (\nabla_h \mathbf{v} + \nabla^T_h \mathbf{v}) \) as the diffusion operator where \( \nabla_h \) represent the gradient operator.

A term of pressure gradient of previous time step is added to the discretized form of equation (1). According to Armfield and Street [54], this will increase the accuracy of the momentum equation to a second order in time, and combined with proper boundary condition of Kim and Moin [55] even to a third order in time. In our case, the momentum equation has a second-order accuracy in time.

In appendix [Appendix C], the convergence of implemented method for the accuracy of momentum equation in time is analyzed.

Next, a correction to the predicted velocity applies as:

\[
\frac{\rho \mathbf{v}^{n+1} - \rho \mathbf{v}^\ast}{\Delta t} = -\nabla_h \pi^{n+1}
\]  

(16)

where \( \pi \) is the pressure correction term. By applying the incompressibility constraint (\( \nabla \cdot \mathbf{v} = 0 \)), equation (16) changes to a Poisson equation as follows:

\[
\nabla_h \cdot \left( \frac{1}{\rho} \nabla_h (\pi^{n+1}) \right) = \frac{1}{\Delta t} \nabla_h \cdot (\mathbf{v}^\ast)
\]

(17)

The obtained linear system is solved using a preconditioned conjugated gradient method. At the end, the velocity \( \mathbf{v}^{n+1} \) is corrected using:

\[
\mathbf{v}^{n+1} = \mathbf{v}^\ast - \frac{\Delta t}{\rho} \nabla_h (\pi^{n+1})
\]

(18)

and the pressure is updated using:

\[
\mathbf{p}^{n+1} = \mathbf{p}^n + \pi^{n+1}
\]

(19)
7. In order to fulfill the incompressible constraint, Eq. 2 and to avoid pressure-velocity decoupling on collocated meshes [56, 57], a cell-face velocity is used to advect the momentum and CLS function, as introduced in [44, 58].

8. repeat steps 2 - 7 to reach the desired time.

The reader is referred to [58, 44] for technical details on the finite-volume discretization of both the Navier-Stokes and conservative level-set equations on collocated unstructured grids. The numerical methods are implemented in an in-house parallel c++/MPI code called TermoFluids [59]. Validations and verifications of the numerical methods in the context of Conservative level-set method used in this work have been reported in [44, 43, 50, 38, 45, 46, 58, 60, 61].

4. Numerical experiments and discussion

A circular droplet with radius $r$ is placed at the center of a domain with span $S_x$, $S_y$ and $S_z$ in x, y and z directions, respectively. Figure 2 illustrates the initial computational setup. The opposite x-direction velocities of $+U$ and $-U$ are imposed at the top and bottom walls inducing a shear rate of $\dot{\gamma} = 2U/S_z$ in the domain. A periodic boundary condition is applied in the flow direction (x) and Neumann boundary condition in y direction. Computations have been performed using a Cartesian mesh of cubic grids with the
edge size of \( h \). This mesh was generated by a constant step extrusion of the two-dimensional \( y-z \) grid along the \( x \)-axis with the step size of \( h \). At the beginning of the simulation, a linear velocity field is applied inside of the domain varying from \(-U\) at the bottom wall to \(+U\) at the top wall. Simulations with different mesh resolutions are done to study the effect of the computational grid size.

The system can be physically defined by four parameters of Reynolds number (\( Re \)), capillary number (\( Ca \)), viscosity ratio (\( \lambda = \mu_d/\mu_c \)) and walls confinement ratio (\( 2r/S_z \)) while \( c \) stands for \textit{continuum} and \( d \) stands for \textit{droplet}. For an arbitrary value of shear rate (\( \dot{\gamma} \)), the velocity at the top and bottom walls are calculated as \( U = \dot{\gamma}S_z/2 \). Then viscosity is calculated using the Reynolds number as below:

\[
Re = \frac{\rho_{c} \dot{\gamma} r^2}{\mu_c}
\]  

(20)

The capillary number is a dimensionless parameter defining the relative effect of the shear stress versus surface tension across the interface, given by:

\[
Ca = \frac{\dot{\gamma} \mu_c r}{\sigma}
\]  

(21)

For a given value of \( Ca \) and \( Re \) numbers, and the calculated value of \( \mu_c \), the related value of \( \sigma \) is determined.

The effect of variable CLS parameters of \( C_\tau \) and \( \alpha \) on the results is studied in Appendix A. According to this study, the variation of \( C_\tau \) and \( \alpha \) has negligible effect on the deformation of the droplet, and thus constant values of 0.015 and 0.0 are choosen for these two parameters, respectively. In Appendix A, we have also shown that our numerical tools conserve the mass of the droplet perfectly.

4.1. The effect of domain length

In order to study the effect of domain’s length on the results, simulations with \((Re, Ca, \lambda) = (0.1, 0.3, 1)\) in three domains with \((S_x, S_y, S_z) = (6r, 4r, 8r), (8r, 4r, 8r)\) and \((10r, 4r, 8r)\) with grid size of \( h = 2r/25 \) are performed. The value of \( D \) and \( \theta \) parameters for these cases are tabulated in table 1.

It is plain to see that domains with lower lengths encounter with a lower value of \( D \) and higher inclination angle. Since periodic boundary condition is applied in the flow direction, it is important to make sure that the fluctuations in the velocity profile downwind of the domain will dissipate before passing through the periodic boundary and re-entering the domain. The ideal velocity profile at this location should linearly
Figure 3: Taylor deformation parameter (D) and inclination of the droplet (45-θ) at steady-states for different capillary numbers, in Stokes flow conditions (Re=0.0625) with λ = 1. Dash line represents the asymptotic results by Cox [62] for small deformation.

Table 1: The effect of domain’s length (S_z) on steady-state values of Taylor deformation parameter (D) and orientation angle (θ) for cases with Re = 0.1, Ca = 0.3 and λ = 1. The S_z and S_y of the domains are 8r and 4r, respectively.

<table>
<thead>
<tr>
<th>S_z</th>
<th>D</th>
<th>θ</th>
</tr>
</thead>
<tbody>
<tr>
<td>6r</td>
<td>0.3823</td>
<td>25.15</td>
</tr>
<tr>
<td>8r</td>
<td>0.3985</td>
<td>24.50</td>
</tr>
<tr>
<td>10r</td>
<td>0.4039</td>
<td>24.34</td>
</tr>
</tbody>
</table>
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Table 2: The effect of grid size on Taylor deformation parameter (D) at steady-state for cases with Re=0.1, λ = 1 and two different capillary numbers of 0.1, 0.4.

<table>
<thead>
<tr>
<th>mesh</th>
<th>h</th>
<th>Ca=0.1</th>
<th>Ca=0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D</td>
<td>ε_D</td>
<td>D</td>
</tr>
<tr>
<td>M1</td>
<td>2r/25</td>
<td>0.1139</td>
<td>1.24%</td>
</tr>
<tr>
<td>M2</td>
<td>2r/30</td>
<td>0.1135</td>
<td>0.8%</td>
</tr>
<tr>
<td>M3</td>
<td>2r/35</td>
<td>0.1125</td>
<td>-</td>
</tr>
</tbody>
</table>

vary from -U at the bottom wall to +U at the top wall. According to measurements and extracted profiles, domain with $S_x = 6r$ has nonuniform velocity profile at the location of the periodic boundary. This issue affects the deformation of the droplet, while domain with $S_x = 10r$ has a much more uniform velocity distribution at this location. The standard deviation of D for cases with $S_x = 6r$ and $S_x = 8r$ is 1.1% while this value for cases with $S_x = 8r$ and $S_x = 10r$ is 0.3%. In order to reduce the computational cost, unless otherwise is mentioned, the length of the domains of simulations is $S_x = 8r$. According to our studies and Komrakova et al. [3], $S_y = 4r$ is wide enough to minimize the effect of the side walls on simulations and save-up in computational costs. Hence, unless otherwise is mentioned, domains with $S_y = 4r$ are used in the simulations.

### 4.2. Grid convergence analysis

Concerning with the effect of grid size on results, simulations with Re=0.1, λ=1 and two different capillary numbers of 0.1 and 0.4, as the boundaries of the subcritical regime of creeping flow, are done. Table 2 summarizes the Taylor deformation parameter for these cases solved in three different meshes of M1, M2, and M3. The mesh M3 (as it is formed with the finest grid) is used as the reference case, and the relative error of cases with meshes M1 and M2 with regards to the case with this mesh are calculated. According to these data, the error in Taylor deformation parameter of mesh M2 in the worse case is less than 2%. In favor of computational cost, unless otherwise is specified, simulations are done in domains with grid size of mesh M2.

### 4.3. The effect of capillary number

In order to study the accuracy of our results on capturing the effect of capillary number on deformation of the droplet in creeping flow condition, simulations with different capillary numbers of 0.05, 0.1, 0.2, 0.3 and 0.4 in flow with Re=0.0625 and λ = 1 are done. For the case with Ca=0.4, a domain length of $S_x = 12r$ is used to ensure acceptable uniform velocity profile at the location of the periodic boundary.
Taylor deformation parameter (D) and inclination of the droplet (45-θ) are extracted and presented in figure 3. These data are compared with results available in the literature, done by different methods i.e. numerical methods including Lattice Boltzmann, VOF and boundary integral in addition to experimental and analytical methods. The results extracted in this study agree well with the reference data.

For aforementioned cases, with capillary numbers of 0.2, 0.3 and 0.4, the steady-state droplet shape and evolution of droplet deformation are illustrated in supplementary material figure 1 and 2.

According to the previous experimental, numerical and theoretical studies, in creeping flow conditions, when λ < 4, there is a critical capillary number (Ca_c) above which the droplet won’t reach steady-state and continues to deform until breaks-up. The value of Ca_c is lowest for λ values roughly around 0.6 [63]. According to Rallison [15], this value is slightly less than Ca_c for λ = 1 which is around 0.41. As reported
Figure 5: Evolution of the droplet shape and the flow pattern inside of the droplet, along with the vorticity magnitude contours all at $y = S_y/2$, for the case with $\text{Re}=0.1$, $\text{Ca}=0.42$ and $\lambda=1$. Snapshots are taken in times $t\dot{\gamma} = 25.20, 32.04$ and $35.76$ (from top to bottom).

by Li et al. [34], in case of $\text{Ca}=0.42$, the droplet breaks into two daughter droplets, one satellite, and two sub-satellite droplets. In order to study the ability of the method on capturing the breakup, simulation with $\text{Ca}=0.42$, $\text{Re}=0.1$ and $\lambda = 1$ in a domain with $(S_x, S_y, S_z) = (12r, 4r, 8r)$ is carried out. The droplet shape evolution is presented in figure 4. As expected, the droplet breaks-up into two daughters, one satellite in the middle and two sub-satellite droplets. In order to gain a better understanding of the breakup process, the final stages of the breakup of this case are illustrated in figure 5. This figure presents the cross-sectional profile of the surface of the droplet ($\phi = 0.5$) at three different times of $t\dot{\gamma} = 25.20$, $32.04$ and $35.76$ along with the velocity streamlines and vorticity magnitude contours. According to this figure, at time $t\dot{\gamma} = 25.20$, there are two visible vortices inside of the droplet elongated in the flow direction, each in one of the bulbous. As time passes to $t\dot{\gamma} = 32.04$ and droplet evolves, a third vortex is formed inside of the waist of the droplet which is separated from the other two vortices by the necks. Towards the end, where the waist breaks into a satellite and two sub-satellite droplets, the vortex inside of it also divides into three vortices, one inside of each piece.

4.4. The effect of walls confinement

In favor of studying the ability of the proposed method on capturing the effect of walls confinement on droplet deformation in subcritical regions, simulations with $(\text{Re}, \text{Ca}, \lambda) = (0.1, 0.3, 1)$ and $(0.1, 0.1, 1)$ are done in domains with different confinement ratios ($2r/S_z$). As reported by Renardy and Cristini [35], for the given Reynolds number of 0.1 and $\lambda$ value of 1, capillary numbers of 0.1 and 0.3 are below the critical value ($C_{a_{cr}}$) which means the droplet must reach to a steady-state. Shapira and Haber [23] extracted the analytical
Figure 6: Taylor deformation parameter (D) for cases with Ca=0.1 and 0.3 with $\lambda = 1$ in different walls confinement ratios. Experimental data of Sibillo et al. [21] (○) and analytical data of Shapira and Haber [23] (dash dot lines) for Stokes flow regime, in comparison with results of current study for Re=0.1 ($\triangle$) expressions based on Lorentz’s reflection method for droplet deformation in confined shear flow in small to moderate deformation regimes. They presented a first-order correction for the wall effect and claimed that the droplet shape was not altered compared to the unbounded shear flow but only the magnitude of deformation was increased.

The results of simulations of current study compared with the experimental data of Sibillo et al. [21] and analytical studies of Shapira and Haber [23] are presented in figure 6. As can be seen in this figure, for both capillary numbers, Taylor deformation parameter (D) increases with increasing the walls confinement ratio ($2r/S_z$). In smaller capillary number (Ca=0.1) there is good agreement between analytical predictions of Shapira and Haber [23] and both experimental data of Sibillo et al. [21] and the results of current study. For cases with Ca=0.3, however, analytical predictions of Shapira and Haber [23] fails to predict the Taylor deformation parameter compared with experimental data of Sibillo et al. [21] and results of the present study. For all the cases, by decreasing the walls confinement ratio, the value of Taylor deformation parameter converges to a constant value.

In the next step, we study the startup behavior of a highly confined droplet with $2r/S_z = 0.83$, Ca=0.6, $\lambda=0.32$ and Re=0.0625 in a domain with $S_z = 16r$. As stated in Vananroye et al. [47], the critical capillary
Figure 7: Time evolution of a highly confined droplet in creeping flow condition with $2r/S_z = 0.83$, $\lambda = 0.32$, and $\text{Ca}=0.6$, along with the pressure contours on the droplet’s surface (right column) compared with experimental results of Vananroye et al. [64] (left column). (a): images taken in velocity-vorticity plane, (b): images taken in velocity-velocity gradient plane at $t\dot{\gamma}/\text{Ca}=88.25$
Figure 8: Top: Streamline contours inside of the droplet in x-z plane at \( y = S_y/2 \). Bottom: droplet shape along with the walls and vorticity contours \((e_y, \nabla \times \mathbf{v})\) in x-z plane at \( y = S_y/2 \). Both shapes illustrate a droplet in creeping flow conditions, with capillary number of 0.6, \( \lambda = 0.32 \), Reynolds number of 0.0625 and walls confinement ratio of \( 2r/S_z = 0.83 \) at \( t\dot{\gamma}/Ca = 88.25 \).

Figure 9: Startup behavior of a highly confined droplet with \( Re = 0.0625, 2r/S_z = 0.83, \lambda = 0.32, \) and \( Ca = 0.6 \). Compared with experimental results of Vananroye et al. [64] for creeping flow condition and confined MM model of Minale [28] for \( Ca = 0.5, 0.6 \).
number for a case with $\lambda=0.32$, $2r/S_z=0.83$ and creeping flow condition is approximately equal to ($Ca_{cr} = )0.7$. Thus for our intended case, we do not expect the breakup of the droplet. Figure 7 illustrates the time evolution of the droplet in comparison with the same time instants of the experimental work of Vananroye et al. [64].

According to the figure 7(a), shortly after starting the simulation, the droplet starts to stretch in the flow direction. The stretching continues until the droplet reaches its maximum elongation at some time around $t\dot{\gamma}/Ca=44$, but instead of breaking up, the droplet retracts. According to figure 7(b), the central part of the droplet takes a cylindrical shape, oriented in the flow direction and the tips are tilted towards the walls giving the droplet a sigmoid shape. Figure 8 provides information about the streamline contours inside of the droplet and vorticity contours in $y=S_y/2$ plane. According to this figure, two vortices exist inside of the droplet which are stretched from the center of the droplet toward the tips.

Time variation of $W/2r$ and $L_p/2r$ parameters, along with experimental data of Vananroye et al. [64] and analytical predictions of MM model Minale [28] are presented in figure 9. According to this figure, for the time around $t\dot{\gamma}/Ca \approx 44$, the value of $L_p/2r$ is maximum which is in agreement with information provided in figure 9. Also for the time around $t\dot{\gamma}/Ca \approx 95$, the droplet starts to expand after reaching a local minimum length. It seems that these oscillations in the deformation of the droplet will last for a long time and reaching steady-state will take time much longer than the scale studied in this paper ($t\dot{\gamma}/Ca =140$). It is worth mentioning that in this case a good agreement is seen between the experimental data and the results of current study. MM model of Minale [28] however fails to provide accurate information. In this model for $Ca=0.6$, the droplet continuously deforms until it breaks-up. For smaller capillary of 0.5, this model predicts a steady-state after $t\dot{\gamma}/Ca \approx 80$ and does not predict any oscillations in the droplet deformation.

4.5. The effect of viscosity ratio

In order to study the accuracy of the method on a wider range of viscosity ratios, three simulations with viscosity ratios of $\lambda=0.28$, 1.2 and 1.9 all with $Ca=0.2$ and $Re=0.1$ are performed. The selected domain has walls confinement ratio of $2r/S_z = 0.73$. Figure 10 presents the startup transition of non-dimensionalized L and B parameters along with the experimental results of Vananroye et al. [64] and predictions of confined MM model of Minale [28]. It is clear to see that the startup transition of the droplets in all three cases are similar, although approximately after $t\dot{\gamma}/Ca \approx 3$ the differences start. Good agreement is seen between experimental data and results extracted in this study. The MM model results also match the startup transition process predicted by experimental and numerical results. However, it over-predicts the deformation of the droplet for the rest of the simulations.
Figure 10: Effect of viscosity ratio on transition of droplet deformation for $Ca=0.2$ in a domain with confinement ratio of $2r/S_z = 0.73$. Comparison between extracted data from experimental results of Vananroye et al. [64] (symbols) and prediction of confined MM model of Minale [28] (dash lines) for creeping flow condition, along with the extracted results of current study (bold lines) for $Re=0.1$. Information in color red stand for $\lambda = 0.28$, color blue for $\lambda = 1.2$ and color green for $\lambda = 1.9$. The absolute time ($t$) is non-dimensionalized with characteristic emulsion time ($\tau$).

Figure 11: Cross sectional steady-state scheme of droplet in $y = S_y/2$, along with stream lines of the flow in different viscosity ratios of 0.28 (a), 1.2 (b) and 1.9 (c), for flow with $Re=0.1$ and $Ca=0.2$. All the simulations are done in a domain with $2r/S_z = 0.73$. The color contours presents the vorticity magnitude in aforementioned plane.
Figure 11 illustrates the cross-section of the droplet shape in x-z at $y = S_y/2$ plane at time $t\dot{\gamma}/Ca = 20$, along with the velocity streamlines and vorticity magnitude contours. According to this figure, for the case of $\lambda = 0.28$, there are two vortices inside of the droplet, but by increasing the viscosity ratio to 1.2 and 1.9, it decreases to one vortex. Also, the vorticity magnitude decreases by increasing the viscosity ratio. Since $\lambda = \mu_d/\mu_c$, smaller viscosity ratio means for a constant matrix viscosity, the droplet has lower viscosity, and hence lower resistance towards the gradual deformation. That justifies the bigger deformation in the flow pattern, two vortices and higher vorticity magnitude inside of the droplet with $\lambda = 0.28$.

4.6. The effect of viscosity ratio on walls critical confinement ratio

In previous sections, we validated the ability of our method on capturing the physics of problems with different walls confinements (section 4.4) and viscosity ratios (section 4.5). We realized that increasing the confinement ratio for subcritical cases increases the droplet deformation parameter (fig. 6) and for highly confined cases, induces retractions and expansions in the droplet which causes fluctuations in the deformation (fig. 9). We also noticed that by varying the viscosity ratio, the flow pattern inside of the droplet changes, as increasing the viscosity ratio from 0.28 to 1.2 decreased the number of internal vortices of the droplet from two to one, and also decreased the vorticity magnitude (fig. 11).

Grace [63] systematically studied the droplet breakup in simple shear flow as a function of viscosity ratio. These data are now known as Grace curve which is presented in figure 12 (left). In this figure, the values of $\lambda$s which are above the fitted line prompt the breakup, while values of $\lambda$ under it results in steady-state
Table 3: Subcritical (sub) and supercritical (super) values of viscosity ratios for different walls confinement ratios along with the final values of $D$, $\theta$, $L_p/2r$ and $W/2r$ for subcritical cases. $l$ and $h$ in $\lambda$ stand for low and high as in each confinement ratio there are two values of $\lambda_{cr}$, one smaller than the other.

<table>
<thead>
<tr>
<th>$2r/S_z$</th>
<th>$\lambda_{sub}$</th>
<th>$\lambda_{super}$</th>
<th>$D$</th>
<th>$\theta$</th>
<th>$L_p/2r$</th>
<th>$W/2r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>$\lambda_l$</td>
<td>0.2</td>
<td>0.3</td>
<td>0.48</td>
<td>25.32</td>
<td>1.70</td>
</tr>
<tr>
<td></td>
<td>$\lambda_h$</td>
<td>2.55</td>
<td>2.5</td>
<td>0.49</td>
<td>17.25</td>
<td>1.70</td>
</tr>
<tr>
<td>0.38</td>
<td>$\lambda_l$</td>
<td>0.35</td>
<td>0.4</td>
<td>0.53</td>
<td>21.64</td>
<td>1.82</td>
</tr>
<tr>
<td></td>
<td>$\lambda_h$</td>
<td>2.2</td>
<td>2.0</td>
<td>0.49</td>
<td>17.52</td>
<td>1.79</td>
</tr>
<tr>
<td>0.50</td>
<td>$\lambda_l$</td>
<td>0.65</td>
<td>0.7</td>
<td>0.6</td>
<td>16.67</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td>$\lambda_h$</td>
<td>2.0</td>
<td>1.95</td>
<td>0.56</td>
<td>14.45</td>
<td>2.02</td>
</tr>
<tr>
<td>0.71</td>
<td>$\lambda_l$</td>
<td>1.4</td>
<td>1.5</td>
<td>0.7</td>
<td>11.16</td>
<td>2.47</td>
</tr>
<tr>
<td></td>
<td>$\lambda_h$</td>
<td>5</td>
<td>4.5</td>
<td>0.56</td>
<td>11.03</td>
<td>2.0</td>
</tr>
<tr>
<td>0.83</td>
<td>$\lambda_l$</td>
<td>1.75</td>
<td>2.0</td>
<td>0.76</td>
<td>8.52</td>
<td>2.84</td>
</tr>
<tr>
<td></td>
<td>$\lambda_h$</td>
<td>14</td>
<td>13</td>
<td>0.54</td>
<td>8.28</td>
<td>1.95</td>
</tr>
</tbody>
</table>

Figure 13: The effect of viscosity ratio on walls critical confinement ratio in steady-state deformation and breakup of the droplet, for given values of $Ca=0.3$ and $Re=1.0$ (The trend lines are added for the sake of clarity).
Figure 14: The steady-state droplet shape along with the streamlines of the flow inside of the droplet in $y = S_y/2$, for subcritical cases in higher steady-state region (left column), and subcritical cases in lower steady-state region (right column) in different confinement ratios. The color contours present the vorticity magnitude in the aforementioned plane.
Figure 15: D (solid lines), $L_p/2r$ (dash lines) and $W/2r$ (dash dot lines) parameters Vs. $t\dot{\gamma}$ for subcritical cases of table 3. Black color lines are related to the results of $\lambda_h$ and green color lines are related to the results of $\lambda_l$. $2r/S_z =$ (a): 0.25, (b): 0.38, (c): 0.50, (d): 0.71 and (e): 0.83.
Figure 16: breakup of the droplet into daughter, satellite, and sub-satellite droplets for supercritical cases of table 3. The color contours are pressure on the droplet surface. The left column is related to droplet breakups of supercritical cases of the higher steady-state region. Right column is related to droplet breakups of supercritical cases of lower steady-state region. The videos of the deformation and breakup processes of the most confined cases \((2r/S_z = 0.83)\) are provided in supplementary videos (supplementary videos 1 and 2 regarding the breakups of supercritical cases of the higher steady-state region and supplementary videos 3 and 4 regarding the breakups of supercritical cases of the lower steady-state region) for oblique and side views. In these videos time is being non-dimensionalized as \(3t\dot{\gamma}\) and the color contours represent the velocity magnitude on the droplets surface with the same colourmap as represented in figure 4.
deformation of the droplet without breakup. According to this figure, for a constant capillary number more than the critical value, there are two critical viscosity ratios, one smaller than the other. For smaller critical viscosity ratio, increasing the $\lambda$ will lead to breakup while for bigger critical viscosity ratios, decreasing the $\lambda$ will lead to breakup. Simulations without the presence of confinement effect of walls, performed so far in this paper, are in agreement with Grace curve. Our simulations in creeping flow condition presented in figure 3 ($\lambda = 1$, $\text{Ca}=0.05, 0.1, 0.2, 0.3$ and $0.4$) as well as simulations presented in figure 10 ($\text{Ca}=0.2$ and $\lambda=0.28, 1.2$ and $1.9$), which all ended in steady-state deformation of the droplet, are in lower part of Grace curve (steady-state region) and simulation of figure 4 ($\lambda = 1$ and $\text{Ca}=0.42$), ended in breakup of the droplet, locates in the upper part of Grace curve (breakup region).

Despite the important information provided in this graph, the walls confinement effect is not taken into account. Figure 12 (right) illustrates the findings of Janssen et al. on the effect of walls confinement ratio on critical capillary number. Despite the important information provided in this graph, the effect of different viscosity ratios is not taken into account. Although combined with the Grace curve, these two graphs provide essential information regarding the critical capillary number in different viscosity and walls confinement ratios; there is a need to specify the effect of viscosity ratio on the walls critical confinement ratio.

In this section, we study the effect of viscosity ratio on walls critical confinement ratio in droplet deformation and breakup for a constant capillary number of $0.3$ and Reynolds number of $1.0$. We have selected $\text{Ca}=0.3$ so that the droplet could undergo both steady-state deformation and breakup in the considered range of governing parameters. A simulation with a decidedly smaller capillary number would not exhibit breakup, and a simulation with a more prominent capillary number would not undergo the steady-state deformation, and as a result, we would not be able to extract the whole diversity of physical phenomena as extracted in this section. We perform a batch of simulations, where the walls confinement ratio and viscosity ratio of the droplet to the matrix are changed systematically. For each confinement ratio, we look for two values of critical viscosity ratios, one smaller than the other. Considering the conclusion of the Grace curve, for the lower critical viscosity ratio ($\lambda_{cr}^l$), decreasing the $\lambda$ value will lead to steady-state deformation, and increasing the $\lambda$ value will lead to the breakup of the droplet. Although for the higher critical viscosity ratio ($\lambda_{cr}^h$), we expect opposite behavior, as ascending from $\lambda$ value is supposed to lead to steady-state deformation and descending from it is supposed to lead to breakup of the droplet.

In order to find the $\lambda_{cr}^l$ and $\lambda_{cr}^h$ as a function of $2r/S_z$, for each chosen value of walls confinement ratio, we were starting the simulation with arbitrary $\lambda$s, searching for values where result in breakup of the
droplet. We then gradually descend (ascent) from this value until simulation winds up in steady-state, with no breakup, to find $\lambda_{cr}^l$ ($\lambda_{cr}^h$). This process was done for walls confinement ratios of $2r/S_z=0.25, 0.38, 0.5, 0.71$ and 0.83. A domain length of $S_z = 16r$ is used to guarantee that the droplet is not going to collide with its own image through periodic boundaries, and also to ensure an acceptable uniform velocity profile at the location of periodic boundaries. For each critical viscosity ratio found, there is one subcritical $\lambda$ ($\lambda_{sub}$, leading to steady-state deformation) and one supercritical $\lambda$ ($\lambda_{super}$, leading to breakup). For the simulations performed, these values are extracted and presented in table 3 as well as steady-state values of $D, \theta, L_p/2r$ and $W/2r$ for subcritical cases.

Figure 13 illustrates the data provided in table 3. In this figure, it is noticeable that two steady-state regions exist, one corresponding to $\lambda$ values smaller than $\lambda_{cr}^l$ (hereinafter referred to as lower steady-state region) and another corresponding to $\lambda$ values bigger than $\lambda_{cr}^h$ (hereinafter referred to as higher steady-state region). All the simulations in these two areas resulted in steady-state deformation of the droplet. In the area between these two regions, there is a breakup zone in which simulations in this area, resulted in the breakup of the droplet.

As mentioned before and as can be seen in the Grace curve (fig. 12), in creeping flow conditions without the effect of walls confinement, for $\lambda$ values higher than 4, simulation always results in steady-state deformation. Although in our study, simulations with $\lambda$ values as high as $\lambda=13$ ended-up in breakup. We believe this is associated with effect of walls confinement, eventhough slightly higher Reynolds number in our cases is affecting as well.

According to figure 13 in the lower steady-state region, by increasing the confinement ratio, the critical viscosity ratio monotonically increases. However, for the higher steady-state region, starting from $2r/S_z=0.25$, increasing the confinement ratio up to $2r/S_z \approx 0.45$, decreases the $\lambda_{cr}^h$, and after that, rapidly increases the $\lambda_{cr}^h$.

The results of figure 13 combined with the Grace curve and the findings of Janssen et al. [48] provide important information on the binary relation between viscosity ratio-walls critical confinement ratio, critical capillary number-viscosity ratio, and critical capillary number-confinement ratio, respectively. These information are interesting and could be used to gain an understanding of the critical Grace number in different confinement ratios.

In order to gain a better understanding of the introduced graph, the steady-state shape of the droplet, streamlines of the flow inside of the droplet and the color contour of the vorticity magnitude all in x-z at $y = S_y/2$ plane for subcritical cases in different confinement ratios are presented in figure 14. In this
figure, the left column corresponds to the subcritical cases of the higher steady-state region and right column corresponds to subcritical cases of the lower steady-state region. It is plain to see that by increasing the confinement ratio, the droplet leans more towards the flow direction. This can be seen quantitatively in the data provided in table 3 in which for example in cases with $2r/S_z=0.25$, the value of inclination angle for subcritical cases in lower and higher steady-state regions are 25.32° and 17.25°, respectively. These values are bigger than the equivalent values in confinement ratio of $2r/S_z=0.71$ which are 11.16° and 11.03°. In all the cases in both lower and higher steady-state regions, by increasing the confinement ratio, the droplet stretches more in the flow direction and as a result, the width of the droplet decreases (see for example parameters $L_p/2r$ and $W/2r$ presented in table 3).

According to figure 14 and also information provided in table 3 in each confinement ratio, the value of inclination angle for subcritical cases in lower steady-state region is higher than the same parameter in higher steady-state region. In another word, in each confinement ratio, in subcritical cases, for viscosity ratios in the lower steady-state region, the droplet leans more towards the flow direction compared with the viscosity ratios in the higher steady-state region. Also in each confinement ratio, the $L_p/2r$ parameter which describes how much the droplet is stretched in the flow direction, for subcritical cases in the lower steady-state region is higher than subcritical cases in the higher steady-state region.

According to figure 14 for five cases, there are two vortices inside of the droplet, and for the rest, there are only one. The cases with two vortices inside of the droplet are $(2r/S_z,\lambda)=(0.25, 0.2)$ and all the cases with $2r/S_z=0.71$ and 0.83. We suppose that for the case of $(2r/S_z,\lambda)=(0.25, 0.2)$, this ratio ($\lambda$) is small enough to allow the existence of two vortices inside of the drop. For cases with $2r/S_z=0.71$ and 0.83, the existence of two vortices inside of the droplet could be linked to the effect of higher confinement ratios and the suppressing effect of the walls. In this figure, for cases in the lower steady-state region (right column of images), the vorticity magnitude is higher compared to the relative case in the higher steady-state region (left column of images). This could be associated with lower viscosity ratio of the cases of right column compared with the relative cases in the left column.

For cases introduced in figure 14, time-dependent changes of $L_p/2r$, $W/2r$ and D parameters are presented in figure 15. It is clear to see that simulations in these cases have reached steady-state over time. In this figure, for each confinement ratio, the results of simulations with two viscosities of $\lambda_l$ and $\lambda_h$ are similar to each other, except for cases (d) and (e). In the case (d), the $L_p/2r$ parameter of the droplet in subcritical case of the lower steady-state region is approximately 23% more than its equivalent case in subcritical case of the higher steady-state region. In case (e) this difference in the $L_p/2r$ parameter between lower and
higher steady-state regions increases to 45%. This difference which can be seen in figure 14 as well, could be associated with the bigger difference in $\lambda$ values in subcritical cases compared with the other cases. For example, for subcritical cases in the domain with $2r/S_z=0.71$, the difference between $\lambda_{\text{sub}}^{l}$ and $\lambda_{\text{sub}}^{h}$ is 3.6, while this value for cases in domain with $2r/S_z=0.50$ is only 1.35.

Figure 16 illustrates the droplet breakup outcomes for supercritical cases mentioned in table 3 for different confinement ratios. According to this figure, figure 14 and information provided in table 3, eventhough for subcritical cases, by increasing the confinement ratio, droplet stretches more towards the flow direction, for the relative supercritical cases, by increasing the confinement ratio, the droplet stretches less before breaking-up. In another word, for smaller confinement ratios ($2r/S_z=0.25, 0.38$) the breakup mechanism is elongative end-pinching while increasing the confinement ratio changes this mechanism to mid-point-pinching. It is noteworthy that the presented results in this section are regarding a constant capillary number of 0.3, and the effect of variation of the capillary number on these results is yet to be studied.

5. Conclusion

A finite-volume conservative level-set based method was utilized to numerically study the effect of viscosity ratio on walls critical confinement ratio for deformation and breakup of a droplet in shear flow. To do so, first, we selected validation test cases that concern the physical behaviours appearing in this phenomena, i.e. breakup of a droplet into satellite and sub-satellite droplets, deformation of a droplet under walls confinement effect and deformation of a droplet in different viscosity ratios. In all the cases, a very good agreement was seen between the results extracted in the current study and the data available on literature. In order to study the effect of viscosity ratio on walls critical confinement ratio, we have selected a small Reynolds number of 1.0 and a constant capillary number of 0.3. We found out that for each confinement ratio, there are two critical viscosity ratios. These two viscosity ratios create two steady-state regions and one breakup region between them. We further analyzed these regions by studying the droplet deformation and breakup parameters in these zones.

The insights gained from the research in this paper on the effect of viscosity ratio on walls critical confinement ratio provide a clear roadmap to steady-state and breakup regions of droplets in shear. This information is valuable in more effective design of future droplet-based microfluidic devices, reactive dispersions, emulsification process, morphology development of blends and Lab-on-a-Chip systems for individual purposes with methods discussed in this paper, namely, by adjusting the viscosity or confinement ratios of the existing shear flow to the appropriate values to control the droplet volume. For example, the pro-
vided information on the existence and relation of two steady-state and one breakup regions can be used to quantify emulsions stability by analyzing the droplet size spectrum in the emulsion.
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Appendix A. The effect of variable CLS parameters on the results

The effect of variable CLS parameters of $C_\tau$ and $\alpha$ on final results is studied through a set of numerical simulations. These two parameters are introduced in equations 14 and 10, respectively. The results including time varying D, Lp/2r and W/2r parameters and steady-state shape of the droplet are presented in figures B.17 and B.18 for cases with Re=0.1, Ca=0.3, $\lambda$=1 in a domain with $(S_x, S_y, S_z) = (8r, 4r, 8r)$ with the grid size of $h = 2r/25$. In the cases of figure B.17 for a constant value of $C_\tau=0.025$, three different values of $\alpha=0.0, 0.05$ and 0.10 are tested. In the cases of figure B.18 for a constant value of $\alpha=0.0$, three different values of $C_\tau=0.01, 0.025$ and 0.050 are tested. The selected values include the boundaries of the proposed range for these parameters. According to these results, the variation of $C_\tau$ and $\alpha$ has negligible influence on deformation of the droplet, thus any value in the proposed range could be used. However, According to figure B.18 (left), since the values of droplet deformation parameter (D) for $C_\tau=0.01$ and 0.025 are very close to each other, we believe in this sub-range ([0.01,0.025]), the effect of this parameter would even be smaller and almost close to zero. As a result, an arbitrary value in this sub-range would be an appropriate choice which we select $C_\tau=0.015$. For all the simulations throughout this paper, values of 0.015 and 0.0 were set for $C_\tau$ and $\alpha$, respectively.

In each iteration, droplet’s mass conservation error is calculated using $\Delta M = (M_t - M_0)/M_0$, where $M_0$ is droplet’s initial mass and $M_t$ is droplet’s mass at time t. In all the simulations of this research, droplet’s mass conservation error is in the order of $O(10^{-12})$. Figure B.19 presents the time variation of mass conservation error of the droplet for cases with Re=0.1 and $\lambda$=1, and four capillary numbers of 0.1,
Figure B.17: Left: Taylor deformation parameter (D), right: \( L_p/2r \) and \( W/2r \) parameters vs. \( \dot{\gamma} \) for subcritical cases with \( \text{Re}=0.1, \text{Ca}=0.3 \) and \( \lambda=1 \) all in a domain with \((S_x, S_y, S_z) = (8r, 4r, 8r)\) and grid size of \( h = 2r/25 \). All the cases have \( C_\tau = 0.025 \). Three different values of \( \alpha = 0.0, 0.05 \) and \( 0.10 \) are tested.

Figure B.18: Left: Taylor deformation parameter (D), right: \( L_p/2r \) and \( W/2r \) parameters vs. \( \dot{\gamma} \) for subcritical cases with \( \text{Re}=0.1, \text{Ca}=0.3 \) and \( \lambda=1 \) all in a domain with \((S_x, S_y, S_z) = (8r, 4r, 8r)\) and grid size of \( h = 2r/25 \). All the cases have \( \alpha = 0.0 \). Three different values of \( C_\tau = 0.01, 0.025 \) and \( 0.050 \) are tested.

0.2, 0.3 and 0.4, all in a domain with the grid size of \( h = 2r/25 \). Evidently, the mass conservation error of droplet in all the cases has converged to the order of \( O(10^{-12}) \).

Appendix B. Harmonic Vs. Linear Average of Viscosity

In order to compare the accuracy of harmonic versus linear average of viscosity, a two-dimensional test case of oscillation of a droplet in an adjacent matrix in x-y plane is studied. The domain is a square with the side length of \( 8r \) with the droplet placed in its center, \((x_0, y_0)\). At time \( t=0 \), an initial velocity as following
Figure B.19: The evolution in the mass conservation error of the droplet for cases all with Re=0.1 and λ=1 in a domain with the grid size of \( h = 2r/25 \). The results of the simulation with four different capillary numbers of 0.1, 0.2, 0.3 and 0.4 are presented. \( \Delta M \) for the droplet is \( (M_t - M_0)/M_0 \), where \( M_0 \) is droplet’s initial mass and \( M_t \) is the mass at time \( t \).

is applied to the droplet, causing an oscillation in its deformation:

\[
U = \frac{x - x_0}{u_0 2r} \quad (B.1)
\]

\[
V = -u_0 \frac{y - y_0}{2r} \quad (B.2)
\]

where \( U \) and \( V \) are velocities in x and y directions, respectively. Four different grid sizes used to solve this problem are \( h=r/10, 2r/25, r/15 \) and \( r/20 \), where the results of the finest grid are used as the reference to extract the order of accuracy convergence in space. Two different interpolation methods of linear and harmonic are applied in calculations of viscosity. Time is non-dimensionalized with \( t^* = r/u_0 \). A constant non-dimensional time-step of \( dt' = dt/t^* = 7 \times 10^{-4} \) is used in all the simulations. The physical properties of the droplet and matrix are presented in table B.4 where Weber and Reynolds are defined as follows:

\[
We = \frac{\rho_d u_0^2 r}{\sigma} \quad (B.3)
\]

\[
Re = \frac{\rho_d u_0 r}{\mu D} \quad (B.4)
\]

Simulations are performed until \( t^* = 10 \). The radial expansion of the droplet in y-direction as a function of time for these cases are presented in figure B.20.
Table B.4: Flow parameters of the 2D droplet oscillation test case

<table>
<thead>
<tr>
<th>( \rho d/\rho m )</th>
<th>( \mu d/\mu m )</th>
<th>We</th>
<th>Re</th>
</tr>
</thead>
<tbody>
<tr>
<td>666.08</td>
<td>119.08</td>
<td>5.0</td>
<td>6.25</td>
</tr>
</tbody>
</table>

Figure B.20: Time variation of non-dimensionalized radial expansion of the droplet in y-direction for cases with linear and harmonic interpolation of the viscosity in domain with different grid sizes.

The U component of velocity in the centerline x-direction at \( t' = 10 \) is extracted as comparison criteria. The results of cases with \( h=r/20 \) for linear and harmonic cases are used as the reference of linear and harmonic cases, respectively. The first-norm of error for each case is extracted and used to calculate the convergence of the solution as \( L_1 = \sum_i |e_i| \), where \( e_i \) is the point-wise error of each cell compared with its reference. According to the extracted results, the linear interpolation of viscosity has the convergence rate of 2.03 in space, while the same value for results of harmonic interpolation is 2.61.

Appendix C. Momentum Convergence Analysis

In order to evaluate the accuracy convergence of momentum equation in time, a 2D channel flow problem with the length of \( S_x \) and height of \( S_y = H \) in x and y directions, is solved. The initial configuration of the domain is illustrated in figure [C.21]. A periodic boundary condition is applied in X direction and no-slip boundary condition in Y. Numerical parameters to fully define this problem are presented in table [C.5]. For this problem, analytical exact solution would be as follows:
Table C.5: Flow parameters of the 2D channel test case

<table>
<thead>
<tr>
<th></th>
<th>ρ₁/ρ₂</th>
<th>μ₁/μ₂</th>
<th>σ</th>
<th>∂P/∂x</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.0</td>
<td>10</td>
<td>20</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Figure C.21: Schematic of the 2D channel flow problem.

\[ V_x(y) = \frac{\partial P}{\partial x} \frac{h^2}{2\mu_i} \left[ \frac{2\mu_i}{\mu_1 + \mu_2} + \frac{\mu_1 - \mu_2}{\mu_1 + \mu_2} \left( \frac{y}{h} \right) - \left( \frac{y}{h} \right)^2 \right] \]  

(C.1)

where \( i \in \{ I, II \} \) determines the region of the fluid. Numerical simulations are done for enough long time to reach steady-state (\( t=30.0 \) s). Three different time steps of \( dt = 2 \times 10^{-5}, 4 \times 10^{-5} \) and \( 8 \times 10^{-5} \) for solutions in a domain with grid size of \( h=H/40 \) are used. Figure C.22 represent the variation of x-direction velocity profile in y direction \( (V_x(y)) \) for cases with different time steps, along with the analytical exact solution.

In each case, x-direction velocity profile at \( t=30.0 \) is extracted to compare the results. The Analytical solution is used as the reference. The infinity-norm of error for each case is extracted and used to calculate the convergence of the solution as \( L_\infty = \max(|e_i|) \), where \( e_i \) is the point-wise error of each cell compared with its reference. Figure C.23 illustrates the \( L_\infty \) of the error for different time steps. As can be seen, the convergence of error for this test case is almost 2.
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Figure C.22: Variation of $V_x$ velocity profile in y direction for cases with different time steps, along with the exact solution.

Figure C.23: $L_\infty$ of the error in $V_X(y)$ compared with the analytical solution, Vs. time step of the simulations.
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