A Hierarchic Task-Based Programming Model for Distributed Heterogeneous Computing

Jorge Ejarque¹, Marc Domínguez¹ and Rosa M. Badia¹,²

Abstract
Distributed computing platforms are evolving to heterogeneous ecosystems with Clusters, Grids and Clouds introducing in its computing nodes, processors with different core architectures, accelerators (i.e GPUs, FPGAs), as well as different memories and storage devices in order to achieve better performance with lower energy consumption. As a consequence of this heterogeneity, programming applications for these distributed heterogeneous platforms becomes a complex task. Additionally to the complexity of developing an application for distributed platforms, developers must also deal now with the complexity of the different computing devices inside the node. In this paper, we present a programming model that aims to facilitate the development and execution of applications in current and future distributed heterogeneous parallel architectures. This programming model is based on the hierarchical composition of the COMP Superscalar (COMPSs) and Omp Superscalar (OmpSs) programming models, that allow developers to implement infrastructure-agnostic applications. The underlying runtime enables applications to adapt to the infrastructure without the need of maintaining different versions of the code. Our programming model proposal has been evaluated on real platforms, in terms of heterogeneous resource usage, performance, and adaptation.
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Introduction
In recent years, the computing ecosystem is becoming more and more heterogeneous. On the one hand, trends in computer architecture focus on providing different computing devices (CPUs, GPUs and FPGAs) and memories in a single chip or computing node, with the aim of providing better computing devices for different types of algorithms and applications. On the other hand, distributed computing platforms such as Clusters, Grids and Clouds, which traditionally have been composed of homogeneous nodes, are starting to be built with heterogeneous nodes, which include processors with different core types, accelerators and memory capacities. This heterogeneity is required to achieve better computing performance with lower energy consumption. However, the development of applications for machines with powerful computing devices requires an extraordinary effort by developers. Learning how to better use these computing resources is not easy, since executing the same algorithm in one or another device can have different outcomes in terms of performance and energy consumption. Therefore, selecting the proper device for each application part is a key factor to achieve an efficient application execution.

Moreover, programming these heterogeneous platforms is not an easy task. For each accelerator, the developer has to add some code to enable the application execution in the computing device (e.g. manage transfers between device memories, spawn processes on these devices and collect the results). For that reason, in the framework of the TANGO project (Djemame et al. 2019), we propose a programming model to facilitate the development and execution of applications for future distributed heterogeneous architectures. This programming model is based on a hierarchical combination of the COMP Superscalar (COMPSs) (Badia et al. 2015) and the OMP Superscalar (OmpSs) (Duran et al. 2011) task-based programming models, where COMPSs deals with the distributed platform heterogeneity and OmpSs deals with the intra-node heterogeneity following the same programming paradigm. This approach facilitates application development, since developers do not require to learn several programming models and resource provider APIs, and the resultant application is infrastructure-agnostic. During the application execution, the programming model runtime detects the inherent application parallelism by analysing data dependencies between application tasks, and transparently manages their execution in the different computing devices. Apart from the basic execution management, the runtime is also capable of adapting the application execution to the underlying infrastructure by selecting the most appropriate available device for each type of tasks and deciding the number of resources to use according to the number of parallel tasks. All these features are provided without having to maintain different versions of the code. The rest of the paper is organized as follows: Section presents the related work; The programming model
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is presented in Section; then, Section evaluates a prototype of this programming model; finally, Section draws the conclusions and presents the guidelines for future work.

Related Work

As introduced in previous paragraphs, computing nodes are incorporating different types of devices in order to be more efficient when running different types of applications, either by accelerating the computation or by reducing the energy consumed. However, this brings more complexity to the application development, since each of these devices has its own programming language or API used to spawn the computation to the different devices. For instance, FPGAs are traditionally programmed with the VHDL language; and for deploying and running the computation, developers have to use the tool chain provided by the FPGA vendor. A similar situation is given for General Purpose GPUs: NVIDIA offers the CUDA framework (NVIDIA Corp. 2019) for programming and running applications in their devices, and other vendors offer similar frameworks to do the same.

Current research is focusing on reducing the complexity of programming these heterogeneous nodes, as well as, providing portability between architectures allowing the reuse of code for similar devices. One example of this is OpenCL (Stone et al. 2010). It was developed with the intention of providing a common programming interface for heterogeneous devices (including not only GPUs, but also DSPs and FPGAs). With a syntax very similar to C, the same code can be used in several accelerators. However, similar to CUDA, it requires the programmer to write specific code for different device handling, which reduces programmability. OpenACC (OpenACC Consortium 2011) is another example of a programming standard for parallel computing designed to simplify parallel programming of heterogeneous CPU/GPU systems. Based on directives, the programmer can annotate the code to indicate those parts that should be run in the heterogeneous device. The OpenMP standard (OpenMP Architecture Review Board 2018) tackles the programmability issues for heterogeneous devices in a similar way to OpenACC, however, it also considers many other aspects of parallelism which makes it a stronger option. Finally, OmpSs (Duran et al. 2011) is a task-based programming model proposed by BSC which promotes both programmability and portability of codes. It hides to the programmer the architecture details, that are managed by the runtime instead of by the developers. For instance, the parallelism of the architectures is inherently exploited by analyzing the data dependencies between tasks, and the allocation of memory in the device or data transfers are automatically managed by the runtime.

PGI (Group 2010) and HMPP (Dolbeau et al. 2007) programming models are two other approaches quite related to OmpSs. PGI uses compiler technology to offload the execution of loops to the accelerators. HMPP also annotates as tasks functions to be offloaded to the accelerators. We think that OmpSs has higher potential in that it shifts part of the intelligence that HMPP and PGI delegate in the compiler to the OmpSs runtime system. Although these alternatives do support a fair amount of asynchronous computations expressed as futures or continuations, the level of look-ahead they support is limited in practice.

In any case, these solutions are just able to manage the heterogeneity inside a node. If the application requires to run in several nodes (e.g. big amount of data or large parallelism), the solutions mentioned before must be combined with other distributed computing frameworks that manage the processes’ spawning and data movements between the different computing nodes. Developers can program this by hand using the TCP/IP and threading libraries, but this option requires a lot of programming effort and parallel programming skills. One of these distributed computing frameworks is MPI (MPI Forum 2015). It provides an API for interchanging data messages between the different processes for Single Program Multiple Data (SPMD) applications. Another option are PGAS programming models such as GASPI (Alrutz et al. 2013) or UPC (El-Ghazawi and Smith 2006), which allow to create a global address space and use shared memory programs in different nodes. Both options are working quite well running SPMD applications in homogeneous clusters interconnected with a very fast network. However, in heterogeneous environments distributed across different locations they are not reaching good performance due to the long latency of the Wide Area Network.

Other approaches to distributed computing can be found in data analytic frameworks such as MapReduce (Dean and Ghemawat 2008), Spark (Zaharia et al. 2016), Graph-processing frameworks such as Pregel (Malewicz et al. 2010) or Deep learning frameworks such as TensorFlow (Abadi and Ghemawat 2008), Spark (Zaharia et al. 2016), Graph- processing frameworks such as Pregel (Malewicz et al. 2010) or Deep learning frameworks such as TensorFlow (Abadi et al. 2016).

Workflow management systems are also an alternative for executing applications in distributed computing platforms. These tools provide an interface to describe and execute a workflow (Graphical or by means of a Workflow Description Language). This workflow description is mainly used to combine the execution of different binaries in a static way. Examples of these tools are Galaxy (Goecks et al. 2010), Taverna (Oinn et al. 2004), Kepler (Altintas et al. 2004) or Fireworks (Jain et al. 2015). Finally, we can also find task-based frameworks where users can implement workflows in a dynamic way such as Dask (Rocklin 2015), which provides a Python API to describe task-based workflow as programs and Parsl (Babuji et al. 2018) which from a Python interface enables the execution of workflows in distributed environments.

Finally, COMPSs (Badia et al. 2015) is the sibling of OmpSs for distributing computing. It applies the same concepts as OmpSs but instead of distributing tasks to the different devices of a node, it distributes tasks across computing nodes taking node heterogeneity into account.

In this paper, we propose to combine the COMPSs and OmpSs features to define a hierarchical programming model that enables the development of infrastructure-agnostic parallel applications. This proposal supports a single application code, which at execution is adapted by the runtime to the available underlying infrastructure. One relevant difference of this approach compared to others is that programming is simplified by the use of a single programming paradigm, which does not require the use of APIs to manage the interaction with different computing
devices. In our proposal, the application execution is transparently distributed by the programming model runtime to the different computing nodes of the platform and the heterogeneous computing devices available in each node.

**Programming Model**

StarSs is a family of task-based programming models where developers define some parts of the application as tasks, indicating the direction of the data required by those tasks. Based on these annotations the programming model runtime analyzes data dependencies between the defined tasks, detecting inherent parallelism and scheduling the tasks on the available computing resources, managing the required data transfers and performing the tasks’ execution. Two frameworks currently compose the StarSs programming model family: COMP Superscalar (COMPSSs), which provides the programming model and runtime implementation for distributed platforms such as Clusters, Grids and Clouds, and Omp Superscalar (OmpSSs), which provides the programming model and runtime implementation for shared memory environments such as multicore architectures and accelerators (such as GPUs and FPAGs).

The work presented in this paper proposes to combine COMPSSs and OmpSSs in a hierarchical way, where an application is represented as a workflow of coarse-grain tasks developed with OmpSSs. Each of these coarse-grain tasks implements as well a workflow of OmpSSs finer-grain tasks. At runtime, coarse-grain tasks will be managed by COMPSS runtime optimizing the execution in a platform level by distributing tasks in the different compute nodes according to the task requirements and the cluster heterogeneity. On the other hand, fine-grain tasks will be managed by OmpSSs which will optimize the execution of tasks at node level by scheduling them in the different devices available in the assigned node.

To program an application with the proposed programming model, developers have to identify the parts of the code which are candidates to be coarse-grain tasks. These are usually functions which are repeated several times in the code and with enough computation to compensate the overhead of spawning a remote process (around 10ms). To indicate that a method is a coarse-grain task, developers just need to annotate the code with a preprocessor directive and also indicate the directionality of the method parameters. The main code of the application can be implemented as a normal sequential C/C++ code. The same procedure is done for fine grain tasks. In this case, tasks can have finer granularity due to the shared memory environment. In addition, annotations for tasks that are accelerator kernels should also include a target clause in the directive to differentiate them from regular CPU tasks.

In the case of the coarse-grain tasks, in addition to the normal task definition, the programming model provides mechanisms to support different tasks’ versions and allocation of resources based on tasks’ constraints, in order to make application codes adaptable to the underlying infrastructure. By adding an implements clause in the directive, we are indicating that the task implements the same functionality as another task. So, the runtime can execute any implementation of the tasks according to the available resources. For instance, a part of an application can implement a feature programmed to run in a CPU. Moreover, a CUDA kernel which implements the same feature could be also available to run in a GPU. In this case, developers can define the CUDA kernel as a task which implements the CPU task behavior.

Also, in the case of coarse grain tasks, in addition to different implementations, developers can also add a constraints directive to the tasks to specify the minimal resource requirements required to run this task type, a certain software, etc. The runtime takes these constraints into account when scheduling these tasks in resources which must fulfill them. For instance, for a coarse-grain task which is composed of a set of fine-grain tasks targeting accelerators we have to add a task constraint to indicate that it requires a given accelerator (i.e. a GPU, a FPGA, etc). Or in the case of coarse-grain tasks implementing a workflow of fine-grain tasks, the constraints directive can be also used to indicate the number of cores required to run the fine-grain tasks in parallel. An example of how an application is programmed is depicted in Section .

![Application execution overview](image)

**Figure 1.** Application execution overview.

Figure 1 shows an overview of how applications are executed in the distributed environment. The main code of the application is linked to the platform-level runtime (COMPSSs) which detects the data dependencies, builds a Direct-Acyclic-Graph (DAG) of the coarse-grain tasks. The COMPSSs runtime also schedules dependency-free tasks taking into account data location and the coarse-grain constraints, deciding which tasks can run in parallel in each node and ensuring that the different tasks are not colliding in the use of resources. For instance, if there is a single GPU in a computing node, the runtime will not schedule two tasks requiring a GPU. Once the tasks have been assigned to a computing resource, the platform-level runtime will execute these tasks by initiating a node-level runtime (OmpSSs) configured to use the assigned devices only. For each coarse-grain task, the node-level runtime builds a DAG of the fine grain tasks and schedules them in the resources assigned by the platform level scheduling.

The proposed programming model presents different advantages with respect to other approaches:

First, it provides a programming model which integrates distributed computing with heterogeneous systems, allowing developers to implement parallel applications in distributed heterogeneous environments without changing the programming model and paradigm. Programmers do not need to learn different programming model and APIs. They are only...
required to decide which parts are tasks, the direction of its data, and its granularity level.

Second, developers do not have to deal with data transfers, like in MPI. The programming model runtime analyzes data dependencies at distributed and node levels, and keeps track of the data locations during the execution. So, it tries to schedule tasks close to the required data and when this is not possible, it transparently transfers the data to the available resource.

Third, we have extended the versioning and constraints capabilities of these programming models to make applications adaptable. With these extensions, developers are able to define different versions of tasks for different computing devices (CPU, GPUs, FPGA) or combinations of them. So, the same application will be able to adapt its execution to the different resource capabilities of the heterogeneous platforms without having to modify the application.

Finally, in task-based programming models, the runtime has a deep knowledge of the application parallelism by analysing the generated task-dependency graph. For instance, it can be aware of the parallel workload at each moment of the application execution using as estimation the equivalent load of the number of dependency-free tasks. Moreover, some distributed computing platforms such as Clouds, or Slurm managed clusters allow users to dynamically request or release resources to their allocations. The COMPSs runtime is able to combine this to capabilities in order to adapt the number of resources used by the application to its parallel workload.

Evaluation

We have validated the proposed programming model with a prototype integration of the COMPSs and OmpSs programming model and we have deployed it in the MinoTauro cluster Barcelona Supercomputing Center (2019) at the Barcelona Supercomputing Center. MinoTauro is a heterogeneous cluster where each node contains two Xeon processors with eight cores each and four NVIDIA K80 GPUs. To demonstrate the features presented in the paper, we have implemented two benchmark applications: the matrix multiplication as an example for Linear-algebra applications and the K-means clustering algorithm as an example of a Machine Learning application. With these applications, we have done three experiments. In the first experiment, we have executed the applications in different resource configurations, and we have measured the execution time to see how the programming model runtime is able to detect the available resources and select the appropriate tasks’ version for each configuration. In the second experiment, we evaluate the scalability of the prototype in both applications. Finally, with the third experiment, we show how the runtime adapts the used resources to the application load. The rest of the section is organized as follows: First, we will show how the Matrix Multiplication and K-means applications are implemented with the proposed model and after this we will present the results of the experiments.

Application Implementation

Matrix Multiplication The first application used to validate the Programming Model is a two-levels block matrix multiplication. The first level splits matrices into blocks and computes the matrix multiplication at the block level. Each block multiplication is defined as a coarse-grain task with two implementations one for CPUs and another for GPUs. The matrices’ blocks are also decomposed in smaller blocks, and the block multiplication task is implemented as fine-grain tasks operating on sub-blocks. In the case of the GPU version, the fine-grain tasks are implemented by a CUDA kernel.

Figure 2 shows the main code of the benchmark application where a loop of the multiplyBlock coarse-grain task is implemented. As can be seen, nothing special must be included to call the coarse-grain tasks. They are called as regular functions.

Figure 3 depicts the two implementations of the block multiplication coarse-grain task. In that figure, we can see how developers define coarse-grain tasks with the #pragma compss task directive and the fine-grain tasks with the #pragma omp task directive. We can also see in this figure how to include the implements clause to indicate that the Block::multiplyBlocks_GPU task implements the same behavior as the Block::multiplyBlocks task, and the #pragma compss constraints directive to define the task constraints for each implementation.

Regarding the fine-grain implementation, we can have different parallelization strategies depending on the computing device. In the CPU case, as they are executed in a shared-memory environment, a fine-grain level of tasks can be defined by annotating one of the inner loops of the block matrix multiplication. In the case of the figure, we have defined the second loop as a task, so each fine-grain task is in charge of computing a row of elements of the resultant block. In the GPU case, the big matrix blocks are decomposed in smaller blocks in order to fit in the GPU device memory and finer-grain tasks are defined as the multiplication of these small blocks. The fine-grain task in this case is the CUDA kernel defined by the Muld function which is annotated using

```c
int main( int argc, char * argv ){
    Matrix A, B, C;
    int N = atoi(argv[1]);
    int M = atoi(argv[2]);
    compss_on();

    //Load Matrices
    Matrix A = Matrix::init(N, M);
    Matrix B = Matrix::init(N, M);
    Matrix C = Matrix::init(N, M);

    //Calculate Matrix Multiplication
    for( int i=0; i<N; i++ ) {
        for( int j=0; j<M; j++ ) {
            for( int k=0; k<M; k++ ) {
                C(i,j) = A(i,k) * B(k,j);
            }
        }
    }
    compss_off();
}
```

**Figure 2.** Matrix Multiplication main code. N is the number of blocks and M is the number of elements per block.
The main code for the K-means algorithm with our proposed programming model is shown in Figure 4. The code is composed by two main parts. The first consists of a loop which initializes the fragments by reading the points from a file. Then, there is a do-while loop which implements the K-means iterations. Each iteration consists of two loops: one for computing the distances of all the points of a fragment to all the clusters and one to merge the results. Finally, there is a call to update the clusters from the merged distance results.

Figure 5 shows the definition and implementation of the coarse-grain tasks. The compute_distances task is parallelized with fine-grain tasks. We have created two versions: compute_distances and compute_distances_GPU, one for executing the task in 4 CPU cores and another which is ready to run in a GPU. The same figure also shows the implementation of both compute_distances task versions, where we can see how to indicate that a code block is a fine-grain task, in the case of the compute_distances implementation. Also, we show how a CUDA kernel (cuda_find_nearest_cluster) is defined as fine-grain tasks in the compute_distances_GPU implementation. The other tasks called from the main code are defined as simple sequential coarse-grain tasks.

**Experiment 1: Execution in different resource configurations**

To validate the adaptability features of the programming model, we have executed the Matrix Multiplication in different resource configurations: using only CPUs, only GPUs or both, and we have measured the time to complete the matrix multiplication with different matrices' sizes and resource configurations. This means that we have executed the application using only CPUs, assigning a different number of cores to each coarse-grain task to allow to run several fine grain tasks in parallel, different number of GPUs and different combinations of CPU and GPU together.

Figure 6 shows the measured execution times when running the matrix multiplication with different matrix sizes. The matrix size is indicated by the number of blocks and the size of the blocks. We have evaluated matrices with a range of 4 x 4 to 16 x 16 blocks and block sizes from 256 x 256 to 2048 x 2048 elements. For each configuration, we have plotted the best result achieved. We can see that the best configuration depends on the matrix size. For small number of blocks and sizes, the CPU only configuration is the one that is performing better. This is reasonable, since GPUs require an extra data and process management, and the speed up achieved with GPUs is not enough to overcome the overhead of the extra memory allocations and copies required. When increasing the matrix size (either by increasing the number of blocks or the block size), the version with both CPU and GPU is becoming the best option. So, the
int main(int argc, char **argv) {
    comsss_on();
    for (i=0; i<nFfrags; i++){
        init_Fragment(objsFrag, nCoords, filePath, fragments[i]);
    }
    old_clusters = clusters;
    for (i=0; i<nFfrags; i++){
        compute_distances(objsFrag, nCoords, nClusters, fragments[i], clusters, newClusters[i],
      newClusterSize[i]);
    }
    int neighbor = 1;
    while (neighbor < nFfrags) {
        for (int f = 0; f < nFfrags; f += 2 * neighbor) {
            merge_distance_results(nCoords, nClusters, newClusters[f], newClusters[f+neighbor],
      newClusterSize[f], newClusterSize[f+neighbor]);
        }
        neighbor *= 2;
    }
    update_clusters(nCoords, nClusters, clusters, newClusters[0], newClusterSize[0]);
    comsss_wait_on(clusters);
} while (!hasConverged(old_clusters, clusters));
    comsss_off();
}

Figure 4. K-means main code

programming model runtime is able to run tasks in all kind of resources which increases the parallelism and reduces the execution time. In the best case, we have achieved a gain of 75% with respect to CPU-only cases and 65% with respect to GPU-only when using both resources. In the worst case (very small matrices), we could have a 6% loss with respect of using a CPU-only configuration.

Similar results have been observed when running the K-means application. Figure 7 shows the execution time when we run the K-means application to find 50 clusters in 24 million point of 50 dimensions. In the figure, we can see an important acceleration when using the GPUs with respect to the case of using the CPU only, but we can have an extra 10% of improvement when we combine the CPU and GPUs.

Experiment 2: Scalability

We have also evaluated the scalability when running both applications (Matrix Multiplication and K-means) distributed on different computing nodes.

Figure 8 shows the execution time and speed-up of executing the K-means algorithm to find 1024 clusters in 320 fragments of 200K point of 128 dimensions.

Figure 9 shows the execution time and the efficiency when increasing the problem size in the same proportion of the computing resources keeping the computation per node constant. In this case, we can see the execution time has sufffer a small increment.

Figure 10 shows the execution time and speed-up of executing the matrix multiplication for matrices of $64 \times 64$ blocks of $1024 \times 1024$ elements each, using from 1 to 8 computing nodes. We observe a reasonable performance, and the difference from the ideal speed-up is mainly caused by the overhead of the data transfers, the load and write of the blocks to disk, and the OmpSs runtime initialization at the beginning of each coarse-grain task.

Experiment 3: Resource Adaptation

Finally, the third experiment is designed to demonstrate how the programming model runtime is able to detect the inherent parallelism of the application and adapt the number of resources used to the computing load. In this experiment, we have run the same K-means application but configuring the programming model runtime to partially manage the execution in an elastic way. In the runtime execution configuration, we have set the runtime to use two static computing nodes and we have activated the elasticity option to let the runtime decide how many nodes it will use depending on the number of parallel tasks in the application, the task duration and the time to get a new resource from the resource manager.

Figure 11 shows an image generated by the COMPSs runtime monitor, where we can see an estimation of the parallel workload (number of dependency-free tasks multiplied by its expected duration), represented with a blue shadow, and the number of resources used during the application execution, represented with a red line. We can see that the runtime starts with the initial resources (two nodes), and once the first set of tasks finishes, the runtime estimates the duration of executing the rest of the dependency-free tasks based on the duration of the previous executions. If this time is larger than the time to get a new resource in the resource manager, the runtime requests for a resource allocation to execute more tasks in parallel. In the actual execution shown in the figure, we can see that the runtime has decided to request two extra nodes, which are later discarded once the number of tasks decreases.
Figure 5. K-means task definition

Conclusion and Future Work

In this paper, we have presented a proposal for a programming model that aims to facilitate the implementation of parallel applications in a platform of distributed heterogeneous resources. This proposal is based on two levels of task-based programming models. The first level is in charge of
defining coarse-grain tasks of the application which will be spawned in the different nodes of the distributed computing environment. This coarse-grain level is managed by the COMPSs programming model and runtime. Each coarse-grain task implements a workflow of fine-grain tasks which will be spawned on the different computing devices of a node. This fine-grain level is managed by the OmpSs programming model which spawns the processes on the computing node devices according to the constraints provided by the coarse-grain level runtime which coordinates the overall application execution.

The benefit of this programming model combination relies on the easiness of programming, which avoids the need of changing the programming model paradigm or using different APIs, providing means to implement a distributed application which takes profit of the different heterogeneous devices available in the computing nodes. Besides, the programming runtime transparently performs the required actions to efficiently execute the application in the computing infrastructure such as: analyze data dependencies between tasks, keep track of the data locations during the execution as well as schedule tasks close to data or transparently doing the required data transfer, and exploit the maximum parallelism. Moreover, due to the versioning capabilities of the programming model, the runtime can select the implementation which fits better to the available resources selecting the one which provides better performance. So, the same application will be able to adapt to the different capabilities of the heterogeneous platform without having to modify the application.

The results obtained in the evaluation demonstrate that the runtime transparently adapts the application execution to the underlying infrastructure with reasonable performance.
results. With the presented programming model developers do not need to maintain different codes as happens in alternative approaches.

However, during the prototype evaluation, we have also detected some sources of overhead. For instance, each time the runtime executes a coarse-grain task, it starts an OmpSs runtime which produces an initialization overhead, specially when a task uses GPUs which requires a costly Host-GPU memory allocation. This overhead will be reduced by introducing the solution proposed in the Intertwine project to achieve interoperability between different programming model runtimes (Intertwine Consortium 2018). This solution allows COMPSs to keep runtimes persistently loaded in the computing nodes during the whole application execution reusing the same runtime for the different coarse-grain task executions.

In addition to these performance improvements, we will extend the work performed in multi-objective scheduling for coarse-grain tasks in Clouds (Juarez et al. 2016) to support distributed heterogeneous environments. With this work, we aim at finding the best task scheduling taking into account different factors such as execution time, energy consumption or power limitations. Finally, we will also study how the programming model can interact with the computing infrastructure in order to have more efficient executions, by requesting more resources in highly parallel regions as well as releasing or partially powering off the devices which are not currently used by the application.
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