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Abstract. Database schemas and user queries are continuously growing with the need
for storing and accessing large amounts of structured information. Among the several
proposals to deal with the Large Join Query Problem, genetic optimizers have been shown
to be a competifive approach.

We propose a new search strategy to improve the quality of genetic query optimizers.
We call our technique Intenswwe Crossovers (IC) and 1t shows that. in terms of quality of
the results. it is worthier to spend more time creating extra child plans locally in a crossover
operation than to focus on crossover operations on a lot of different execution plans. After
the first analysis of IC. we propose an improved technigue called Increasing Intensive
Crossovers (I1IC). The idea behind this improvement is to speed-up the convergence of IC.

All wn all, we show thal the search strateqy of choice 1s paramount to determine the
quality and convergence of a genetic query optimizer. opening a new line of research
ortented to unlink genetic optimizers from their dependency on the random effects of. both.
the initial population and the random decisions taken through the optimization process.

1 Introduction

Advanced applications like SAP often require to cowbine a large set of tables to recon-
struct complex business objects. For instance, the SAP schema may contain more than
20000 relations and may join more than 20 of these in a single SQL query. It is the task
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of the query optimizer to transform a SQL statement into a query execntion plan (QEP),
determining the cost of each alternative QEP and selecting the cheapest one.

State-of-the-art query optimizers. which typically employ dynamic programming [8]
usually fall back to greedy algorithms when the plan space requirement to store various
intermediate subplans is too large. Moreover. greedy algorithms or any other methods
using heuristic based planning do not consider the entire search space and may overlook
the optimal plan.

Randomized search techniques. like genetic programming. remedy the exponential ex-
plosion of dynamic programming techniques by iteratively exploring the search space and
converging to a nearly optimal solution. The Carquinyoli Genetic Optimizer (CGO) has
been presented recently as the first sound and complete genetic optimizer (5. To the
best of our knowledge. CGO is the only genetic optimizer studied and tested against a
comunercial optimizer, proving its competitiveness regarding speed and quality.

In this paper we propose a new search strategy that provides the means to improve
the quality of the plans obtained by genetic query optimizers. Our technique is called
Intensive Crossovers (IC) and it shows that spending more time locally creating extra
child plans in a crossover operation is wiser than, in opposition, focusing on what we call
ertensive crossovers, i.e. combining a lot of different execution plans in the population
generating a reduced mumber of children per crossover (typically 2 children). The results
show that we obtain. on average. after a certain amount of time, execution plans which
have a cost between 3 and 20 times lower than the best cost obtained by the original
execution of CGO.

However. IC does not converge fast. needing a warm-up period to outperform the origi-
nal CGO. In order to mitigate this effect. i.e. to improve the convergence of IC. we propose
a further improvement by dynamically increasing the number of internal crossovers during
the execution. We call this improvement Increasing Intensive Crossovers (11C).

The rest of this paper is organized as follows. In section 2. we introduce the reader to
the basic concepts of Genetic Programming. Section 3 presents a detailed description of
our new search strategy. Section 1 shows the improvements achieved by the application
of our technique and propose an enhancement in order to achieve better speed of conver-
gence. Section 5 references some related work. Finally. Section 6 presents the conclusions
extracted from our work.

2 Genetic Programming in Query Optimization

Genetic programming (GP) has been exhaustively explored since the publication of
Koza's book in 1992 [3]. The basic idea is to obtain a best fit solution. called program
originally. to solve a problem using evolutionary methods.

The basic behavior of this type of algorithms is as follows. An initial set of programs
is ereated [fom scratch. In this paper we represent programmes as tree structures, since
they are the most suitable approach given that QEPs in DBMSs are nsnally tree-shaped.
This set 1s also called the mital population.
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Once the initial population is created, we iteratively apply a set of genetic transfor-
mations on the members in the population. The primary transformation operators are
crossover and mutation. The former works by changing two (or more) programs (or tree
structures) combining them in some manner: the latter by modifying a single tree struc-
ture. Each iteration of the algorithm is called a generation. At the end of each generation.
a third genetic operation called selection is applied in order to eliminate the worst fitted
members in the population.

After applyving these operations the algorithm obtains the next generation of members.
A stop condition ensures that the algorithm terminates. Once the stop criteria is met. we
take the best solution from the final population.

One of the typical applications for this type of algorithm is to solve optimal path search
problems. In these problems. each member in the population represents a path to achieve
a specific objective and has an associated cost.

Query optimization can be reduced to a search problem where the DBMS needs to find
the optimum QEP in a vast search space. Each execution plan can be considered as a
possible solution program for the problem of finding a good access path to retrieve the
required data. Therefore. in a geneitic optimazer. every member in the population is a
valid execution plan. Intuitively. as the population evolves. the average plan cost of the
members decreases.

3 Intensive Crossovers

A typical inherent problem in GP is the fact that. after some generations. the genetic
operations become very disruptive, tending to create new members with self lethal traits,
which are typically discarded in the next selection operation. In order to show the dis-
ruptive trends of crossover operations. we calculate the percentage of improvement using
equations (1) and (2) below where p,y and py» are the parent plans, p, is one of the children
generated by those plans in the crossover operation. and cost(z) is a function returning
the cost associated to x. where x is a QEP. The idea behind the equations is to calculate
whether the new plan is better than the average cost between both parent plans.

- 2 - cost(p.) (1)
T cost(pp) + cost(pg)
. - (1 - ,."Tlp) - 100 if Timp S 1 .
%e = { (G = 1) 100 if Ty > 1 )

Figure 1 shows the average maximum and minimum efficiency for a crossover operation,
through several generations, execnted using 15 random queries involving 50 relations.
The plot clearly shows that the efficiency of crossover operations rapidly decays from
generation 25 up to generation 80. From generation 80 onwards, it can be observed that
gains are merely marginal. On the other hand. the disruptive effects of the operation are
noticeable, i.c. the probability of obtaining a bad QEP is higher than the probability of
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obtaining a good plan. After generation 110, the algorithm has lost all the diversity in
the population. and crossovers are just crossing plans which are the same.

Crossover Efficiency for Single Crossover
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Figure 1: Average maximmun and minimum crossover efficiency for 50 relations.

In order to increase the quality of genetic operations, we propose a new search strategy
for genetic query optimizers called Intensive Crossovers (IC'). IC' has the objective to
reduce the disruptive effects of crossover operations by intensifying the local search. This
way. as depicted in Figure 2. instead of applying single crossover operations as in the
original CGO, our strategy proceeds as follows:

1. Two individuals are randomly chosen from the population

2. Then. N random crossover operations are performed on the same parents. producing
2N offsprings. We call these operatious internal crossovers.

3. The associated cost. or fitness function. is calculated for every generated child and
only the best two QEPs are kept. The remaining are directly discarded.

Naturally. increasiug the amount of time spent for a single crossover operation, causes
an increase in the amount of time nsed for a generation, However, the leading idea behind
the algorithm is the fact that the reduction of the destructive effects of the crossover
operations compensate for the increase of execution time.

4 Analysis and Improvements

In the following subsections we study the behavior of our technigue. comparing it to
the original execution of CGO. The methods used to ereate random databases and queries
for the analysis are detailed in [6].
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Figure 2; Intensive Crossover.

4.1 Intensive Crossovers

The basic idea of this section is to show that investing time using Intensive Crossovers,
thus elongating the time used for a genetic operation, has a positive impact in the quality
of the obtained QEP.

We have tested [C' using random large join queries which involved 30, 50 and 100
relations each. Due to a lack of space we only present the results for 50 joins unless
stated. however, our results show that conclusions can be extended to all the cases.

We have run CGO several times to experimentally decide the best values for the fol-
lowing parameters. We run the same test on 15 randomly created queries executed on 15
random databases. For each query we execute the original CGO and all the techniques 5
times and calculate the average best cost. We execute 50 crossover operations per gen-
eration. To better analyze the effects of 1C. mutations have been disabled in CGO. We
have fixed the execution time to 8 minutes.

For each query, we compare the original execution of CGO with the execution for the
same initial population using respectively 2, 4, 8, 16 and 32 internal crossovers.

In order to fairly compare results. we use the following formula to compute the scaled
Cost:

SecaledCost = { Corig/ Cncwtech 0T L i Corig 2 Crcwrech (3)
= Cnrnv'l'm-h /’(-'urzg if Cvny < ('nr,u'Trrh
where (7, represents the best cost obtained by the original implementation of CGO and
' urecn Tepresents the best cost achieved by the technique to be tested. In this way.
the sealed cost in formula (3) allows to obtain an average from the execution of different
queries and databases and it is centered in ().

Figure 3 shows the scaled best cost for different numbers of internal crossovers. We

consider the execution of the original CGO to be the baseline. Consequently, a positive
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value in the plot means that. on average. a certain technique improves over the original
after a specific amount of time, while a negative value means that the technique cannot
achieve a better cost after a specific amount of time.

The plot clearly shows that, independently from the mimber of internal crossovers. 1C
eventually improves the quality of the best obtained QEP with sealed costs ranging from
2.5 to 18 compared to the original CGO. However. the differences in the scaled costs are
conditioned by the number of internal crossovers. On the one hand. with a small number
of internal crossovers IC obtains similar results to the original CGO after 30 s. A larger
number of internal crossovers converge slower than a smaller number and need more time
to improve the original CGO. However, the quality of the execution plans obtained during
the execution is clearly superior with a large number of internal crossovers.

IC Performance for 50 Relations

Scaled Cost

Execution Time

Figure 3: Scaled best cost evolution for different internal crossover mumbers.

Figure 4 shows the actual number of generations executed on average. in 8 minutes, for
each specific number of internal crossovers for queries involving 30. 50 and 100 relations.
The objective of this plot is to show that. since IC increases the number of crossover opera-
tions per generation, the time needed to execute a generation is proportionally increased,
thus. the number of generations executed in a period of time is reduced. Specifically,
we can observe that the number of generations executed using 2 internal crossovers per
crossover operation is roughly half of the generations executed by the original. In general,
we observe that using N internal crossovers the number of generations executed is the
number of generations executed by the original divided by V. This effect is due to the
fact that. for each crossover operation, we are repeating the same operation N times,
thus multiplying the time by N. These results indicate that, although the number of
generations and the number of genetic operations have decreased significantly, improving
the efficiency of crossover operations. by reinforcing local search. helps the algorithm to
improve the fuality of results.

This observation implies that the use of IC reduces the disruptive effects of the crossover
operations. Figure 5 corroborates this idea by showing the average maximum and mini-
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Figure 4: Number of generations ex-
ecuted in eight minutes for different
number of internal crossovers rang-
ing from 2 to 32.

Figure 5: Average maximum and
minimum crossover efficiency for 50
relations using 1C (N = 16).

mum gain obtained in a crossover operation using equations (1) and (2) and 16 internal
crossovers per intensive crossover for queries involving 50 relations. Results show that. in
seneral, crossover operations in the context of IC do not introduce lethal properties into
the new offsprings.

4.1.1 Convergence of IC

IC' is unable to converge as fast as CGO during the first generations. In addition, the
slow convergence is even more noticeable as the number of internal crossovers increases.
The reason is explained in Figure 6 where we can see the average number of QEPs which,
although having a better cost than the average between the costs of their parents. are
discarded by the internal selection carried out during an intensive crossover. From the
results we see that IC spends a lot of time during the first generations creating good
execution QEPs which are discarded without having the chance to survive. For this
reason, as previously observed in Figure 3, IC does not achieve better results than CGO
during the first generations. The basic problem is that CGO also obtains good quality
when it employs crossover operations during the first generations. but in less time than
|C. However. as observed in Figure 1. after several generations the disruptive effects
in crossover operations for CGO are very notorious while, using IC. they are almost
climinated. Note that Figures | and 5 cannot be directly compared since each generation
using a number of internal crossovers equal to 16 is equivalent to 16 generations in the
original case.

4.2 Increasing Intensive Crossovers

We propose a further improvement on IC in order to soften the slow convergence of
the algorithm during the first generations of IC when using a large number of internal
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Improved Discarded Plans
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Figure 6i: Average number of plans discarded although their cost improves the average of their parent
QEPs using 1C-16

crossovers. The previous subsection shows that the effects of IC can only be noticed after
some generations because [C is wasting time during the first generations, discarding sood
QEPs. In this section we propose an enhanced version of [C called Increasing Intensive
Crossovers (IIC). As opposed to 1C, 1IC dynamically increases the number of internal
crossovers periodically after a fixed number of iterations.

For this experiment, I1C starts executing 2 crossovers per intensive crossover, which
15 mcreased expouentially every 5 generations. We have fixed the maximum number of
internal crossovers to 32 to avoid degradation due to excessively long intensive operations.

In Figure 7. we show the comparison between I1C and the previous results obtained
for IC-2 and 1C-16. We can make two major ohservations: first, I1C does not invest a lot
of time creating and discarding good QEPs during the first generations. thus it obtains
the same speed of convergence as 1C-2, Second. the quality of the results clearly improves
the quality of those cases with a small number of internal crossovers, like IC-2. Of course,
the results obtained by the increasing version cannot reach the quality of IC-16 since the
quality of the QEPs obtained during the first generations is worse for 11C.

5 Related Work

Several attempts have been carried out in order to diminish the Large Join Query
Problem. Randomized search techniques remedy the exponential explosion of dynamic
programming techniques by iteratively exploring the search space and converging to a
nearly optimal solution. Genetic algorithms are a randomized search technique [2] mod-
elling natural evolution over generations using crossover. mutation and selection Opera-
tions. Optimizing queries involving a large number of joins using genetic algorithms was
introduced 4y Bennet el al. [1] and tested later by Steinbrunn et al. [9] showing that
It is a very competitive approach. Genetic programming applied to query optimization
was first introduced in [10]. Stillger. based on these previous works. presents a genetic
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Figure 7: Comparison between L[C. IC-2 and IC-16.

programming-based optimizer that directly uses execution plans as the members in the
population. instead of using chromosomes. A first genetic optimizer prototype was cre-
ated for PostgreSQL [7]. but its search domain is reduced to left-deep trees and mutation
operations are deprecated, thus bounding the search to ouly those properties appearing
in the execution plans of the initial population. Later in [3]. the Carquinyoli Genetic
Optimizer (CGO), which is also based on GP is presented and tested. for the first time.
against a well-known commercial optimizer. Muntés et al. also present in [4] a study to
establish criteria in order to parameterize a genetic optimizer.

Tackett proposes a method called brood recombination in his thesis [11] in order to
rednce the disruptive effects of crossover operations. Brood recombination is based on
the observation of various animal species in nature which produce more offspring than
those expected to live.

6 Conclusions

In this paper, we show that Intensive Crossovers have an impact on the quality of
genetic query optimizers, by assuring intensive genetic operations. Our analysis shows
that. although intensive operations are unnecessary at the beginning of the optimization
process. they become increasingly more necessary along the time. Therefore, we show
that our new technique called Increasing IC improves quality compared to the original
CGO avoiding the problems of IC regarding the speed of convergence during the first
generations of plans,

Moreover. our achievements make a step further in the search of general techniques
that unlink genetic optimizers from their dependency on the random effects of, both. the
initial population and the random decisions taken through the optimization process.

All in all. our work shows that studying search strategies is still an open and fruitful
research line which may lead genetic query optimizers towards the solution of the Large
Join Query Problem.
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