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Abstract.

The causal character of singularities is often studied in relation to the existence of naked singularities and the subsequent possible violation of the cosmic censorship conjecture. Generally one constructs a model in the framework of General Relativity described in some specific coordinates and finds an ad hoc procedure to analyze the character of the singularity. In this article we show that the causal character of the zero-areal-radius ($R = 0$) singularity in spherically symmetric models is related with some specific invariants. In this way, if some assumptions are satisfied, one can ascertain the causal character of the singularity algorithmically through the computation of these invariants and, therefore, independently of the coordinates used in the model.
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1. Introduction

The causal character of a singularity has a well defined meaning within the theory of conformal boundaries [1, 2, 3]. The knowledge of this causal character is fundamental since whenever the spacetime possesses timelike or past null singularities there are always null geodesics which are past incomplete. If such a singularity could develop from a generic gravitational collapse in the framework of General Relativity Theory, this would mean that the theory would lose its predictability. The question on whether General Relativity contains a built-in safety feature that precludes this
possibility was put forward by Penrose in 1969 [4] and gave rise to what is known as the \textit{cosmic censorship conjecture} (CCC). Many counterexamples to the CCC have been proposed as well as many arguments in its favour (see, for example, [3, 5] and references therein) so that the question of the CCC remains open.

In this article we will deal with probably the most interesting type of singularities in spherically symmetric spacetimes: The \textit{zero-areal-radius singularities}, i.e., given the \textit{areal radius} $R$ defined such that the area of a 2-sphere is $4\pi R^2$, we will be interested in singularities at $R = 0$. In the current literature the study of the causal character of the $R = 0$ singularities has been carried out for important particular solutions. In a few simple cases the singular conformal boundary has been obtained by using a conformal compactification (see, for instance, [6, 7, 8]), while in most cases there is not an analytical compactification and, as an alternative method, the causal character of the singularities has been studied through the analysis of radial null geodesics around them (see, for example, [9, 10, 11, 12]). In addition to the analysis of particular cases, this last technique allows some \textit{general} approaches for studying zero-areal-radius singularities. In particular, it has led to show [13] that the causal character of the singularity is related to the \textit{mass function} [14]. More general studies on the formation of \textit{naked} singularities in spherically symmetric spacetimes along these lines can be found in [15, 16] and, by using ad hoc devised procedure, in [17]. Furthermore, in [3], by using the techniques of the qualitative behaviour of dynamic systems on the differential equations satisfied by the radial null geodesics we were able to present the most comprehensive scheme so far to try to find out their causal characterization taking into account, and analyzing, the possible limitations of the approach. However, this work was carried out in specific coordinates (the so called \textit{radiative coordinates}), so that its results were restricted to models described in these coordinates.

Our aim in this article is to show that the causal character of the zero-areal-radius ($R = 0$) singularity in spherically symmetric models is related with some specific invariants. Apart from being an interesting result from a theoretical point of view, this coordinate independent approach means that, if some assumptions
are satisfied, one could find out the causal character of a model’s singularity algorithmically through the computation of these invariants in arbitrary coordinates. In order to try to reach our goal we will base our approach in an analysis of the results in our previous article [3]. We will show that our previous results admit an interpretation and rewriting in terms of some invariants and we will analyze and explicitly state the limits for the applicability of our results coming from our specific approach. On the other hand, throughout the article we will use a geometrical approach requiring only the existence of a spacetime, but not the fulfillment of Einstein’s equations. Thus, we just try to discover the possibilities allowed by this geometrical approach which includes the classical as well as the semiclassical framework.

The paper has been divided as follows: In section 2 we revise well-known properties of spherically symmetric spacetimes and of the radial null geodesics, but emphasizing the corresponding degrees of differentiability for each defined object (what will be an important aspect for the later development of the work). In section 3 we analyze the relationship between general coordinate systems and the coordinate system used in [3]. The different cases that appear when treating the causal character of singularities are treated from section 4 on. In particular, section 4 is devoted to the analysis of singularities with non-null mass function. Section 5 deals with the preliminaries required to the study of singularities with null mass function. Finally, sections 6, 7 and 8 analyze every null mass function subcase in detail.

2. Basis

Let us consider a simply connected open set \( \mathcal{V} \) in a spherically symmetric spacetime and such that a part of its boundary consists of a \( R = 0 \) interval. The metric line element of an oriented spherically symmetric spacetime can be (and for practical purposes it is usually) written in the local chart endowed with coordinates \( \{ x^\mu \} = \{ x^0, x^1, \theta, \varphi \} \) in the form [18]

\[
 ds^2 = g_{ij}dx^i dx^j + R^2 d\Omega^2, \tag{1}
\]
where \( g_{ij} \) is an oriented two-dimensional Lorentzian metric \((i, j=0, 1)\), \( R = R(x^0, x^1) \) and \( d\Omega^2 \equiv d\theta^2 + \sin^2 \theta d\varphi^2 \).

In the Lorentzian two-surface orthogonal to the 2-spheres two nonvanishing null vector fields may be defined such that they are linearly independent at each point. If some differentiability requirements are satisfied in \( V \) the integral curves of the two null vector fields provide us with two families (\( F_1 \) and \( F_2 \)) of affinely parametrized null geodesics called the radial null geodesics. Take, for example, the geodesics belonging to the \( F_1 \) family satisfying
\[
\frac{d^2 x^\alpha}{d\ell^2} = -\Gamma^\alpha_{\beta\gamma} \frac{dx^\beta}{d\ell} \frac{dx^\gamma}{d\ell},
\]
where \( \ell \) is their affine parameter. The theory of Ordinary Differential Equations \cite{19} together with the definition of the Christoffel symbols \( \Gamma^\alpha_{\beta\gamma} \) guarantees the existence and uniqueness of the affinely parametrized geodesics provided that \( g_{\alpha\beta} \) is at least \( C^{2-} \) and \( \det(g_{\alpha\beta}) \neq 0 \). From now on we will guarantee the existence and uniqueness of affinely parametrized null geodesics by assuming that \( g_{\alpha\beta} \) is \( C^{n+1} \), where \( n \geq 1-8 \) and that and \( \det(g_{\alpha\beta}) \neq 0 \| \).

Under these assumptions the theory of ODEs also guarantees that the solution of the geodesic equation will be \( C^{n+2} \). Since the radial null tangent vector field to the \( F_1 \) family \( \vec{l} \equiv d/d\ell \) has an associated covector satisfying \( l_{[\alpha;\beta]} = 0 \), then it can be written as the differential of a \( C^{n+2} \) function \( u(x^0, x^1) \): \( \partial_\alpha u \equiv l_\alpha \). The curves \( u = \text{constant} \) define the trajectories of the \( F_1 \) family of null geodesics in \( V \).

Taking into account that the scalar invariant \( R(x^0, x^1) \) is a \( C^{n+1} \) function we can define \( \chi(x^0, x^1) \equiv g^{\alpha\beta} \partial_\alpha R \partial_\beta R \) which is a scalar invariant \( C^n \) function. This invariant is related to the \( C^n \) invariant mass function \cite{14, 20, 21, 22} through
\[
m = \frac{R}{2}(1 - \chi). \tag{2}
\]

In order to investigate the causal characterization of a \( R = 0 \) interval we will consider the radial null geodesics around a point \( p \) in this interval. As we shown in § As usual \( C^{i-} \) means \( C^{(i-1)} \) and that the \( (i-1) \)th-order derivatives are locally Lipshitz. On the other hand, \( C^{n+1} \) with \( n = j- \) means \( C^{(j+1)-} \). || Note that the last requirement, the non-degeneracy of the metric, is usually assumed in the definition of spacetime \cite{6}.
this procedure requires that the radial null geodesics from at least one family, say $\mathcal{F}_1$, reach (or leave) every point in the interval, what will be assumed in the next sections of this article.

On the other hand, let us comment that provided that a $R = 0$ interval is not reached (or left) by radial null geodesics of any family then the causal characterization of the interval is straightforward since this interval cannot be translated into a piecewise $C^1$ interval in the conformal boundary of the spacetime [3]. It can only be translated into a point where the boundary is not a $C^1$ curve and, thus, where there is not tangent vector properly defining its causal character.

3. Analysis of a coordinate change

As we mentioned in the introduction, the main goal of this article is to extend the coordinate dependent results presented in [3] so that they can be used independently of the coordinate system chosen to work with, i.e., to provide the causal characterization of $R = 0$-singularities in an invariant manner. In order to do this, in this section we will deal with the connection between a general coordinate system of the type used for (1) and the coordinate system used in [3].

**Lemma 3.1** Under the assumptions that the metric (1) is $C^{n+1}$, with $n \geq 1$, and $J \equiv u_0 R_1 - u_1 R_0 \neq 0$ (or, equivalently, $du \wedge dR \neq 0$) there exists a coordinate change $\{x^0, x^1\} \to \{u, R\}$, where $R$ is the areal coordinate and $u$ is a null coordinate, such that the metric (1) can be locally written as

$$ds^2 = -e^{4\beta} \chi du^2 + 2\varepsilon e^{2\beta} dudR + R^2 d\Omega^2,$$

(3)

where $\varepsilon^2 = 1$ and $\beta = \beta(u, R)$, $\chi = \chi(u, R)$ are $C^n$ functions.

This lemma is based in the fact that, since $u$ is $C^{n+2}$ and $R$ is $C^{n+1}$, there is a class $C^{n+1}$ map $\Phi : (x^0, x^1) \to (u, R)$. The inverse function theorem (see, for example, [23]) guarantees the existence of $C^{n+1}$ functions $f^0(u, R)$ and $f^1(u, R)$ such that $x^0 = f^0$ and $x^1 = f^1$ provided that the jacobian determinant $J$ is not null in $\mathcal{V}$. Along this work we will denote the open set $\Phi(\mathcal{V})$ by $\mathcal{U}$. 
It follows that we can write the function $\chi$ as $\chi(u, R) = \chi(x^0 = f^0(u, R), x^1 = f^1(u, R))$, where the chain rule guarantees that $\chi(u, R)$ will also be at least a $C^n$ function in the variables $\{u, R\}$.

On the other hand, the condition $J \neq 0$ or, equivalently, $du \wedge dR \neq 0$ implies that the vectors associated with these one-forms can not be parallel: $\vec{l}(R) \neq 0$ $\partial$. In this way, taking into account that $\vec{l}(R)$ will be $C^n$ ($n \geq 1$) in $V$ we can define the invariant non-null constant

$$\varepsilon \equiv -\text{sign}(\vec{l}(R)).$$

Note that it is invariant under future directed reparametrizations of $\vec{l}$. If $\varepsilon = -1$ (or +1), the expansion \[6\] of the null geodesics with tangent vector $\vec{l}$ is positive (negative, respectively) in every point of $U$.

If we perform the coordinate change $\{x^0, x^1\} \rightarrow \{u, R\}$ then, due to the light-like character of the coordinate $u$, the metric of the spacetime \[\text{(1)}\] will take the form:

$$ds^2 = -Adu^2 + 2BdudR + R^2d\Omega^2,$$

where $A = A(u, R)$ and $B = B(u, R)$. The general future directed and affinely parametrized null vector $\vec{l}$ and the future directed null vector $\vec{k}$ tangent to the $F_2$ family satisfying $\vec{l} \cdot \vec{k} = -1$ can be written as

$$\vec{l} = -\frac{c}{B} \frac{\partial}{\partial R}; \quad \vec{k} = \left(\frac{\partial}{\partial u} + \frac{A}{2B} \frac{\partial}{\partial R}\right)c^{-1},$$

where $c = c(u) > 0$ depends on the affine parameter chosen for $\vec{l}$. Clearly, $\text{sign}(\vec{l}(R)) = -\varepsilon = -\text{sign}B$, so that we can rewrite $B$ as

$$B = \varepsilon e^{2\beta},$$

with $\beta = \beta(u, R)$. If we state explicitly the relationship between the component $g_{uR}$ of the metric tensor in these new coordinates with regard to the old ones

$$\varepsilon e^{2\beta(u,R)} = f^i_{\ u} f^j_{\ R} g_{ij},$$

where, as usual, $g_{ij}$ should be understood as $g_{ij}(f^0(u, R), f^1(u, R))$, and taking into account that both $f^k(u, R)$ and $g_{ij}(x^0, x^1)$ are $C^{n+1}$ functions in their respective variables, then the chain rule theorem implies that $\beta(u, R)$ is at least a $C^n$ function.

\[\dagger\] A sufficient (but not necessary) condition for $\vec{l}(R) \neq 0$ is $\chi = g_{\alpha\beta} \partial_\alpha R \partial_\beta R \neq 0$
On the other hand, if one evaluates the function $\chi$ with this form of the metric and uses (7) one finds

$$A = e^{4\beta \chi}.$$  

(9)

Thus, taking into account (7) and (9), we obtain the required form for the metric (3) with the degree of differentiability stated in the lemma. QED.

**Corollary 3.1** Under the assumptions in lemma 3.1 the mass function $m(u, R) = R(1 - \chi(u, R))/2$ is a $C^n$ function.

Let us remark here that we do not need to find the explicit form (3) since we want to work in the original coordinates $\{x^\mu\}$. In particular, the function $\beta$ can be written with the help of (8), and the appropriate labeling as a function of $\{x^0, x^1\}$:

$$e^{2\beta(x^0, x^1)} = \varepsilon \frac{(l_0/l_1)g_{11} - g_{01}}{J}.$$  

(10)

4. Invariants that define the causal character when $\lim_{x \to p} m(x) \neq 0$

In this section we will discuss the causal character of $R = 0$ in a point $p = (p^0, p^1)$ such that $\lim_{x \to p} m(x) \neq 0$, where $x \equiv (x^0, x^1)$. This condition implies that there is a scalar curvature singularity at $p$, so that $p$ does not belong to the spacetime, but to its singular boundary. If one radial null geodesic of, say, the $F_1$ family reaches $p$ then we have the following

**Theorem 4.1** In case the spacetime metric (7) is $C^{2-}$ and there is a radial null geodesic reaching (either toward its past or its future) a $R = 0$-singularity at $p$ with a value of its affine parameter $l = l_0$ then:

- if $\lim_{l \to l_0} m(x(l)) > 0$, there is a spacelike singularity at $p$,
- if $\lim_{l \to l_0} m(x(l)) < 0$, there is a timelike singularity at $p$.

This result can be found in our previous article where it was shown in specific coordinates. However, taking into account that $m$ is a scalar invariant, the proposition is true for other coordinate systems and it is, thus, an invariant result. Let us reiterate that the requirement of, at least, a $C^{2-}$ metric is a minimum.
assumption for the existence and uniqueness of radial null geodesics in the spacetime. The theorem only requires the existence of the directional limit along the radial null geodesic. As a corollary we have the following more applicable result:

**Corollary 4.1** In case the spacetime metric is $C^2$ and $\lim_{x \to p} m(x) \neq 0$, where $p$ is such that $\lim_{x \to p} R(x) = 0$, then the causal character of the $R = 0$-singularity at $p$ is defined by the sign of the invariant mass function as the function approaches $p$:

- if $\lim_{x \to p} m(x) > 0$ then there is a spacelike singularity at $p$,
- if $\lim_{x \to p} m(x) < 0$ then there is a timelike singularity at $p$.

5. **Basis for the $\lim_{x \to p} m(x) = 0$ case**

This is the most involved case. It is known that if $\lim_{x \to p} m(x) = 0$ the causal character of $R = 0$ at $p$ admits any possibility: spacelike, lightlike or timelike [8]. Therefore, the question is: are in this case other invariants which define the causal character of $R = 0$ independently of the coordinate system used? In order to answer this, let us introduce in this section some new definitions and lemmas. For instance, in spherical symmetry there is an invariantly defined vector, the Kodama vector [24], which is also known to possess very interesting properties (see, for instance, [25] and references therein):

$$\vec{\xi} \equiv \epsilon_{\perp}^{\mu \nu} \frac{\partial R}{\partial x^\mu} \frac{\partial}{\partial x^\nu},$$

where $\epsilon_{\perp}^{\mu \nu}$ denotes the volume form associated with the two-metric $g_{ij}$. It satisfies $\vec{\xi}^2 = -\chi$, so that if $\chi > 0$ ($\iff R > 2m$) the orientation of $\epsilon_{\perp}^{\mu \nu}$ can be chosen in such a way that $\vec{\xi}$ is a future directed timelike vector. Kodama’s vector characterizes the spherically symmetric directions tangent to the hypersurfaces $R =$constant and provides and invariantly defined direction in which the area of the two-spheres remains constant [26]. For the metric (3) $\vec{\xi}$ takes the form:

$$\vec{\xi} = e^{-2\beta} \partial_u,$$

which satisfies $\vec{t} \cdot \vec{\xi} < 0$ in the local chart.
5.1. On the extension of \( m(u, R) \) and \( \beta(u, R) \)

We have seen that, if the assumptions in lemma 3.1 are satisfied, the functions \( m(u, R) \) and \( \beta(u, R) \) are \( C^n \) functions defined in an open set \( U \). We will now see that these functions can be extended beyond the open set provided that some conditions are fulfilled. In particular, we are mainly interested in an extension of the functions around \( R = 0 \) that, while it has not any physical meaning, will allow us to apply the theory of the qualitative behaviour of dynamic systems in a open set centered in a point of \( R = 0 \) [3].

Lemma 5.1 Provided that there is a natural number \( N \) such that the limits of the functions \( m \) and \( \beta \) and of their \( i \)-th order derivatives, for all \( i \leq N \), as every point in the boundary of the open set is approached, exist (and are finite) then the functions \( m \) and \( \beta \) admit a \( C^N \) extension \( \bar{m} \) and \( \bar{\beta} \).

In order to show this it suffices to define the extended function and its derivatives for all points \( p_b \) in the boundary of the open set \( U \) as

\[
\frac{\partial^a \partial^b}{\partial u^a \partial R^b} \bar{m}(p_b) \equiv \lim_{x \rightarrow p_b} \frac{\partial^a \partial^b}{\partial u^a \partial R^b} m(u, R),
\]

\[
\frac{\partial^a \partial^b}{\partial u^a \partial R^b} \bar{\beta}(p_b) \equiv \lim_{x \rightarrow p_b} \frac{\partial^a \partial^b}{\partial u^a \partial R^b} \beta(u, R)
\]

for all integers \( a \geq 0, b \geq 0 \) such that \( a + b \leq N \). In this way the lemma can be considered as a simple case of Whitney’s extension theorem [27] and the existence of \( C^N \) extensions \( \bar{m} \) and \( \bar{\beta} \) that coincide with \( m \) and \( \beta \) in \( U \) is guaranteed. We will denote the extended domain of definition by \( \bar{U} \).

On the other hand, we want to work with the original coordinates \( \{x^0, x^1\} \) and infer from here the extendibility of the functions \( m(u, R) \) and \( \beta(u, R) \). We can do this by using the chain rule applied to the derivatives of \( m(x^i(u, R)) \) and \( \beta(x^i(u, R))\) as the boundary points are approached. For example, if one is looking for a \( C^N \) extension, according to lemma 5.1 one needs, among others, the limit of \( m_{,u}(u, R) \) in the boundary, but

\[
\bar{m}_{,u}(p_b) \equiv \lim_{x \rightarrow p_b} m_{,u} = \lim_{x \rightarrow p_b} m_{,i} f^i_{,u}.
\]

Taking into account that \( f^i_{,u} \) can be written as a function of \( l_j (= u_{,j}) \) and \( R_{,j} \) \( (j = 0, 1) \), the existence of the limit is guaranteed if we require that the limits of
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$l_i(x^0, x^1)$, $R_{,i}(x^0, x^1)$, and $m_{,i}(x^0, x^1)$ as every point in the boundary of the open set is approached exist (and are finite) and we also require that the limit of $J$ when approaching the same points is not zero.

This can be formalized and generalized for $C^N$ extensions similarly:

**Lemma 5.2** If the limits

$$
\lim_{x \to p} \frac{\partial^a \partial^b u}{\partial (x^0)^a \partial (x^1)^b}, \quad \lim_{x \to p} \frac{\partial^a \partial^b R}{\partial (x^0)^a \partial (x^1)^b}, \quad \lim_{x \to p} \frac{\partial^a \partial^b m}{\partial (x^0)^a \partial (x^1)^b}, \quad \lim_{x \to p} \frac{\partial^a \partial^b \beta}{\partial (x^0)^a \partial (x^1)^b}
$$

as every point in the boundary of the open set is approached exist (and are finite) for all integers $a \geq 0$, $b \geq 0$ such that $a + b \leq N$ and the limit of $J$ as the same points are approached exists and is not zero, then the functions $m(u, R)$ and $\beta(u, R)$ admit a $C^N$ extension $\tilde{m}(u, R)$ and $\tilde{\beta}(u, R)$.

5.2. On the differentiability of the singular conformal boundary

In order to analyze the singular conformal boundary of a spherically symmetric spacetime it is possible to perform just the conformal compactification of the two-dimensional surface orthogonal to the 2-spheres retaining all the important information. This is so because, by means of a coordinate change, the induced Lorentzian metric or *first fundamental form* of the two-dimensional surface can be brought into a conformally flat form

$$
\text{ds}^2_{2d} = \Omega^2(t, x)(-dt^2 + dx^2)
$$

or, equivalently,

$$
\text{ds}^2_{2d} = -\Omega^2(u, v)du dv,
$$

where $\{u, v\}$ are lightlike coordinates ($u = t + x$, $v = t - x$). In this way, it can be naturally embedded in an *unphysical* two-dimensional Minkowskian spacetime (see, for instance, [2]). Despite an *analytic* conformal compactification can only be found for certain simple particular cases some information can be extracted without fully following the procedure. For instance, with regard to the differentiability of the singular boundary we have the following

**Theorem 5.1** If $g_{ij}$ and $R$ are $C^3$ functions, $J \neq 0$ in $V$ and the assumptions in lemma 5.2 (for the existence of $C^2$ extensions) are satisfied and, in particular, they
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are satisfied in a connected open interval \( C \) of the singular boundary \( R = 0 \) in which \( \bar{m} \neq 0 \), then \( C \) will be \( C^3 \) in the unphysical spacetime.

In order to show this we will study the differentiability of \( R = 0 \) in the unphysical spacetime by analyzing the coordinate change which takes the metric to the form (13). To begin with, note that, under the assumptions in the theorem we can perform a first coordinate change from coordinates \( \{x^0, x^1\} \) to \( \{u, R\} \) such that \( m(u, R) \) and \( \beta(u, R) \) will be \( C^2 \) functions. That this is satisfied follows from the requirement of a \( C^3 \) metric in the theorem and lemma 3.1 together with corollary 3.1. Furthermore, requiring the fulfillment of the assumptions in lemma 5.2 implies that there will be \( C^2 \) extensions \( \bar{m}(u, R) \) and \( \bar{\beta}(u, R) \).

We know from (3) that the metric of the lorentzian surface can be written in coordinates \( \{u, R\} \) as

\[
\text{ds}_2^2 = -\frac{e^{4\beta}}{R} \sigma du,
\]

(14)

where \( \sigma \equiv (R - 2\bar{m})du - 2\varepsilon Re^{-2\beta} dR \). In order to rewrite this in double-null coordinates \( \{u, v\} \) we will look for an integrating factor \( e^\Phi \) such that

\[
e^\Phi \sigma = dv.
\]

(15)

The integrability condition for (15) takes the form of the following first-order linear inhomogeneous PDE in \( \bar{U} \):

\[
a\Phi_u + b\Phi_R = c,
\]

(16)

where the functions \( a, b \) and \( c \) are defined as

\[
a \equiv 2Re^{-2\beta}, \quad b \equiv \varepsilon(R - 2\bar{m}), \quad c \equiv 4R\bar{\beta}_u e^{-2\beta} - \varepsilon(1 - 2\bar{m}_R).
\]

Our assumptions imply that \( a \) and \( b \) are \( C^2 \) functions, while \( c \) is \( C^1 \). We now choose the curve \( \mathcal{C} \) (which can be described as \( \{R = 0, u = s\} \), where \( s \) is a parameter defined in a connected open real interval) as the curve of initial conditions for the PDE and, in addition, we choose the initial condition on \( \mathcal{C} \) to be \( \Phi(u, R = 0) = \psi(u) \), where \( \psi(u) \) is an arbitrary \( C^2 \) function. Then the tangent
vector to $C$ ($\vec{w} = d/ds$) and the characteristic direction have distinct projections on the $u,R$-plane ($aw^R - bw^u = -2\varepsilon \bar{m}(u, R = 0) \neq 0$ in $C$). This together with the fact that the PDE is nondegenerate ($a^2 + b^2 \neq 0$ in an open neighborhood of $C$ since $\bar{m}(u, R = 0) \neq 0$) implies that the initial value problem has one and only one solution \[28\] which will be a $C^2$ function $\Phi(u, R)$. In this way \[15\] can now be used to evaluate the slope of the singular boundary $R(u,v) = 0$ in the unphysical spacetime:

$$
\frac{dv}{du}\bigg|_{R=0} = -2e^{\Phi(u,R=0)} \bar{m}(u, R = 0).
$$

(17)

Since there are only $C^2$ functions in the right hand side of this differential equation, its solution $v(u)$ will be a $C^3$ curve in the $u,v$-plane. QED

As a corollary, under these assumptions, $C$ admits a tangent vector whose causal character determines the causal character of $R = 0$. In other words, if $\bar{m} > 0$ the slope of the curve is negative so that the curve in the unphysical spacetime (therefore, the singularity) will be spacelike. Likewise, if $\bar{m} < 0$ the singularity will be timelike.

This just reiterates the results in theorem \[4.1\] which were then shown under less restrictive assumptions. The so far untreated case $\bar{m} = 0$ in which the singularity can be timelike, lightlike or spacelike and in which the degree of differentiability of the singular boundary can be just $C^0$ under the differentiability assumptions on this subsection will be the subject of the rest of the article.

6. Invariants if $\lim_{x \to p} m(x) = 0$ and $\lim_{x \to p} \tilde{\xi}(m)(x) \neq 0$

**Theorem 6.1** In case $\lim_{x \to p} m(x) = 0$ and $\lim_{x \to p} \tilde{\xi}(m)(x) \neq 0$, where $p$ is a point in the singular boundary $R = 0$ reached or left by a single null geodesic of the $F_1$ family, the causal character of $R = 0$ around $p$ can be obtained through the invariants $\epsilon$,

$$
\mathcal{I}^1 \equiv \tilde{\xi}(m) = \xi^\alpha \partial_\alpha m \quad \text{and} \quad \mathcal{J}^0 \equiv \frac{\tilde{l}(m)}{l(R)} = \frac{l^\alpha \partial_\alpha m}{l^\beta \partial_\beta R},
$$

provided that $g_{ij}$ and $R$ are $C^3$ functions in $\mathcal{V}$ and that the assumptions in lemma \[5.2\] (for the existence of $C^1$ extensions) are satisfied. Then the causal
<table>
<thead>
<tr>
<th>$\Delta$</th>
<th>$T$</th>
<th>$\delta A$</th>
<th>$\varepsilon = -1$</th>
<th>$\varepsilon = +1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\geq 0$</td>
<td>$&lt; 0$</td>
<td>$&gt; 0$</td>
<td><img src="image1.png" alt="Diagram" /></td>
<td><img src="image2.png" alt="Diagram" /></td>
</tr>
<tr>
<td>$\geq 0$</td>
<td>$&gt; 0$</td>
<td>$&gt; 0$</td>
<td><img src="image3.png" alt="Diagram" /></td>
<td><img src="image4.png" alt="Diagram" /></td>
</tr>
<tr>
<td>$&gt; 0$</td>
<td>Any</td>
<td>$&lt; 0$</td>
<td><img src="image5.png" alt="Diagram" /></td>
<td><img src="image6.png" alt="Diagram" /></td>
</tr>
<tr>
<td>$&lt; 0$</td>
<td>Any</td>
<td>$&gt; 0$</td>
<td><img src="image7.png" alt="Diagram" /></td>
<td><img src="image8.png" alt="Diagram" /></td>
</tr>
</tbody>
</table>

**Figure 1.** *Sketched* characterization of the $R = 0$ singularity when $\lim_{x \to p} m(x) = 0$ and $\lim_{x \to p} \tilde{\xi}(m)(x) = I^1_b \neq 0$, where the $R = 0$–singularity at $p$ is chosen to be reached by the radial null geodesic $u = 0$. As explained in the text, $\Delta = (1 - 2J^0_b)^2 - 16\varepsilon I^1_b$, $T = \varepsilon(1 - 2J^0_b)$ and $\delta A = -4\varepsilon I^1_b$. In this case we have $\tilde{m}_{|R=0} \neq 0$ for $u \neq 0$. In this way, if the requirements in theorem 5.1 are satisfied the singular boundary should be $C^3$ for $u \neq 0$. (In these sketches we just draw straight lines for $u \neq 0$ instead of curves). However, in $u = 0$, where $\tilde{m} = 0$ the singular boundary can be just $C^0$. Consider, for example, the first sketch in the $\varepsilon = -1$ column where a $R = 0$–*spacelike* singularity for $u < 0$ must be abruptly followed by a lightlike singularity for $u = 0$.

*characterization around $p$ is inferred from $\varepsilon$,*

$$I^1_b \equiv \lim_{x \to p} I^1 \quad \text{and} \quad J^0_b \equiv \lim_{x \to p} J^0$$

*according to figure[1]*

Note that the invariant $J^0$ is independent of the parametrization of $\tilde{l}$.

In [3] (sec. 5) the causal characterization in this case was obtained in radiative coordinates provided that $m(u, R)$ and $\beta(u, R)$ were $C^2$–functions. That this requirement is satisfied follows from the requirement of a $C^3$–metric in the
Theorem and lemma 3.1 together with corollary 3.1. Another requirement was that there should be $C^1$ extensions $\tilde{m}(u, R)$ and $\tilde{\beta}(u, R)$, hence our requirement that the assumptions on lemma 5.2 for the existence of $C^1$ extensions should be satisfied. On the other hand, it was shown that, in radiative coordinates, the causal characterization depends on

$$\Delta \equiv (1 - 2\tilde{m},_R(u = 0, R = 0))^2 - 16\varepsilon\tilde{m},_u(u = 0, R = 0)e^{-2\tilde{\beta}(u=0, R=0)},$$

$$\delta A \equiv -4\varepsilon\tilde{m},_u(u = 0, R = 0)e^{-2\tilde{\beta}(u=0, R=0)},$$

$$T \equiv \varepsilon(1 - 2\tilde{m},_R(u = 0, R = 0)),$$

where we have chosen to analyze the $R = 0$-singularity around $u = 0$ which describes the null geodesic reaching or leaving $p$ (what is always allowed through a redefinition of $u = u_{old} + \text{constant}$).

On the other hand, using the expression (6) for $\vec{l}$ and the Kodama vector (12) it is easy to verify that, in radiative coordinates, the invariant $I^1$ can be written as $e^{-2\tilde{\beta}}m,_{uu}$ while the invariant $J^0$ is simply $m,_{uR}$. Therefore, taking the limit $(u \to 0, R \to 0)$, we can rewrite the quantities $\Delta$, $\delta A$ and $T$ in an explicit invariant form as

$$\Delta = (1 - 2J^0_b)^2 - 16\varepsilon I^1_b,$$

$$\delta A = -4\varepsilon I^1_b,$$

$$T = \varepsilon(1 - 2J^0_b).$$

Finally, in [3] it was shown that the causal character can be read from a table (figure 1) depending on these quantities. In this way, one first computes $m$, $\vec{\xi}$ and $\vec{l}$ in arbitrary coordinates in order to get from them the invariants $\varepsilon$, $I^1_b$ and $J^0_b$. Then, if the assumptions in the theorem are satisfied, these invariants provide us with the causal characterization of the singularity for this case.

† Note that in [3] we chose $\tilde{\beta}(u, 0) = 0$ for easiness through the use of a coordinate change $u' = u'(u)$. We do not perform this coordinate change here, what causes “exp($-2\tilde{\beta}(u = 0, R = 0)$)” factors in this article when compared with the corresponding expressions in [3].
7. Invariants if \( \lim_{x \to p} m(x) = 0 \) and \( \lim_{x \to p} \overline{\xi}(m)(x) = 0 \)

**Theorem 7.1** In case \( \lim_{x \to p} m(x) = 0 \), \( \lim_{x \to p} \overline{\xi}(m) = 0 \) and \( \lim_{x \to p} \overline{l}(m)/\overline{l}(R) \neq 1/2 \), where \( p \) is a point in the singular boundary \( R = 0 \) reached or left by a single null geodesic of the \( F_1 \) family, the causal character of \( R = 0 \) is given by the invariants \( \varepsilon \),

\[
\mathcal{T}^n \equiv \overline{\xi}^n(m) = \xi^a \partial_a (\cdots (\xi^\omega \partial_\omega (m)) \cdots) \quad \text{and} \quad \mathcal{J}^0 = \frac{\overline{l}(m)}{\overline{l}(R)},
\]

provided that \( g_{ij} \) and \( R \) are \( C^{n+1} \) functions in \( V \) \( (n \geq 2) \) and that the assumptions in lemma 5.2 (for the existence of \( C^n \) extensions) are satisfied. Then \( \varepsilon \),

\[
\mathcal{T}^n_b \equiv \lim_{x \to p} \mathcal{T}^n \quad \text{and} \quad \mathcal{J}^0_b \equiv \lim_{x \to p} \mathcal{J}^0,
\]

where \( \mathcal{T}^n_b \neq 0 \) whereas \( \mathcal{T}^k_b = 0 \) for \( 0 \leq k < n \) (i.e., we assume that there is a finite \( n \) such that it is the lowest value satisfying \( \mathcal{T}^n_b \neq 0 \)), provide us with the causal characterization of the singular boundary around \( p \) according to figure 2.

In [3] (sec. 6) the causal characterization in this case was obtained in radiative coordinates provided that \( m(u, R) \) and \( \beta(u, R) \) were \( C^n \) \( (n \geq 2) \) functions admitting \( C^n \) extensions. That this is satisfied follows, as in the previous theorem 6.1, first, from the requirement of a \( C^{n+1} \) metric in this theorem and lemma 5.1 together with corollary 5.1 and, second, from the requirement that the assumptions in lemma 5.2 for the existence of \( C^n \) extensions \( \bar{m}(u, R) \) and \( \bar{\beta}(u, R) \) are satisfied. On the other hand, in [3] it was shown that, in radiative coordinates, the causal characterization in this case depends on

\[
\text{sign}(\Delta_n) \equiv \text{sign} \left( \varepsilon \frac{\partial^u \bar{m}}{\partial u^n} (u = 0, R = 0) \right) \quad \text{and} \quad (18)
\]

\[
\frac{\partial \bar{m}}{\partial R} (u = 0, R = 0), \quad (19)
\]

where \( \partial^k \bar{m}/\partial u^k(u = 0, R = 0) = 0 \) for \( 0 \leq k < n \) \( (n \geq 2) \). But again these quantities are invariant. The second quantity (19) has already been shown to

\[
\text{Note that the definition of the case implies } \mathcal{T}^0_b = \mathcal{T}^1_b = 0.
\]

\[
\text{Here it has been taken into account that, when compared with the results in [3], the calculation using } \bar{\beta}(u, R = 0) \neq 0 \text{ provides just an extra factor } \exp(-2 \bar{\beta}(0, 0)) > 0 \text{ to } \Delta_n \text{ which does not affect (18).}
\]
Figure 2. Characterization of the singularity when \( \lim_{x \to p} m(x) = 0 \), \( \lim_{x \to p} \xi(m) = 0 \) and \( \lim_{x \to p} \bar{l}(m)/\bar{l}(R) \neq 1/2 \).
correspond with $\mathcal{J}_b^0$. With regard to the first one, let us consider the simplest case $\mathcal{I}_b^2 \neq 0$. In radiative coordinates the invariant $\mathcal{I}$ is

$$\mathcal{I} = e^{-2\beta} [(e^{-2\beta})_u m_{,u} + e^{-2\beta} m_{,uu}].$$

Since $\mathcal{I}_b^1 = e^{-2\beta(0,0)} \bar{m}_{,u} (0,0) = 0$, in the limit as $(u \to 0, R \to 0)$ we will have

$$\mathcal{I}_b^2 = e^{-4\beta(0,0)} \bar{m}_{,uu} (0,0).$$

Likewise, in case $\mathcal{I}_b^k = 0$ for $0 \leq k < n$ and $\mathcal{I}_b^n \neq 0$, we would have for $n \geq 2$

$$\mathcal{I}_b^n = e^{-2n\beta(0,0)} \frac{\partial^n \bar{m}}{\partial u^n} (0,0).$$

Therefore we can write the two quantities (18) and (19) in an explicit invariant form

$$\text{sign}(\Delta_n) \equiv \text{sign}(\varepsilon \mathcal{I}_b^n) \quad \text{and} \quad \mathcal{J}_b^0.$$

Since these quantities define the causal character of $R = 0$ in this case according to figure 2 [3], then now the causal character has been determined invariantly.

**Theorem 7.2** In case $\lim_{x \to p} m(x) = 0$, $\lim_{x \to p} \bar{\xi}(m) = 0$ and $\lim_{x \to p} \bar{l}(m)/\bar{l}(R) = 1/2$, where $p$ is a point in the singular boundary $R = 0$ reached or left by a single null geodesic of the $\mathcal{F}_1$ family, the causal character of $R = 0$ is given by the invariants $\varepsilon$,

$$\mathcal{I}^i \equiv \bar{\xi}^i(m) \quad \text{and} \quad \mathcal{J}^k = \bar{\xi}^k \left( \frac{\bar{l}(m)}{\bar{l}(R)} \right),$$

provided that $g_{ij}$ and $R$ are $C^{n+1}$ functions and that the assumptions in lemma 3.2 (for the existence of $C^n$ extensions) are satisfied. Then the causal characterization can be found according to figures 3 and 4 through the computation of

$$\mathcal{T}_b^i \equiv \lim_{x \to p} \mathcal{T}^i \quad \text{and} \quad \mathcal{J}_b^k \equiv \lim_{x \to p} \mathcal{J}^k,$$

where $\mathcal{T}_b^i \neq 0$ whereas $\mathcal{T}_b^j = 0$ for $0 \leq j < i$, $\mathcal{J}_b^k \neq 0$ whereas $\mathcal{J}_b^j = 0$ for $1 \leq j < k$ and $n \equiv \text{Max}\{i, k + 1\}$ is supposed to exist and to be finite.

In [3] (sec. 6) the causal characterization in this case was obtained in radiative coordinates provided that $m(u, R)$ and $\beta(u, R)$ were $C^n$ ($n \geq 2, n = \text{Max}\{i, k + 1\}$, where $i, k$ are defined in (20) and (21), respectively) functions admitting $C^n$ extensions. That this is satisfied follows, first, from the requirement of a $C^{n+1}$ metric in this theorem and lemma 3.1 together with corollary 3.1 and, second,
<table>
<thead>
<tr>
<th>$\varepsilon I_b^k$</th>
<th>$\varepsilon J_b^k$</th>
<th>Extra-conditions</th>
<th>$\varepsilon = -1$</th>
<th>$\varepsilon = +1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt; 0$</td>
<td>Any</td>
<td>No</td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td>$&gt; 0$</td>
<td>$= 0$</td>
<td>No</td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td></td>
<td>$\neq 0$</td>
<td>$k &gt; p$</td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$k = p \land \lambda &lt; 0$</td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td>$&gt; 0$</td>
<td>$&lt; 0$</td>
<td>$k$ even $\land k &lt; p$</td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$k$ even $\land k = p \land \lambda \geq 0$</td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td>$&gt; 0$</td>
<td>$&gt; 0$</td>
<td>$k$ even $\land k &lt; p$</td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$k$ even $\land k = p \land \lambda \geq 0$</td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td>$&gt; 0$</td>
<td>$&lt; 0$</td>
<td>$k$ odd $\land k &lt; p$</td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$k$ odd $\land k = p \land \lambda \geq 0$</td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td>$&gt; 0$</td>
<td>$&gt; 0$</td>
<td>$k$ odd $\land k &lt; p$</td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$k$ odd $\land k = p \land \lambda \geq 0$</td>
<td><img src="image" alt="Diagram" /></td>
<td><img src="image" alt="Diagram" /></td>
</tr>
</tbody>
</table>

**Figure 3.** Characterization of the singularity when $\lim_{x \to p} m(x) = 0$, $\lim_{x \to p} \xi(m) = 0$ and $\lim_{x \to p} \tilde{l}(m)/\tilde{l}(R) = 1/2$ and $i$ is odd. In the extra-conditions we use $p \equiv (i - 1)/2$ and $\lambda$ from [22].
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<table>
<thead>
<tr>
<th>$\mathcal{E} \mathcal{I}_b^i$</th>
<th>$\mathcal{E} \mathcal{J}_b^k$</th>
<th>Extra-conditions</th>
<th>$\varepsilon = -1$</th>
<th>$\varepsilon = +1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt; 0$</td>
<td>$= 0$</td>
<td>No</td>
<td>$\mathcal{R} = 0$</td>
<td>$\mathcal{R} = 0$</td>
</tr>
<tr>
<td></td>
<td>$\neq 0$</td>
<td>$k \geq p$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$&gt; 0$</td>
<td>$= 0$</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\neq 0$</td>
<td>$k \geq p$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$&lt; 0$</td>
<td>$&lt; 0$</td>
<td>$k &lt; p$</td>
<td>$\mathcal{R} = 0$</td>
<td>$\mathcal{R} = 0$</td>
</tr>
<tr>
<td>$&gt; 0$</td>
<td>$&gt; 0$</td>
<td>$k &lt; p$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$&gt; 0$</td>
<td>$&lt; 0$</td>
<td>$k &lt; p$</td>
<td>$\mathcal{R} = 0$</td>
<td>$\mathcal{R} = 0$</td>
</tr>
<tr>
<td>$&gt; 0$</td>
<td>$&gt; 0$</td>
<td>$k &lt; p$</td>
<td>$\mathcal{R} = 0$</td>
<td>$\mathcal{R} = 0$</td>
</tr>
</tbody>
</table>

**Figure 4.** Characterization of the singularity when $\lim_{x \to p} m(x) = 0$, $\lim_{x \to p} \xi(m) = 0$ and $\lim_{x \to p} \bar{l}(m)/\bar{l}(R) = 1/2$ and $i$ is even. In the extra-conditions we use $p \equiv i/2$. 
from the requirement that the assumptions in lemma 5.2 for the existence of $C^m$ extensions $\bar{m}(u, R)$ and $\bar{\beta}(u, R)$ are satisfied. According to [3] the causal characterization in this case and for radiative coordinates depends on $\text{sign}(a_i)$, $\text{sign}(b_k)$ and $\lambda \equiv b_k^2 + 2(i + 1)a_i$, where

$$a_i \equiv -\varepsilon e^{-2i\bar{\beta}(0,0)} \frac{2^{i+1}}{i!} \frac{\partial^i \bar{m}}{\partial u^i}(u = 0, R = 0) \quad \text{and} \quad (20)$$

$$b_k \equiv -\varepsilon e^{-2k\bar{\beta}(0,0)} \frac{2^{k+1}}{k!} \frac{\partial^k \bar{m}, R}{\partial u^k}(u = 0, R = 0), \quad (21)$$

with $\partial^j \bar{m}/\partial u^j(u = 0, R = 0) = 0$ for $0 \leq j < i$ and $\partial^i \bar{m}, R / \partial u^j(u = 0, R = 0) = 0$ for $1 \leq j < k$. But again these quantities are invariant. The first quantity $\text{sign}(a_i)$ has already been treated in the previous theorem where we showed that it corresponds to $\text{sign}(-\varepsilon I_1)$. With regard to the second one $\text{sign}(b_k)$, let us consider the simplest case $J_b^1 \neq 0$. In radiative coordinates the invariant $J^1$ can be written as

$$J^1 = e^{-2\beta} \bar{m}, Ru$$

which in the limit as $(u \to 0, R \to 0)$ provide us with

$$J_b^1 = e^{-2\beta(0,0)} \bar{m}, Ru (0,0),$$

which is clearly related to $b_1 \ (21)$. If $J_b^1 = 0$ we should consider

$$J^2 = e^{-2\beta} [(e^{-2\beta})_u m, Ru + e^{-2\beta} m, Ru]$$

which in the limit as $(u \to 0, R \to 0)$ provide us with

$$J_b^2 = e^{-4\beta(0,0)} \bar{m}, Ru (0,0).$$

Likewise, for $k \geq 2$ we will have

$$J_b^k = e^{-2k\beta(0,0)} \frac{\partial^k \bar{m}, R}{\partial u^k}(0,0)$$

to be compared with $21$. In this way we can write the two quantities $20$ and $21$ and, thus, their signs in an explicit invariant form

$$\text{sign}(a_i) \equiv \text{sign}(-\varepsilon I_b^i) \quad \text{and} \quad \text{sign}(b_k) \equiv \text{sign}(-\varepsilon J_b^k).$$

Note again that, unlike in [3], factors $\exp(-2\bar{\beta}(0,0))$ appear since in this work we do not choose $\bar{\beta}(u, 0) = 0$. It has to be taken into account that if one now wishes to obtain $a_i$ and $b_k$ as in [3] there is a corresponding slight modification in the change of variables used there for this nilpotent case: $x \equiv \exp(-2\bar{\beta}(0,0))u/2$.  

Finally, taking into account its definition, \( \lambda \) can also be written in an explicit invariant form
\[
\lambda = \frac{2^{2(k+1)}}{(k!)^2} \left( J_b^k \right)^2 - \varepsilon(\varepsilon + 1) \frac{2^{i+2}}{i!} J_b^k.
\]
Since these quantities define the causal character of \( R = 0 \) in this case according to figures 3 and 4, then now the causal character has been determined invariantly for this case.

8. Invariants if \( \lim_{x \to p} m(x) = 0 \ \forall \ p \in C \)

**Theorem 8.1** If \( \lim_{x \to p} m(x) = 0 \ \forall \ p \) in a connected open interval \( C \) of \( R = 0 \) then the causal character of \( p \) is determined by the invariant
\[
J^0 = \frac{\bar{l}(m)}{l(R)}
\]
provided that \( g_{ij} \) and \( R \) are \( C^3 \) functions in \( V \), that \( m \) and \( \beta \) are such that they admit \( C^1 \) extensions according to lemma 5.1 and that the limit
\[
J^0_b = \lim_{x \to p} J^0
\]
exists (and is finite) for all \( p \in C \). Then the causal characterization around \( p \) is inferred from

- If \( J^0_b < 1/2 \) then \( R = 0 \) is timelike in this interval. (This case includes both the possibility of a singular or a regular interval \( C \)).
- If \( J^0_b > 1/2 \) then \( R = 0 \) is spacelike in this interval.
- If \( J^0_b = 1/2 \) then \( R = 0 \) is lightlike in this interval.

In [3] (sec. 7) the causal characterization in this case was obtained in radiative coordinates provided that \( m(u,R) \) and \( \beta(u,R) \) were \( C^2 \) functions admitting \( C^1 \) extensions \( \bar{m}(u,R) \) and \( \bar{\beta}(u,R) \). That these requirements are satisfied thanks to the assumptions in the theorem has already been shown for theorem 6.1. On the other hand, in [3] it was shown that, in radiative coordinates, the causal characterization depends on \( m, R \) that we have shown can be written in an explicit invariant form as \( J^0 \). In this way, the relationship between its value and the causal characterization follows directly from the results in [3] (sec. 7).
9. Summary

In this article we have shown that, provided some assumptions are satisfied, the causal character of the $R = 0$–singularities in spherically symmetric spacetimes depends on some specific invariants. This allows to deduce the causal character of the singularity algorithmically. Basically, one starts with the knowledge of the areal radius $R$, the mass function $m$, a tangent vector field to the radial null geodesics $\vec{l}$ and the Kodama vector field $\vec{\xi}$. From here one should compute the invariants

$$I^i = \vec{\xi}^i(m) \quad \text{and} \quad J^k = \vec{\xi}^k \left( \frac{\vec{l}(m)}{\vec{l}(R)} \right),$$

where $i, k = 0, 1, 2, ...$ and the exact last value to be computed is determined by the values of the lowest order invariants as the singularity is approached ($I^i_b$ and $J^k_b$, respectively) in the following manner:

- If $I^0_b = \bar{m}_b \neq 0$ this value suffices to characterize the singularity according to theorem 4.1 provided the spacetime is at least $C^2$– (i.e., if the existence and uniqueness of radial null geodesics is guaranteed).

- If $I^0_b = \bar{m}_b = 0$ in an isolated point $p$ in $R = 0$ then different cases appear:
  - If $I^1_b \neq 0$ then we will also need $J^0_b$. The causal characterization around the singular point can be inferred from figure 1 if the assumptions in theorem 6.1 are satisfied.
  - If $I^1_b = 0$ and $J^0_b \neq 1/2$ then one needs to compute $I^i_b$, where we demand the existence of a finite $i \geq 2$ such that it is the lowest value satisfying $I^i_b \neq 0$. The causal characterization around the singular point can then be inferred from figure 2 if the assumptions in theorem 7.1 are satisfied.
  - If $I^0_b = 0$ and $J^0_b = 1/2$ then one needs to compute $I^i_b$, where we demand the existence of a finite $i \geq 2$ such that it is the lowest value satisfying $I^i_b \neq 0$, and to compute $J^k_b$, where we demand the existence of a finite $k$ such that it is the lowest value satisfying $J^k_b \neq 0$. The causal characterization around the singular point can be inferred from figures 3 and 4 if the assumptions in theorem 7.2 are satisfied.
On the invariant causal characterization

- If $I_0^0 = \bar{m}_b = 0$ in an open interval of $R = 0$ then the causal characterization of the singular interval can be deduced from $\text{sign}(\mathcal{J}_b^0 - 1/2)$ according to theorem 8.1 if the assumptions in the theorem are satisfied.

Note that for every case some assumptions must be satisfied. These assumptions come mainly from the fact that our results are based on the use, in [3], of the qualitative theory of dynamic systems to the differential equations satisfied by the radial null geodesics. The application of the appropriate theorems to the analysis of these differential equations requires some degree of differentiability for the functions $\bar{m}$ and $\bar{\beta}$. (More details on this issue can be found in [3]). Likewise, the reader can consult [3] for some applications of this technique to the study of the generation of naked singularities or black hole evaporation.
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