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Abstract
Multimodal image fusion merge images of different modalities into a single image which contains greater information than any of the input images. In medical field, multimodal image fusion plays a crucial role in providing medical practitioners sufficient information about the input images for clinical purposes. In recent years, deep learning (DL) based image fusion has achieved remarkable breakthroughs and state of the art results owing to strong capability in feature extraction. One of the challenge that is common in the DL based image fusion is the unavailability of ground truth. Therefore, this thesis aims to develop a convolutional neural network based medical image fusion approach on two different 2D modalities without any groundtruth information. The end to end learning framework proposed in this work presents a completely new approach to deal with the problem of multimodal medical image fusion where we obtain a fused image as an output of our network. Our results shows that we achieve promising results after comparing the method with other medical image fusion approaches available in literature.
Contents

List of Figures 3
List of Tables 5

1 Introduction 7
  1.1 Image fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
  1.2 Types of image fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
  1.3 Medical applications for image fusion . . . . . . . . . . . . . . . . . . . . . . . . . 9
  1.4 Future of Image Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2 Related work 11
  2.1 Convolutional Sparse Representation (CSR) . . . . . . . . . . . . . . . . . . . . . . . 11
  2.2 Stacked autoencoders (SAEs) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
  2.3 Convolutional Neural Networks (CNN) . . . . . . . . . . . . . . . . . . . . . . . . . 12

3 Implementation 15
  3.1 Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
  3.2 Network architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
  3.3 Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

4 Evaluation 23
  4.1 Evaluation metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
  4.2 Compared methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
    4.2.1 Weighted averaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
    4.2.2 Guided filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
    4.2.3 Laplacian Pyramid-Convolutional Neural Network (LP-CNN) . . . . . . . . . . 25
  4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

5 Conclusions 29

Bibliography 31
List of Figures

1.1 Example of CT and SPECT brain image fusion. 7
1.2 The number of publications in image fusion obtained from the Web of Science [5]. 10
2.1 Some Deep Learning algorithms and applications from [33]. 11
3.1 Architecture of the CNN. 15
3.2 Loss function curve with respect to number of epochs on a combination of Grayscale and RGB based medical image fusion. 16
3.3 Loss function evolution in 12 epochs from [3]. 17
3.4 Batch normalization from the original paper [21]. 18
3.5 Popular nonlinear activation functions [10]. 19
3.6 Fusion after training with $\alpha = 1$ (left) and with $\alpha = 4$ (right). 21
4.1 Architecture of weighted averaging algorithm. 24
4.2 Guided filtering fusion algorithm procedure proposed in [29]. 24
4.3 Fusion diagram obtained from [30]. 25
4.4 Evolution of the loss function during the training of the network. 25
4.5 The two top images are the image to be fused for the first test: top-left CT, top-right MRI. At the bottom from left to right: weighted averaging, guided filtering, LP-CNN and the proposed method. 26
4.6 The two top images are the image to be fused for the second test: top-left CT, top-right MRI. At the bottom from left to right: weighted averaging, guided filtering, LP-CNN and the proposed method. 27
List of Tables

4.1  Results of the first fusion. ................................................. 26
4.2  Results of the second test fusion. ..................................... 27
1 Introduction

1.1 Image fusion

Multimodal image fusion is the process of integrating different images with complementary information into a fewer number, usually a single one, so that the fused image is more suitable for either human visual perception or computer-processing tasks, such as segmentation, feature extraction and object recognition. The main goal is to obtain a single fused image that can provide better and more relevant information than any of the source images on their own.

Image processing applications increasingly demand the development of image fusion due to the constraints that a single image sensor has, such as optical limitation for a single focus, improper image capturing or lack of clarity and quality. [37] By implying the integration of multiple images acquired by multiple sensors that can provide little segments with clarity and quality, we can get a better perspective of a scene that contains more information. The fused image should contain the complementary as well as the common features of the source images, giving superior information for both subjective and objective analysis.

A clear example of the utility of image fusion can be seen in Figure 1.1, that illustrates the combination of two brain medical imaging modalities such as CT and SPECT, that will be more deeply explained in another section. The images are obtained from Harvard Medical School’s Atlas dataset[1] of a 42 years old woman. By the fusion of those we obtain a single image that combines the information of both modalities and give as a more accurate information of the brain as shown in the third image of Figure 1.1. [30]

![Figure 1.1: Example of CT and SPECT brain image fusion.](image)

One of the main obstacles that image fusion finds is to get an objective evaluation metric of the output images, since there is no ground truth available. Furthermore, not always the source image are available for the evaluation of the fusion and therefore the metrics are divided in two main groups depending on whether the source image are accessible or not.
The most popular metrics belonging to the first group are only used for image fusion problems and can be grouped into four categories: the information theory based metrics, the image feature based metrics, the image structural similarity based metrics, and the human perception based metrics[33]. The metrics for the group where the source images can not be used to obtain fusion quality metrics are only based on standard image quality metrics, like standard deviation, spatial frequency or entropy.

1.2 Types of image fusion

Depending on the goal and the kind of images that are desired for the applications, image fusion can be briefly divided into five sub-categories: multiview fusion, multimodal fusion, multitemporal fusion, multifocus fusion and fusion for image restoration. [23]

a) **Multiview fusion**: the source images are from the same modality and taken at the same time but from different places or even different conditions or environments. These different images are combined to get complementary information from distinct views.

b) **Multimodal fusion**: a very popular fusion for medical purposes, where different modalities of images are used to decrease the amount of data while emphasizing band-specific information. This thesis is going to be based in medical applications of this type of fusion, which doesn’t try to decrease the amount of data but instead tries to take as much information as possible from the input images into the fused images.

c) **Multitemporal fusion**: the images, usually from the same modality, are taken in the same conditions but with a temporal delay between them. The main goal is to detect the changes by subtraction of the images.

d) **Multifocus fusion**: the images are taken with different focuses and they are fused so that the final image has all regions focused. A very popular approach is the wavelet transform to identify the regions in focus and combine them together. This approach can be seen as a typical binary classification problem. By detecting the focused and unfocused regions, it is possible to approximate as well a 3D map of the precise position of the scene.

e) **Fusion for image restoration**: each of the source images, from the same modality and scene, consist of a true and degradation part. The combination of different blurred images can lead to deblurred and denoised version.

According to [39], we can divide image fusion algorithms in two groups depending on the type of fusion performed between spatial or transformed domain. The first method directly deals with the the pixels of the source images to get the result. The spatial domain fusions can be as simple as averaging or minimum/maximum selection. A more successful method has been Principal Component Analysis (PCA), which is a technique used to reduce the dimensionality of data to transform it into more suitable for analysis, or Intensity, Hue and Saturation (IHS).

In the transform domain image fusion, the image is represented in the frequency domain and represented with coefficients that represent features. A decision map is required to select the desired coefficients of the transformed image and by applying the inverse transform to the mapping we obtain the fused image. One of the most popular algorithms is the Discrete Wavelet Transform [7], where the image is divided in different frequency bands.
1.3 Medical applications for image fusion

Image fusion is widely applied to medical issues for numerous purposes addressing body, organs or even cells images. Since imaging techniques allow a quantitative evaluation of the images under judgment, it helps to take objective decision on diagnosis and analysis. A very popular approach of image fusion is to get high resolution images. However, the growing method of multimodal image fusion, has opened a new window of infinite possibilities for medical analysis applications[15]. This application gives doctors more truthful information and even reveal features or abnormalities that could not have been seen by the human being, which can often lead to achieving a more precise diagnosis and treatment.

For medical purposes there are plenty of used imaging modalities, depending on the desired type of information. Computed tomography (CT) has the ability of providing a visualization with less distortion of bones, implants and other dense structures. Magnetic resonances (MR) are used to get a better view of soft tissues while positive electron tomography (PET) can show information about how tissues and organs are functioning. Single-photon emission computed tomography (SPECT) provides better information on blood flow activity with low spatial resolution. Ultrasound images provides of high frequency waves to build images of mainly non bony organs.

An important focus of medical image fusion applications has been the brain. The briefly exposed imaging methods expose several features that are crucial for diagnoses that are otherwise not captured by human-like sensory mechanisms. A numerous list of applications of image fusion applied to brains can be seen in [22]. Many papers have been published involving image fusion work related to the brain with very different applications: image guided neuro-surgery [12], classification of abnormal tissues[14], segmentation of brain tissues [28], 2D–3D registration of brain images [18] or quantification of brain tissue volumes [9] among many others.[22]

The elevated rate of breast cancer in women has given breast image fusion study a big relevance. A fusion that has shown growing accuracy in diagnosis is the combination of the information provided by X-ray computed tomography and PET. Many papers (e.g. [43] or [40]) have shown success techniques for this diagnosis. Other organs like prostate [8], lungs [38] or liver have proved to get remarkable improvements with image fusion techniques.

1.4 Future of Image Fusion

Medical applications for image fusion has shown a remarkable growing in the last years. In Figure 1.2 we can observe the growing tend in published papers on issues involving image fusion between the years 2000 to 2017. We can clearly see an increasing tendency on the publication of image fusion papers, with a great amount involving medical applications.

This increase clearly shows that image fusion is an active research area to be exploited, with many variants and opened fronts that deserve to be studied. Since a common application of image fusion is surveillance, there is a need to find more efficient algorithms for the fusion in order to be able to perform image fusion in real-time. For example, any outdoor uses of image fusion are still not as robust as it could be, with changing conditions, noise or exposure problems.

Noise in image fusion is one of the fields that might get important interest in future research, since there are lots of noise types that affect fusions. Denoising procedures have not taken an important role in image fusion and might be a subject of interest. [16]
Regarding medical image fusion, a really precise registration of the images is required, specially for the fact that mainly the images are from different modalities. Additionally, objective evaluation still is a challenging issue, mainly because the evaluation of the success of a fused image is extremely different to any other kind of evaluation. Evaluating the efficiency and the help that a fused image provides is way harder than the assessment of the quality of an image.
2 Related work

Deep learning has shown an amazing growth in the last years due to the high effectiveness of its algorithms. In this section, some other DL algorithms that have been applied to image fusion will be presented and some related work on the focus of the thesis (i.e. convolutional neural networks) will be shown.

Apart from the already mentioned lack of objective evaluation metric for image fusion problems, there are other aspects where image fusions find difficulties and are worthy to study, for example: the lack of effective image representation, the desire of finding the best suitable transform and fusion strategy and the limited existence of mapping that characterize the relationship between source and targeting images. In many computer vision problems, deep learning (DL) has shown state-of-art results for its capability in feature extraction and data representation. Some of the popular DL approaches to image fusion showing high effectiveness results in different image fusion problems have shown to be convolutional sparse representation, stacked autoencoders and convolutional neural networks. [33]

Figure 2.1: Some Deep Learning algorithms and applications from [33]

2.1 Convolutional Sparse Representation (CSR)

This concept was born from the deconvolutional networks proposed by Zeiler et al [46]. It is mainly based on sparse representation (SR), which is a popular signal modeling technique that has achieved
great success in image fusion. It is a transform approach that has provided better results than the conventional multiscale transforms technique. [31]

This method was first applied by Yang and Li, where a sliding window technique divides the images in overlapping segments that are decomposed using orthogonal matching pursuit (OMP) algorithm. After the reconstruction, the final image is obtained by combining the reconstructed patches into a single image.

Therefore, this multi-valued patches are not optimal compared to the full image. In order to improve the approach, convolutional sparse representation was developed, which is computed in a model in order to get a single-valued and optimized representation of the full image. Furthermore, CSR technique has a crucial property in many image fusion applications representation approach, which is shift-invariance representation.

2.2 Stacked autoencoders (SAEs)

An autoencoder is a layer of neural network that by applying backpropagation, tries to learn an approximation to the identity function to replicate its input at its output. The network parameters are optimized using an appropriate cost function. The main aim is to find the correlation among high-dimensional data to develop better feature representation of it. The SAEs simply consist of the combination of multiple layers of autoencoders which the outputs of each layer is wired to the inputs of the successive layer. [33]

2.3 Convolutional Neural Networks (CNN)

CNNs are architectures similar to basic neural networks with the difference that the layers are not fully connected, or at least not all of them. In this case, the neurons are connected to adjacent ones with convolution operations, which drastically reduces the number of parameters to be learned. The convolutional layer is then followed by a non linear layer, for example a pooling or max-pooling operation, which also reduces the computational cost and the number of features.

In general terms, CNNs can learn very effectively the desired features from the training data without manual help. The facility to correctly mediate between different types of signals makes CNNs a great tool for multimodal image fusion and since the architectures are very variable and adaptable, it can be a good solution to many variety of classification and regression tasks. In [30], a fusion scheme is presented in four steps. Firstly, the source images are feed into the convolution neural network that returns a weight map. Then the images are decomposed to Laplace pyramids with $l$ levels. Finally, the coefficients of the $l$ levels are fused and the laplacian pyramid is reconstructed and the fused image is restored.

CNNs are really flexible and can involve any kind or architectures desired. This kind of networks have shown state-of-art in plenty of problems, and it is interesting to see that the disciplines can be really different. As an example, convolutional neural networks has been used for large scale visual recognition or image understanding by academia and industrial behemoths such as Google, Facebook and Baidu [25].

The success of CNNs can be clearly seen in [41], where the authors present a framework that was awarded of the localization task of the ImageNet Large Scale Visual Recognition Challenge 2013. The network is able to detect, locate and classify objects with state-of-arts results. The approach consists multiscale and an sliding window with the novelty of predicting the object boundaries that enhances the detection accuracy. A common problem in computer vision is finding a similarity function for the comparison of
image patches. In [45] an approach to this problem with CNNs is presented. The network learns the similarity function directly from the raw pixels. Diverse and different architectures are tested and show more consistent results than the state-of-art, with special attention on that the 2-channel-based ones obtained better results than any others.

Another application for image fusion using Convolutional neural networks, as already mentioned before, is multifocus image fusion, where different images of the same scene with different focuses are integrated to obtain a better quality fused image. [32] presents a method based on a convolutional neural network with the main novelty that the activity level measurement and fusion rule are jointly created. In the same paper, both visual and objective results are demonstrated to outperform the state-of-art, with a fast enough computational cost for practical applications.

Overall, the focus of this thesis is the creation of a convolutional neural network based multimodal image fusion, specifically of brain images. Image fusion has been applied to many aspects that has been briefly introduced in section 2.3. In [30], a CNN is purposed for the fusion of different modalities, including CT, SPECT, MR among others. By the fusion via image pyramids, this paper aims to be consistent with human visual perception, that ends up leading to promising results in both visual quality and objective assessment. However, in this thesis we try to drop the mentioned image fusion strategy and instead define a differentiable perceptive loss function on a CNN architecture compatible with an image fusion problem. We train our CNN on preregistered publicly available medical image pairs of various grayscale modalities and obtain the final fused results solely based on our end to end learning based neural network.
3 Implementation

The framework proposed in this thesis is a convolutional neural network in order to get the image fusion. The pair of images that will be fused are MR-T2, CT among others. The first type i.e. MR-T2 is a specific time of MR, where the repetition time (time between the application of pulses applied on the desired slice) and the time to echo (the delay from the emission of the radio frequency energy and the reception of the echo signal) are both higher compared to the other most common MR imaging: the T1-weighted imaging. T1 and T2 can be easily differentiated by looking at the CFS (cerebrospinal fluid), which appears as dark in T1 images and as bright in T2 [4].

The second imaging, i.e. CT, provides a faithful visualization of bones, soft tissues and blood vessels added to the capability of detecting tumors, swelling, bleeding, and tissue calcification. All these utilities and multi-detection added to its popularity and fast scan times has transformed CT to probably the most popular medical brain imaging technique [13]. [24] offers both an analysis and a comparison of MRI and CT in the particular field of study of stroke diagnosis.

The decided architecture used in this project has proved to show good results fusing the two mentioned modalities. There are two main reasons for using a convolutional neural network over using a normal fully connected neural network. The first reason is that this networks share a lot of parameters. Basically the meaning behind that is that a feature detector in a part of an image can be very useful too in another part of an image. Therefore, we can use the same parameters in different position of input images to detect both high and low level features. Another main reason is the sparsity of connections, where in every layer the output values only depend of a few inputs, converting the network into resilience to translation invariance. This property, also mentioned in section 3.3, means that the network is resistant to images that are slightly shifted.

Figure 3.1: Architecture of the CNN.

Figure 3.1 shows the schematic representation of the end-to-end CNN architecture proposed in our work. As the starting point, we concatenate the two input grayscale images resulting in a two channel input. For the convolution operation, a 5x5 filter is used in the first and second layers, a 3x3 filter is used in the third and the fourth layers and 1x1 filter is used in the last layer. The striding in each layer is set to 1 and there is no padding operation performed during convolution resulting in no downsampling performed in our network. It is to be noted that every downsampling process will erase some detailed information in
the input images which is crucial for image fusion. We employ batch normalization and Leaky ReLU after the convolution operation in each of the first four layers in order to avoid the issue of vanishing gradient while the last layer has a tanh activation.

3.1 Preprocessing

First of all, the hole data base that will be used for the training has to be preprocessed. The images are all gray-scale images of 256x256 pixels. For training we have a total of 502 pairs of CT and MR images and all of them will be used for the training of the weights, biases and other hyperparameters. In some brain image fusion, not all the images are in grayscale as it can be seen in Figure 1.1. The results provided by this functions are very visible because the capability of mixing a RGB with a grayscale image creates a very attractive fusion, as the final image clearly has information from both grayscale and RGB images. However, the RGB images are usually coming from a false map, meaning that are obtained with monochromatic sensors and transformed into 3 channels for a more visual fusion. This conversion makes the computation harder and only adds distortion in order to get a better looking result.

![Loss function curve with respect to number of epochs on a combination of Grayscale and RGB based medical image fusion.](image)

The Figure 3.2 shows the training with pairs of three channel images, where half of them are grayscale and the other ones are converted with a color map. As it can be seen along the training experiments, the network is optimizing the parameters for the grayscale part slightly but it unable to learn the RGB part at all and is rather inconsistent. We would like to focus our image fusion approach with a raw acquisition data i.e both grayscale inputs in order to attain a symmetry in our approach which will help to evaluate our method better. The only preprocessing that is going to be applied to the images is a normalization for the purpose that the entries are values between 0 and 1. The normalization it is not going to be between the maximum and the minimum of the images because this change disturbs the contrast of the image. Therefore, the only operation that is going to be applied is a division by the maximum of the dynamic range of the images, in this case of 8-bit digits we will divide or 255.
3.2 Network architecture

As in many other neural network problems, this network structure is not build from the scratch. Many networks previously designed have shown to have good results in similar problems to the ones that was initially designed for. The first layer tends to learn features that are not specific for a single assignment and consequently they are applicable to other datasets or tasks [44].

The architecture of the selected network is visible in Figure 3.1. The required entries are two two-dimensional 256x256 images that will be fed in the network as a tensor. The whole framework is going to be based on TensorFlow, an open DL library developed by Google. This system can be used to implement a wide variety of algorithms, including building and training algorithms for deep neural network model. This framework is widely used for many purposes and areas of work, including computer vision, text analysis, robotics or speech recognition among many others [6].

All the layers in the network follow a similar structure, specially the first four layers. The main two decisions that have to be taken are how is the convolution done and what kind of activation layer will be used. In this section the decisions involving the convolution and the activations will be explained and justified.

There are different options for the initialization of the weights that are going to be learned in the network. In the Figure 3.3 we can see the training loss evolution of a basic convolutional network. The network learns to classify handwritten digits obtained from 60000 digit scans from the MNIST dataset [2]. The graph shows the training results for three identical networks with different types of initialization of the weights of the network.

![Figure 3.3: Loss function evolution in 12 epochs from [3].](image)

The importance of the initialization shines in the graphs of Figure 3.3, where with thee different types we get complete different training results. The first case is initialization of all the weights to 0, which basically transforms the model into a linear one. Therefore, the network can not learn and the result is arbitrary for every iteration and we get a very noisy output. The second image selects the weights from a normal distribution with an arbitrary standard deviation of 0.4. Now the network is able to correctly learn after each epoch but the convergence to a good result is very slow. The accuracy achieved in this case after the 12 training epochs is about 88%. The third case is the usage of \( \sqrt{2/n_i} \) as the variance of the normal distribution. The usage of this variance is found to have state-of-art results when the activation layer is ReLU, and was proposed and demonstrated in [20].

In our case, we will use a standard deviation of 0.001 that prove to have a good behaviour and stabilizes the loss function in few epochs. We will more specially use a truncated normal distribution. The only difference between a normal and a truncated normal is that in the second case values that differ more than two standard deviations of the mean of the distribution will be discarded and redrawn. This way we
assure that all values will be random small values close to 0 as it was desired.

Not only the weights have to be initialized but also the biases. The bias is a kind of threshold for each neuron that determines whether it is activated or not. All the biases have to be then initialized and trained. A very common initialization is to set all the biases to 0 because in this case the network is going to single-handedly learn an appropriate value for each neuron. In addition, if any bias is not required or used it is already initialized to 0 and it won’t be used.

To execute the convolution we will use a stride of one. The reason we do that is that the final output of the network has to be of the same size that the true entries so that the fusion makes sense. Therefore we will always keep the same dimensions during the whole convolution. We will also use padding in order to maintain this image size.

After the convolution we will use batch normalization [21]. This kind of normalization gives a solution to the phenomenon known as covariance shift. Using this normalization, the parameters only are modified with the information of the change of the parameters of the previous layer. This makes training more costly and difficult because it requires low learning rate and very careful and accurate parameter initialization. With batch normalization we are able to use higher learning rates which accelerates the learning process that has lead to a great growth of the popularity of algorithms based in neural networks.

After the convolution and normalization what has to be applied is a non-linearity function. This function is the one that makes the network viable and is the one that enables the learning of the features. This layer saturates the output in order to either adjust or cut-off the values. Some standard models use the sigmoid $f(x) = \frac{1}{1+e^{-x}}$ or the tangent $f(x) = tanh(x)$ [27]. This two functions take higher computational times compared to the ReLU activation function [17]. Even some other easier functions might come to mind like a binary step function. However, we require a function whose derivative is not constant because in order to train the network we are computing the gradient of the function that are send for the calculation of the errors. If the gradient is 0 the network is not correctly trained since there is no improvement hap-
pening. This functions are sometimes used but for other purposes that will be explained at the end of this section.

![Graph showing popular nonlinear activation functions](image)

Figure 3.5: Popular nonlinear activation functions [10].

The sigmoid function is clearly nonlinear and has continuous derivative and we can correctly use back-propagation and the network will be able to be trained. The function clearly saturates the values that are far from the point 0. The problem is that when the values are not close to this middle point the function is almost flat and therefore the gradient values are very small. That means that for extreme values the network is not going to learn appropriately.

Another problem that the sigmoid function has is that all the output values are limited from 0 to 1. Consequently, the function is not inverse symmetric and only gives positives values which is not always desired. To solve this problem the \( \text{tanh} \) function started gaining usage, which is an escalated and shifted version of the sigmoid function \( \text{tanh}(x) = \frac{2}{1+e^{-2x}} - 1 \) ranging from -1 to 1. With this change we are able to solve the negative values problem but we have the same vanishing gradient.

Then the ReLU function was proposed: \( f(x) = \max(0, x) \). As it can be seen in the Fig. 3.5, it is easy to check that it is a nonlinear function where we can propagate the errors. The main advantage of this function is that if we get a negative input we will get a null output so that neuron is not activated. With this fact, not all the neurons have to be active at the same time making it very efficient for computation. The gradient of the function is the binary step one mentioned previously. With this, the negative input values have zero gradient and are not updated during backpropagation that can create dead neurons.

A way to solve this problem was proposed as the activation function that we will mainly use, the Leaky ReLU [44]. The innovation of leaky ReLU is that it adds a small slope to the negative part. With this addition we are not finding the zero gradient problem anymore and we will not get any dead neurons anymore.

As it can be seen in Fig. 3.1, the only layer that is a bit different and has a different activation layer is the last one. The main reason for that is that the output we need has to be the fused image and consequently the values have to be in the range between 0 and 1. The intuitive solution is then that the activation layer should be the sigmoid which already is bounded in that limits but the one used is going to be tanh.

The reason behind it is the compute of the gradient for the backpropagation, because the derivative of the \( \text{tanh} \) function can be calculated with the original function: \( \frac{\partial \text{tanh}(x)}{\partial x} = 1 - \text{tanh}^2(x) \). This fact makes this
operation computationally faster and during the learning, the network itself will keep the output values between 0 and 1 in order to get the best results.

3.3 Training

In order to let our network train, we have to define a loss function to evaluate the outputs and let the network learn how is it performing so that the network can improve and provide better results. We have to compute the gradient of this loss function so that the network learns how to change the parameters to obtain a lower cost function. The process of calculating this gradient and pass it to previous layers to train the network is known as backpropagation. This algorithm is probably the most widely used among all the supervised learning algorithms [11].

For every entry of information to the network, all the convolutions and nonlinear operations are executed and a loss function is computed with the output that we got. Then we go back layer by layer computing the gradient of this loss function in order to improve it in the next step until we get to the inputs and we have recomputed the weights and biases. This forward and backward propagation is executed for every batch in the training and repeated for each desired epoch.

We have to then choose what is the desired loss function that is going to evaluate the performance of the network and determine how the training is going to develop. As an evaluation metric, we would like to get a subjective evaluation of the fusion according to the Human Visual System (HVS). The only possible way to do it completely adapted to HVS would be to have some trained observers to score the fusions, which requires the human intervention and high cost, time consuming and unrepetible [36]. Therefore, it is required to have a metric that combines both objective and subjective evaluation taking into account the HVS and knowing that standard quality image metrics like PSNR or MSE do not give an accurate evaluation of the fusion performance.

In [42], Structural Similarity Index Measure (SSIM) is presented. This metric is faithful with HVS and its goal is to improve the quality assessment by focusing the attention on structural information, which is very sensitive to humans visual system. This index is based on the product of three different components that range from 0 to 1: saturation, luminance and contrast comparison.

\[
SSIM = l(x, y)^\alpha \ast c(x, y)^\beta \ast s(x, y)^\gamma
\]  

where \( \alpha > 0, \beta > 0, \gamma > 0 \) are parameters for adjusting the importance of each component. Before decomposing this equation to all three comparison components, we define the estimation of the mean, the variance and the correlation coefficient like in the following equation.

\[
\mu_x = \frac{1}{N} \sum_{i=1}^{N} x_i \\
\sigma_x = \left( \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \mu_x)^2 \right)^{\frac{1}{2}} \\
\sigma_{xy} = \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \mu_x)(y_i - \mu_y)
\]

We can define the luminance comparison as:

\[
l(x, y) = \frac{2 \mu_x \mu_y + C_1}{\mu_x^2 + \mu_y^2 + C_1}
\]
Where $C_1$ is a constant included to avoid instability when the means are close to 0. In the paper [42] the constant is defined as $C_1 = (K_1 L)^2$ where $L$ is the maximum of the dynamic range of the pixels and $K_1 \ll 1$ is a small constant and since we are using 8-bit representation for our images $L = 255$. The contrast comparison component is defined as:

$$c(x, y) = \frac{2\sigma_x \sigma_y + C_2}{\sigma_x^2 + \sigma_y^2 + C_2}$$

(3.5)

Again a similar constant $C_2$ is added for the same purpose with the same definition $C_2 = (K_2 L)^2$. Last but not least, the definition of the structure or saturation comparison is:

$$s(x, y) = \frac{\sigma_{xy} + C_3}{\sigma_x \sigma_y + C_3}$$

(3.6)

This third constant has the same properties than $C_1$ and $C_2$ but in the original paper it is defined as $C_3 = C_2/2$. All three components verify three conditions required for the compute of the metric:

1. They must be symmetric: $S(x, y) = S(y, x)$
2. It must be bounded with a maximum of 1: $S(x, y) \leq 1$
3. It must have a unique maximum: $S(x, y) = 1$ if and only if $x = y$

The HVS sensitivity to luminance change depends on the background luminance, not only the absolute luminance. This phenomena is known as luminance masking. For our loss function, we need to have a metric that is consistent with the human visual system so we get at the end a suitable for human evaluation fused image.

In order to visually improve the results, we would desire more importance of the luminance component over the other two. Getting back to (3.1), the standard version of SSIM uses $\alpha = \beta = \gamma = 1$. The values can be changed if the goal is to give more importance to one of the three components. In the case of our database we clearly want to give $\alpha$ a higher value. The three mentioned conditions are still being accomplished with the change in one of the three parameters.

![Figure 3.6: Fusion after training with $\alpha = 1$ (left) and with $\alpha = 4$ (right).](image)

In Fig. 3.6, we see the comparison of the two images using different alpha values. It is visible that the final fused image is brighter and gives a better looking result. Even the contrasted points are a bit blurred.
and we have a lose of information in the textures, the fusion giving higher $\alpha$ values are visually more pleasant. By giving more importance to luminance we get better results that will be discussed in the next section, where $\alpha = 4$ is going to be used.

We also need to pick up an optimizer for our values. A very commonly used optimizer for neural networks is the gradient descent optimizer. It consist on updating the parameters of the network in the opposite direction of the gradient of the loss function. It requires the decision of the learning rate (LR) parameter, which is the size of the step that is going to be done in each iteration to reach a minimum of the function. The selection of the learning rate is not trivial because a too big LR might not lead to the most optimal point by fluctuating around it or even diverge, but a too slow rate can lead to very slow convergence to the appropriate result.

For our network we are going to use the Adam optimizer [26]. This optimizer uses moving average of parameters known as momentum to compute more effective learning rates to converge to the solution faster. This way, the given learning rate to the optimizer is not that important. The only small modification we have to apply is that this optimizer tries to minimize the input parameter. As SSIM is a metric of similarity we need to maximize instead of minimizing. An easy way to transform into a maximization the input of the optimizer has to be the SSIM obtained but changing the sign.
4 Evaluation

In this section, all the results will be introduced. But before getting to the fusion we must define how are we going to evaluate the fusion, which is a big uncertain and of multiple choices. We will first introduce the two metrics that are used for the evaluation and then we will present the other fusion methods that will be used to compare the results.

4.1 Evaluation metrics

For the evaluation of the fusion we will compare with two different metrics. The first one is going to be the already presented SSIM. The exact metric that we will be using is a modification of SSIM but it is also based in structural similarity, where the loss of this structural information can be a good approximation of the perceived distortion. This metric was first introduce in [34] and it has an open source code [35].

The main reason behind the use of this metric and not the normal SSIM is that the metric measures how good the fusion is based on both the original image and the fused one, when in the normal SSIM, the evaluation is between only two images.

The other metric that is going to be used is the feature mutual information, introduced in [19]. This is a non-reference metric which calculates the information preserved in the fused image to give an evaluation to the final image. The paper shows the performance of the metric in diverse data sets and it proves the efficiency and higher consistency with subjective evaluation.

4.2 Compared methods

In this section some other fusion methods will be introduced. This methods are the ones that are going to be compared with the proposed fusion algorithm. The methods are weighted averaging, guided filtering and another method based in CNNs.

4.2.1 Weighted averaging

This method is probably the most simple method function. The fusion is going to be based on giving an importance value to one of the images and another one to the other. The values have to sum up to 1 in order to not create a lighting distortion. Since this is a very simple method we will give the same importance to both the input images. A simple representation of the structure can be seen in the Figure 4.1.
4.2.2 Guided filtering

This is an image fusion algorithm purposed in [29]. This algorithm (that can be seen in the next figure) is basically based in the decomposition of the images to be fused in one that contains large scale intensity variations and another one containing the details. The way to obtain the first decomposition is by applying an average filter to the entire image (in the case of the paper a 31x31 filter). After getting the average decomposition the way to obtain the detail one is by subtracting the first one with the original.

By applying some guided filtering and comparisons, a weighting map is obtained which shows what part of each images have more or less relevance in the final fused image. This map is applied by weighted averaging to the images and the resulting image is obtained. The complete structure of the guided filtering scheme can be seen in Figure 4.2.
4.2.3 Laplacian Pyramid-Convolutional Neural Network (LP-CNN)

This third method is introduced in [30]. This is a different approach than the proposed in this thesis, where we directly obtain the fused image at the end of the network. In this paper, the method is implemented to get the weighting map at the output of the CNN. Since the output of the network is not the fused image, the architecture of the network is really different, and all the decision explained are not necessary the same.

The fusion is done a bit different than in the other explained methods. The images are decomposed in Laplacian pyramids. Finally, the used coefficients are fused with the help of the weighting coming out of the CNN. The fusion algorithm can be seen in the following figure.

![Fusion diagram obtained from [30].](image)

4.3 Results

Before presenting the results of the fusions, Figure 4.4 shows how the loss function evolves during the training. As it can be seen, the network is clearly able to improve the fusion of both MRI and CT images as the loss function approaches correctly the desired minimum. For the last few epochs the loss function does not increase that much but the training evolves definitely better that the one with three channel images (Figure 3.2).

![Evolution of the loss function during the training of the network.](image)

For the testing we will only use two random pairs of images. The following results are the evaluation metrics obtained with the three methods and the proposed one.
Figure 4.5: The two top images are the image to be fused for the first test: top-left CT, top-right MRI. At the bottom from left to right: weighted averaging, guided filtering, LP-CNN and the proposed method.

<table>
<thead>
<tr>
<th></th>
<th>WA</th>
<th>GF</th>
<th>LP-CNN</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>FMI</td>
<td>0.8926</td>
<td><strong>0.9043</strong></td>
<td>0.9016</td>
<td>0.8967</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.8382</td>
<td>0.8393</td>
<td>0.8625</td>
<td><strong>0.8659</strong></td>
</tr>
</tbody>
</table>

Table 4.1: Results of the first fusion.

As it can be seen in the Table 4.1 there is a lot of discordance on how should a fusion be evaluated. We can see that with the SSIM metric the proposed method has the better performance but with the FMI metric, guided filtering gets better results.

It can be clearly seen that the weighting average method performs poorly compared to the other three methods but it still is quite close. It can be seen that LP-CNN does not have the better performance looking at any metric but still it can not be said that is worst than the other two methods because LP-CNN outperforms each fusion depending on the evaluation method.

In Figure 4.4 the images are presented. As it can be seen, the results are very diverse and each method performs well in different aspects. Taking a look to the Figure 3.6, the result might be more visually attractive than the one in this last figure but this one gets way higher performance results.

In both guided filtering and the CNN based in Laplace decomposition, we seem to get attractive results because features seem to be more visible. However, some fake shadows appear and the textures of the CT original image are not that visible. The weighted averaging and the proposed method get less brightening results that are not as visually pleasant. It is clear that the weighting average only gets very gray results for the part that both images are very different instead of showing the features of one of the two original images.
Figure 4.6: The two top images are the image to be fused for the second test: top-left CT, top-right MRI. At the bottom from left to right: weighted averaging, guided filtering, LP-CNN and the proposed method.

<table>
<thead>
<tr>
<th></th>
<th>WA</th>
<th>GF</th>
<th>LP-CNN</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>FMI</td>
<td>0.8716</td>
<td>0.8860</td>
<td>0.8801</td>
<td>0.8731</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.7892</td>
<td>0.7991</td>
<td>0.7936</td>
<td>0.8067</td>
</tr>
</tbody>
</table>

Table 4.2: Results of the second test fusion.

An important aspect that can be clearly seen in guided filtering and not as much in LP-CNN is that they give a very strange fusion for the cerebrospinal fluid, which changes of color around the whole brain. Even this fact seems to be very visually less attractive this methods still get very good performances. This problem clearly makes the problem of a lack of objective fusion evaluation shine, since the metrics are still not able to totally define what is better or worse.

We can see for the second table that we obtain very similar results between all the methods, being the proposed one the outperforming according to SSIM and again guided filtering works better with the FMI metric. We can also see the appearing of the shadows in both guided filtering and LP-CNN but they also get a less gray result and is maybe visually more attractive.
5 Conclusions

As it can be seen in the results we were able to successfully build a network that is able to fuse two different modalities medical images. We fused pairs of 256x256 gray scale images without the help of any fusion rule or decomposition, just by feeding in the raw pixels to the network.

The main innovation of this project is this lack of fusion rule or decomposition, since other methods required a previous and later step in order to get the final output. It also has the advantage of being a end to end learning based algorithm, since every layer of the network as well as the loss function are differentiable. This fact shows the great potential of this method and the big possibility of improvement.

The results show that the network is trained to maximize the SSIM and not the FMI. This happens because the optimization of the parameters only care about the first metric and not the second one. A possible good improvement is to train the network with more than one loss function, or in other words use a loss function that is combination of more than one metric.

One of the main obstacles found during the thesis was the low computational capacity of the used computer during the developing of the network. The construction of the final network that was used to get the presented results took more than 8 hours to be trained, with a single GEForce GTX 1050 Ti GPU. The lack of access to a better computational unit did not allow the best possible timings although its possible that our network learns the best value of its parameters within seconds given multiple GPUs.

To sum up, a new algorithm for image fusion was developed with high quality outputs and state-of-art results. Even the results are not the best for all the metrics, it shows really impressive performance in all of them getting the better result in a reliable image quality metric.
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