Blood pressure assessment with differential pulse transit time and deep learning: a proof of concept
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Abstract

Background: Modern clinical environments are laden with technology devices continuously gathering physiological data from patients. This is especially true in critical care environments, where life-saving decisions may have to be made on the basis of signal from monitoring devices. Hemodynamic monitoring is essential in dialysis, surgery and in critically ill patients. For the most severe patients, blood pressure is normally assessed through a catheter, which is an invasive procedure that may result in adverse effects. Blood pressure can also be monitored non-invasively through different methods and these data can be used for the continuous assessment of pressure using machine learning methods. Previous studies have found pulse transit time to be related to blood pressure. In this short paper, we propose to study the feasibility of implementing a data driven model based on Restricted Boltzmann Machine artificial neural networks, delivering a first proof of concept for the validity and viability of a method for blood pressure prediction based on these models.

Summary and Key Messages:

For the most severe patients (e.g. dialysis, surgery and the critically ill), blood pressure is normally assessed through invasive catheters. Alternatively, non-invasive methods have also been developed for its monitoring.

Data obtained from non-invasive measurements can be used for the continuous assessment of pressure using machine learning methods.

In this study, a Restricted Boltzmann Machine artificial neural network is used to present a first proof of concept for the validity and viability of a method for blood pressure prediction.
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Hemodynamic monitoring is essential in dialysis, surgery and in critically ill patients. For the most severe patients, blood pressure (BP) is normally assessed through a catheter inserted in a peripheral artery, most commonly in radial or femoral arteries and less frequently in axillar and pedal arteries. Arterial cannulation is an invasive procedure with the potential to result in adverse effects such as infection or thrombosis, which are associated with increased mortality and costs [1].

Blood pressure can also be monitored non-invasively through different methods. Classically, BP has been assessed through the auscultatory method based on the sound of the brachial artery pulse when an arm cuff is deflated (Korotkoff sounds). The oscillometric method is the most common method for automatic medical devices [2]. This method also uses an inflatable cuff with a pressure sensor inside it. Other methods include arterial tonometry [3], which places a tonometer perpendicular to an artery (normally, the radial artery), whilst most of the methods using photoplethysmography (PPG) also resort to a cuff placed in one or two fingers for the assessment of blood volume (BV). In this approach, transmural pressure is estimated through oscillometry [2]. The cuff pressure is continually varied to maintain this BV throughout a cardiac cycle via a servo-mechanism. Therefore, the applied pressure to maintain BV must be equal to BP.

Therefore, most BP assessment methods available for clinical practice require a cuff, which is cumbersome and in some cases, like in volume clamping, painful. Moreover, cuff-based methods have been associated to underestimation of systolic blood pressure (SBP) and overestimation of diastolic blood pressure (DBP), especially in obese patients and in the presence of arrhythmia [4-5].

Other methods for the non-invasive assessment of BP use machine learning (ML) techniques to exploit the correlation between the PPG and arterial pressure signals (ART). For example, [6] proposes a data driven model created with deep learning (DL) for the continuous assessment of BP. However, this method did not yield the required accuracy for clinical practice due to the respiratory variability of the ART signal.

Pulse Transit Time (PTT) has been known to be related to BP [2]. PTT is considered as the time-delay for a pressure pulse to travel through a segment of an artery. Figure 1 shows the PTT [7] between an arterial line inserted in the radial artery and the PPG signal taken from a finger.

The relation between PTT and BP has been studied for decades and many models have been proposed to study this relation. Mukkamala et al. [2] provide a very good overview of the models available. Some general conclusions can be drawn from the literature available for the assessment of BP from PTT:

1. All PTT models require calibration with a cuff.
2. Most PTT models assess BP with a regression model, taking as input one of the following:
   a. PTT
   b. 1/PTT
   c. log(PTT)
   d. 1/(PTT-K)^2
3. The parameters in the regression model depend on the assumptions made about the underlying model (i.e. geometry, flow, viscosity, elasticity, resistance, and so on).

In this short paper, we propose to study the feasibility of implementing a data driven model from a calibration and PTT. The proposed data driven model builds upon the method proposed in [6], which takes advantage of an important property of artificial neural networks (ANN). This property states that ANN can be considered from a mathematical point of view as universal approximators. The universal approximation theorem states that a feed-forward network with a single layer containing a finite number of neurons can approximate continuous functions on compact subsets of $\mathbb{R}^n$, under mild assumptions on the activation function. In plain language, this theorem implies that simple neural networks can represent a wide variety of functions when given the appropriate parameters. This property is particularly relevant for the problem at hand due to the fact that BP inference is very closely related the Navier-Stokes equation, which lacks a general solution. Indeed, the solution of this equation remains an open problem in mathematical research. Therefore, the use of neural networks is better suited for the problem at hand due to the fact that the linear regression models normally used fail to deal with the non-linear nature of BP inference.

In this paper we shall also use the Restricted Boltzmann Machine (RBM) as the main building block for our regression model. The rationale behind using RBM is that they are simplest units to develop Deep Learning algorithms and there are also very efficient algorithms available for training deep architectures with these RBMs.

This study is meant to provide a first proof of concept for the validity and viability of a method for BP prediction based on RBM ANN models. The remaining of the paper is structured as follows: forst the dataset under analysis is summarily described. This is followed by a presentation of the validation and analysis methodologies. Then, results of the preliminary experiments are presented, some conclusions are drawn and potential future lines of research are briefly outlined.

Dataset description

The MIMIC II [8] database has been collected over a 17-year period beginning in 2001 from Boston’s Beth Israel Deaconess Medical Center (BIDMC), as part of a Bioengineering Research Partnership (BRP) grant. The project was formally established in 2003 including an interdisciplinary team from MIT, industry (Philips Medical Systems) and clinical medicine (BIDMC) with the objective of developing and evaluating advanced Intensive Care Unit (ICU) patient monitoring systems that would substantially improve the efficiency, accuracy and timeliness of clinical decision making in intensive care. The requirement for individual patient consent was waived as the study did not impact clinical care and all data were de-identified.

For this proof of concept, we accessed the MIMIC II database in December 2015 and extracted the ART, ECG and PPG records for 250 different patients. All biomedical signals were sampled at 125 samples/second. Biomedical signals were separated into 5-second frames and a calibration from the ART signal was taken only for the first frame. After removing movement artefacts and noisy segments, we obtained a dataset with a total of 35,188 frames.

Validation methodology
For the validation of our proposed approach we have used the IEEE 1708-2014 standard for wearable, cuffless blood pressure measuring devices. This standard divides the validation in two separate phases. In the first phase, at least 20 patients are recruited, whilst the second phase requires the recruitment of at least 25 extra patients. The main validation procedure is divided into three levels: static test, test with BP change from calibration point, and a test after a certain period of time from calibration.

The standard requires that 20% of the recordings/patients for phase I validation should fall in the normal range (SBP < 120 and DBP < 80), Prehypertension (SBP between 120-139 and DBP between 80-89), Stage 1 Hypertension (SBP between 140-160 and DBP between 90-100) and Stage 2 Hypertension (SBP > 160 and DBP >100). All BP units are in mmHg. In order to comply with this requirement, our dataset has been scaled accordingly. At this point, it is also important to note that, in our case, we do not have a cuff-based calibration. For this reason, we have taken as both reference and calibration the BP values obtained from the ART signal.

Attending to the nature of our dataset, we shall report the results for the static test and a validation 6 minutes after calibration.

Analysis methodology and data-driven model

In our proposed model, we have taken as inputs the PTT calculated from the QRS complex of the first lead of the ECG recording and the PPG signal using the foot-to-foot algorithm presented in [7], which calculates the transit time as the delay between the valleys of waveforms at early systole. After this pre-processing, an RBM ANN with an architecture consisting of 3 layers (one input layer and two hidden layers) and 10 units (RBMs) for each layer has been trained with 25,150 frames from the dataset to obtain the BP values from our PTT inputs. The rest of frames have been reserved for testing. The learning rate (i.e. the hyper-parameter that controls how much we are adjusting the weights of our network) was set to 0.001 whilst the learning rate for the hidden units was set to 0.002. At this stage it is important to note that learning rates must be kept small to guarantee the convergence of the learning algorithm and also improve the generalization capability of the resulting model. All networks have used pre-training with 10 epochs, and our RBMs also used weight decay and momentum term.

Results

In compliance with the IEEE 1708-2014 standard, accuracy has been evaluated through the mean absolute difference (MAD). In particular,

\[ \text{MAD} = \frac{1}{n} \sum_{i=1}^{N} |p_i - y_i|, \]

where \( p \) corresponds to the test device measurement of BP, \( y \) is the average of the adjacent two reference BP measurements taken before and after the device measurement [8], and \( n \) is the data size.

Tables 1 and 2 summarize the results obtained for our model, along with the grading given by the IEEE standard for our proposed model and three regression models used in the state of the art taking as inputs the PTT, 1/PTT and log(PTT).
Conclusions

In this short paper, we have studied the viability of implementing a non-invasive algorithm for the assessment of BP with a data driven model obtained with RBMs. A first phase validation of our method shows a slight improvement over the state-of-the-art methods based on regression models over PTT. As it was expected, the performance of our regression model decreases as the measurement window separates from the calibration point. In our case, we had to evaluate 6 minutes after calibration. We consider that this decrease in performance is definitely a limitation for the use of these systems in a real clinical setting.

Another limitation of our study is that we had to take as a reference the BP values recorded from an arterial line instead of the non-invasive BP recording taken from a cuff, as required by the IEEE standard. However, we also believe that the results presented here are more pessimistic than those that would have been obtained with a cuff. As we have noted above, a limitation of cuff-based BP readings is that they tend to overestimate DBP and underestimate SBP.

Finally, a word of caution must be given. In our implementation, we have used data from 250 patients and, for testing purposes, we have scaled the test frames to fulfil the IEEE standard. We believe that this may limit the generalization capabilities of the proposed approach.

As future work, and in the light of the promising results obtained for this first evaluation phase, we propose to evaluate the capability of our system to track sudden changes in BP as required.
by the IEEE standard over a larger population. In this evaluation, we could also try to implement a regression model over a Recurrent Neural Network to further improve the tracking capabilities of the end-system.
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Figure legends

Figure 1: PTT between ART and PPG.
Figure 2: Reference distributions and Gaussian Fit.