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\section{Introduction}

The phenomenon of a bubble rising in a quiescent liquid due to gravity has been studied over the last decades. Many experimental studies have demonstrated that gas bubbles rising in liquids stop following a straight vertical line, and start to ascend in different path motions Duineveld [23], Prosperetti [49], Prosperetti et al. [50], Saffman [52]. As a result, this phenomenon, in which the effects of gravity, surface tension, and liquid inertia are intimately coupled, has motivated numerous investigations. However, there are still open questions about the intrinsic mechanism that leads to a wake disruption, bubble deformations, periodic variations of the velocity, and different path motions. Therefore, the main motivation of this research is to contribute to the understanding of these phenomena.

Direct numerical simulation (DNS) of multiphase systems has become an important research tool for the study of bubbles and droplets, where the interface capturing is a relevant issue. Concerning the interface capturing, several methods can be employed, i.e. Front Tracking (FT) method Tryggvason et al. [66], Unverdi and Tryggvason [67], Level Set (LS) method Balcázar et al. [3], Olsson and Kreiss [44], Osher and Sethian [45], Sussman et al. [57]) and the Volume Of Fluid (VOF) method (Hirt and Nichols [34], Van Sint Annaland et al. [68]. In FT methods [66,67], the interface is located in a Lagrangian way across a stationary Eulerian grid. This method is accurate but rather complex to implement when topology changes. The VOF methods [34,68] use a color function to identify the interface, corresponding to the volume fraction within each cell of one of the fluids.

As a consequence, the VOF function needs to be advected and reconstructed by geometric techniques. Its main advantage is to accurately advect the interface, keeping a sharp interface to conserve the mass. However, it presents difficulties to compute accurate curvatures from the color function, because of its step discontinuity. In LS methods [45,57], the interface is defined as a zero-contour of a smooth signed distance function. With this approach, interface curvatures and normals can be accurately evaluated, although mass is not always conserved. Mass conservation issue can be circumvented in the context of Conservative Level-Set (CLS) methods [44], where a regularized indicator function is used in place of the...
signed distance function. Recently, a finite-volume CLS method has been introduced by Balcázar et al. [3] for two-phase flows with surface tension on unstructured grids. Further advantages of the CLS method include an accurate computation of surface tension, numerical stability, and efficient parallelization as demonstrated in our previous works [3–5,7,8].

Regarding experimental research for the wobbling regime, unstable bubble wake and paths have been researched by De Vries et al. [21], Erm et al. [25], Magnaudet and Eames [39], Magnaudet and Mougin [40], Tchoufag et al. [60]. Saffman [52] has reported zigzagging and spiraling bubbles, whose trajectory highly depends on bubble size and complex physical mechanisms. Ellingsen and Risso [24] described path motions in the absence of shape oscillations. Lunde and Perkins [38] have shown a relation between the zigzagging path and the periodic shedding of vortices. Moreover, Brücker [12], Veldhuis et al. [69] pointed out a description of shape oscillations and the formation of vortical hairpin structures attached to the lower side of the rising bubble in a zigzagging and spiral path. Although previous investigators have made a significant contribution, detailed studies of the evolution of the flow, exact experimental conditions, and a full description of the interface are not precisely determined.

The continued lack of understanding of this phenomenon has motivated numerical research of buoyancy rising motion of gas bubbles in a stagnant liquid (Balcázar et al. [5], Esmaeili et al. [26], Hua et al. [35], Smolianski et al. [56]). Mougin and Magnaudet [41, 42] modeled the problem considering the bubble as a fixed shape, coupling Navier–Stokes equations with force and torque balances. Cano-Lozano et al. [16], [17], Sharaf et al. [55], Tripathi et al. [65] reported simulations with frozen bubble shapes and deformable nearly spheroidal bubbles, using the VOF method and fixed grid approach. Albert et al. [1], Bothe [13], Bothe et al. [14], Koebel et al. [37] studied the rise dynamics of various cases of bubbles and droplets, where various tests with different bubble/droplets sizes and dimensionless numbers were reported. Baltussen et al. [9] presented a comparison between various VOF models and compared the terminal Reynolds with experimental correlations for cases in the wobbling regime. Pivello et al. [47] introduced a methodology using Front Tracking and adaptive mesh refinement (AMR) for simulating wobbling bubbles. Gaudlitz and Adams [29] used a Particle Level Set in a periodic domain showing the wake and shape variations of an air bubble rising in water.

Most of the previous numerical studies agree on the challenge of the DNS for the rising bubbles in the wobbling regime, and the difficulties in capturing the phenomena for medium to high Reynolds numbers. Furthermore, some challenges arise for the need for larger grids, improved models for capturing phase interfaces, and enough grid resolution for capturing the wake and the vortical structures present in this phenomenon.

In this context, and to the best of authors’ knowledge, there are no previous studies of buoyancy-driven rising bubbles at high Reynolds numbers, i.e., Re O(1000), by using a conservative level-set method and adaptive mesh refinement. Therefore, the objectives of this contribution are twofold: the first goal is to present an improved numerical methodology for simulating rising bubbles with path instabilities, based on the conservative level-set method (Balcázar et al. [3, 7]) for interface capturing on general meshes, integrated to an adaptive mesh refinement framework (Antepara et al. [2]) for optimization of computational resources in large spatial domains. The second goal is to perform numerical research of the effect of Eötvös number and Morton number on the motion of rising bubbles with path instability, by using the improved framework. As aforementioned, the present research is based on an unstructured finite-volume/CLS method introduced in [3, 7]. As a consequence, the mass conservation issue inherent to standard level-set methods is circumvented, whereas the grid can be adapted to complex domains, enabling for an efficient mesh distribution in regions where interface resolution has to be maximized, by using an adaptive mesh refinement strategy introduced in [2]. Furthermore, unstructured flux-limiter schemes introduced in [3] are used to advect the CLS function in interface propagation equation, as well as the velocity in momentum equation, to avoid numerical oscillations around discontinuities, whereas the numerical diffusion is minimized. Finally, the present finite-volume formulation [3] is attractive due to its simplicity and the satisfaction of the integral forms of the conservation laws over the entire domain.

The outline of the paper is as follows: A summary of the governing equations and numerical methods are given in Section 2. The coupling of the Navier-Stokes equations for two-phase flow and the description of the CLS method is introduced. Moreover, a description of the AMR implementation is shown. The code validation and numerical results for wobbling bubbles are displayed in Section 3. The conclusions are presented in Section 4.

2. Mathematical model and numerical methods

2.1. Incompressible two-phase flow

Two immiscible incompressible and Newtonian fluids are described by the Navier–Stokes equations defined by a single fluid in the domain $\Omega$, with a singular term for the surface tension force at the interface $\Gamma$ (see [3, 11, 15, 46]):

$$\frac{\partial}{\partial t} (\rho \mathbf{v}) + \nabla \cdot (\rho \mathbf{v} \mathbf{v}) = -\nabla p + \nabla \cdot \mu (\nabla \mathbf{v} + (\nabla \mathbf{v})^T) + \rho g + \sigma \kappa \mathbf{n} \delta_{\Gamma},$$

(1)

$$\nabla \cdot \mathbf{v} = 0,$$  

(2)

where $\rho$ and $\mu$ are the density and dynamic viscosity of the fluids, $g$ is the gravity acceleration, $p$ is the pressure, $\mathbf{v}$ is the velocity field, the super-index $T$ represents the transpose operator, $\delta_{\Gamma}$ is a Dirac delta function at the interface $\Gamma$, $\sigma$ is the surface tension coefficient, $\kappa$ is the curvature of the interface, and $\mathbf{n}$ denotes the normal unit vector on the interface. Physical parameters change discontinuously across the interface:

$$\rho = \rho_1 H_1 + \rho_2 (1 - H_1)$$

(3)

$$\mu = \mu_1 H_1 + \mu_2 (1 - H_1),$$

(4)

with $\rho_1$, $\rho_2$ and $\mu_1$, $\mu_2$ being the densities and viscosities of the first and second fluids, respectively. Whereas, $H_1$ is the Heaviside step function that is one at fluid 1, and zero elsewhere. At the discretized level, physical properties are smoothed according to the CLS method (see [3]).

2.2. Conservative level set equations

The conservative level-set method as introduced in [3] for interface capturing on unstructured meshes is used in this work. While the standard level-set method [57] uses a signed distance function $d(x, t)$ to represent the interface, the CLS method employs a regularized indicator function, $\phi$, as follows:

$$\phi(x, t) = \frac{1}{2} \left\{ \tanh \left( \frac{d(x, t)}{2 \varepsilon} \right) + 1 \right\},$$

(5)

where $\varepsilon = 0.5 h^{0.9}$ is a tunable parameter which sets the thickness of the profile, and $h$ is the grid size. With this profile the interface $\Gamma$ is defined by the location of the iso-surface $\phi = 0.5$:

$$\Gamma = \{ x \mid \phi(x, t) = 0.5 \}.$$
Since the level-set function is advected by the fluid velocity field, the following interface transport equation can be derived:
\[
\frac{\partial \phi}{\partial t} + \nabla \cdot \phi \mathbf{v} = 0.
\]  
(6)

The level-set function must be reinitialized to keep the profile and thickness of the interface constant, following the next equation:
\[
\frac{\partial \phi}{\partial t} + \nabla \cdot \phi (1 - \phi) \mathbf{n} = \nabla \cdot \varepsilon \nabla \phi.
\]  
(7)

This equation advances in pseudo-time \( t \), and consists of a compressive term, \( \nabla \cdot \phi (1 - \phi) \mathbf{n} \), which compresses the level-set function onto the interface along the normal vector \( \mathbf{n} \), and of a diffusion term \( \nabla \cdot \varepsilon \nabla \phi \) which keeps the profile with a characteristic thickness \( \varepsilon \).

The reader is referred to [3,7] for further details on the implementation of the conservative level-set method used in this work.

2.3. Surface tension and regularization of fluid properties

Implementing surface tension in a numerical method involves two issues: the curvature \( \kappa \) needs to be determined and the pressure jump should be applied appropriately to the fluids. These problems are addressed in the context of the continuous surface force model (CSF) introduced by [11]. Thus, the term, \( \sigma \kappa \mathbf{n} \delta t \), is converted to a volume force as follows:
\[
\sigma \kappa \mathbf{n} \delta t = \sigma \kappa (\phi) \nabla \phi,
\]  
(8)

where \( \kappa (\phi) \) and \( \mathbf{n} \) are given by
\[
\mathbf{n} = \frac{\nabla \phi}{||\nabla \phi||},
\]  
(9)

\[
\kappa (\phi) = -\nabla \cdot \mathbf{n}.
\]  
(10)

Following the work of [3], \( \nabla \phi \) is computed using the least-squares method with the information of the neighbor cells around the vertices of the current cell. In addition, the fluid properties are regularized using the level-set function. Therefore, the density and viscosity fields are calculated as follows:
\[
\rho = \rho_1 \phi + \rho_2 (1 - \phi),
\]  
(11)

\[
\mu = \mu_1 \phi + \mu_2 (1 - \phi).
\]  

2.4. Numerical methods

The governing equations have been discretized using a finite-volume (FV) approach on a collocated unstructured grid arrangement according to [3], which automatically adapts to the AMR framework. Convective terms are discretized using a Total Variation Diminishing (TVD) Superbee flux limiter scheme (see [3]), to avoid numerical oscillations at the discontinuities, and minimize numerical diffusion (comparison between different convective schemes in rising bubble cases is presented in section 3.1.3). Diffusive terms are discretized employing a central difference scheme. Gradients are computed at cell centroids using the least-squares method, and a distance-weighted linear interpolation is used to calculate the values of physical properties, gradients and interface normals at the cell faces (see [3]), unless otherwise stated. A central difference scheme is employed to discretize both compressive and diffusive terms of the re-initialization Eq. (7). A standard fractional step projection method is used for solving the pressure-velocity coupling (see [7,19]):
\[
\frac{\rho \mathbf{v} - \rho^0 \mathbf{v}^0}{\Delta t} = \mathbf{A}^p + \mathbf{D}^p + \rho \mathbf{g} + \sigma \kappa \nabla h (\phi),
\]  
(12)

\[
\mathbf{v} = \mathbf{v}^0 - \frac{\Delta t}{\rho} \nabla h(p),
\]  
(13)

where super-index \( n \) denotes the previous time step, \( \mathbf{A} = -\nabla h \), \( \rho \mathbf{v} \), and \( \mathbf{D} = \nabla h \cdot (\mu((\nabla \phi \mathbf{v}) + (\nabla \phi)^T \mathbf{v})) \) are explicitly evaluated, \( (\nabla \phi \mathbf{v})^T \) is calculated by a vertex-node based least-squares method (see [3]). Combining the incompressible constraint with Eq. (13), a Poisson equation for the pressure field is obtained, which is solved by means of a preconditioned conjugated gradient method:
\[
\nabla h \cdot \left( \frac{1}{\rho} \nabla h (p) \right) = \frac{1}{\Delta t} \nabla h \cdot (\mathbf{v}^*),
\]  
(14)

\[
\mathbf{e}_{\Delta \Omega} \cdot \nabla h (p)|_{\Delta \Omega} = 0.
\]

In order to fulfill the incompressible constraint (Eq. (2)), and to avoid pressure-velocity decoupling when the pressure projection is made on collocated meshes (see [51]), a cell face velocity \( \mathbf{v}_f \) is defined at each control volume. Namely in discretized form:
\[
\mathbf{v}_f = \sum_{q= \{\mathbf{F},\mathbf{E}\}} \frac{1}{\rho} \left[ \frac{\Delta t}{\rho (\phi_q)} (\nabla h p_q) - \frac{\Delta t}{\rho_f} (\nabla h p_f) \right],
\]  
(15)

where \( P \) and \( F \) are denoting the adjacent cell nodes to the face \( f \). The reader is referred to Appendix B of our previous work (see[7]) for additional technical details on the origin of Eq. (15). The time increment \( \Delta t \), which is limited by the CFL conditions and the stability condition for the capillary force (see [11]), is given by:
\[
\Delta t = C_{\Delta t} \min \left[ \frac{h}{||\mathbf{v}||} \frac{\rho h^2}{\mu}, \left( \frac{h}{||\mathbf{g}||} \right)^{1/2} \right] \frac{h^{3/2}}{2\pi \sigma} (\rho_1 + \rho_2) \right]^{1/2}.
\]  
(16)

where \( C_{\Delta t} = 0.1 \) for the current method and \( h = (V_p)^{1/3} \) is defined as the characteristic size of the control volume \( P \). Finally, a TVD Runge-Kutta method [31] is used for time integration of advection Eq. (6) and re-initialization Eq. (7). The time step for re-initialization Eq. (7) is restricted by its viscous term as follows \( \Delta t = C_{\Delta t} \min (h^2)/\nu \), where \( C_{\Delta t} \) is taken to be \( \sim 0.05 \). For the present simulations, one re-initialization step is enough to achieve the steady state of Eq. (7).

The numerical algorithms explained in this work are implemented in a parallel C++/MPI code called TermoFluids (see as an example [3,27,61,64]). The code has been executed on the supercomputer MareNostrum IV using up to 144 cores for 3D simulations of wobbling bubbles. Furthermore, the numerical methods used in this work have been extensively validated with experiments and numerical results from the literature, including 2D dam-break [3], 2D and 3D rising bubbles [3,5,6], bubbly flows [4,8], droplet deformation in a shear flow [6], droplet collision against a fluid-fluid interface and binary droplet collision with bouncing outcome [4], thermocapillary-driven motion of deformable fluid particles [7], Taylor bubbles [33], and atomization of a liquid-gas jet [53,54]. Therefore, this research can be considered as a further step in the understanding of the physics of rising bubbles with path instability at high Reynolds numbers, with the aid of a CLS method introduced by [3] and adaptive mesh refinement method given by [2].

2.5. Adaptive mesh refinement

The use of Adaptive Mesh Refinement algorithms for the solution of multiphase problems has been presented by various authors [18,35,47,48,58], which is becoming an effective tool for demanding computational problems.

In this work, the Conservative Level Set method (see [3]) for tracking the interface in a continuous medium and adaptive mesh refinement to ensure a good mesh resolution in the interface profile and in the near wake where the vortices appear for most of the rising bubble problems are used. The adaptive mesh refinement employs an octree decomposition to be able to do the refinement and coarsening process in a proper way, and a 1:2 re-
lation between the different refinement levels is kept (see Fig. 1). The reader is referred to as [2] for further details on the adaptive mesh refinement algorithm applied to this paper. Furthermore, our hexahedral AMR algorithm has been validated with numerical results from the literature, including LES of turbulent flows around bluff bodies [2], atomization of a liquid-gas jet [53,54], and as local mesh refinement for conjugate heat transfer problems [28].

The AMR is included in the global algorithm developed for the CLS method (see [3]), and the AMR loop is reinitialized when the centroid of the bubble has moved a distance equal to the minimum grid size in the computational domain \( \Omega \). The global algorithm for the coupled AMR-CLS consists of the following steps:

1. Calculate the minimum grid size \( h_{\text{min}} \) in \( \Omega \).
2. Calculate the initial position of the bubble centroid \( b_0 \).
3. Calculate \( \Delta t \) by Eq. (16).
4. Solve level-set advection Eq. (6).
5. Solve re-initialization Eq. (7) for steady state.
6. Physical properties \((\rho, \mu)\) are updated according to Section 2.3
7. Calculate \( v \) and \( p \) by the fractional-step method:
   - (a) Calculate the predicted velocity by Eq. (12).
   - (b) Solve Eq. (14) for pressure.
   - (c) Calculate \( v_f \) by Eq. (15).
8. Calculate \( v_i \) by Eq. (16).
9. Calculate the actual position of the bubble centroid \( b \).
10. If \(|b - b_0| < h_{\text{min}}|\) Repeat steps 3–8 until the desired time-level is reached.

The Re-mesh step from the CLS-AMR algorithm follows the following criteria for the rising bubbles in quiescent liquid:

1. Interface capturing function. The level-set function \( \phi \) is used to identify the interface between fluids, and locally refine the mesh when \( 0 + \epsilon < \phi < 1 - \epsilon \), where \( \epsilon = 1e-4 \). Moreover, to avoid the refinement process to be often repeated, up to three layers of neighboring cells adjacent to the interface profile will also be refined. This is done to give enough spatial displacement for the interface to move in any direction ensuring a good mesh resolution. Fig. 1 is an example of a level-set function and its neighboring cells with a grid spacing of four levels of refinement.

2. 3D Box. The near wake of the bubble is essential for the correct development of the vortical structures which will appear at the lower side of the rising bubbles. Therefore, a box around the bubble will be refined depending on the bubble diameter. This procedure is described in the numerical experiments section.

3. Vorticity function. This function is used to capture the vortical structures that appear in the near wake of the rising bubble. The vorticity field is calculated following the next equation,

\[
\omega = \nabla \times \mathbf{v}.
\]

The vorticity values which are positive identify clockwise rotating vortices, and the negative values are related to anti-clockwise rotation. With the vorticity magnitude field \(|\omega|\), the cells to be refined as the ones with vorticity values over the 10% of the maximum value for the entire field were established, to capture the primary vortical structures. Furthermore, three layers of neighbors cells are also refined to ensure enough grid resolution for the vortical structures.

3. Numerical experiments

In this section, numerical tests for verification and validation are described, and new numerical experiments related to wobbling bubbles will be analyzed. According to [10,20], the dimensionless numbers controlling the rising bubble in a quiescent liquid are the Eötvös number \((Eo)\), Reynolds number \((Re)\), Morton number \((M)\) and the ratios of physical properties \((\text{density ratio } \eta_p \text{ and viscosity ratio } \eta_v)\), defined as follows:

\[
Eo = \frac{g d^2 \Delta \rho}{\sigma}, \quad M = \frac{\mu_1^4 \Delta \rho}{\rho_1^2 \sigma^3}, \quad Re = \frac{\rho_1 U_l d}{\mu_1}, \quad \eta_p = \frac{\rho_1}{\rho_2}, \quad \eta_v = \frac{\mu_1}{\mu_2}.
\]

where the subindex 1 refers to the continuous fluid phase, the subindex 2 refers to the lighter fluid in the bubble, \( d \) refers to the bubble diameter and \( \Delta \rho = \rho_1 - \rho_2 \) specifies the density difference between the fluid phases. The terminal velocity of the bubble is defined by,

\[
U_l = \frac{\int_{V_1} v_i \phi dV}{\int_{V_1} dV}.
\]

and we also introduce the following dimensionless time, \( t^* = t \sqrt{g/d} \). Furthermore, in order to get a quantitative measure of the bubble shape, the sphericity is defined as

\[
\zeta = \frac{\pi d^2}{\int_{V_1} ||\nabla \phi|| dV}.
\]

3.1. Verification and validation

A selection of numerical tests, with an increase of the grid resolution, are presented to show the accuracy of the numerical method. For the stationary drop test, the starting grid size consists of 20 control volume per diameter and is increased up to 80 control volumes per diameter. For the experimental validation and the
wobbling bubbles, the starting grid size consists of 15 control volumes per diameter and is increased up to 60 control volumes per diameter, which is a sufficient resolution for simulations covered in this work.

3.1.1. Stationary drop test

This numerical test consists in the solution of a spherical drop, with a diameter $d$, positioned in the center of a cubic domain with a length of 10$d$, without the influence of gravity. The densities are equal to $10^4$, the viscosities and the surface tension equal to 1. This test has also been used by [6,36] for unstructured meshes. A steady solution is originated where the pressure jump can be calculated and compared to an analytical solution provided by the Laplace equation,

$$\Delta P_{\text{exact}} = \sigma \kappa_{\text{exact}},$$  \hspace{1cm} (21)

where the exact curvature is given by $\kappa_{\text{exact}} = 4/d$ for a spherical drop. The exact solution is a zero velocity field, and the pressure jump at the droplet interface is given by $\Delta P = \frac{4\sigma}{d}$. Present test cases are solved on a uniform mesh where AMR is applied, as can be seen in Fig. 2.

The error of the pressure jump is calculated by using pressure values inside ($p_{\text{in}}$) and outside ($p_{\text{out}}$) of the drop,

$$E(\Delta P) = \frac{|p_{\text{in}} - p_{\text{out}} - 4\sigma/d|}{4\sigma/d}. \hspace{1cm} (22)$$

Moreover, spurious currents arise as a consequence of the imbalance between surface tension and the pressure around the drop, which can be measured following the $L_1$ error norm:

$$L_1(\mathbf{v}) = \frac{1}{N_{\text{cells}}} \sum_k (\mathbf{v}_k \cdot \mathbf{n})^{1/2} \frac{\mathcal{H}}{\sigma}. \hspace{1cm} (23)$$

which is computed on the whole spatial domain. In Table 1, the numerical error for the pressure jump and the spurious velocities are shown and compared when the grid resolution is increased.

![Fig. 2](image2.png)

Fig. 2. Mid-section plane for the 3D static drop test with different grid resolutions using AMR, where the pressure distribution is shown. (a) d/20, (b) d/40, (c) d/80.

![Fig. 3](image3.png)

Fig. 3. Time evolution of the error for the dimensionless velocity, Eq. (23), on different grid resolutions.

![Table 1](image4.png)

<table>
<thead>
<tr>
<th>$h$</th>
<th>$L_1(\mathbf{v})$</th>
<th>$E(\Delta P)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/20</td>
<td>4.1e–08</td>
<td>0.020</td>
</tr>
<tr>
<td>1/40</td>
<td>6.8e–09</td>
<td>0.0029</td>
</tr>
<tr>
<td>1/80</td>
<td>1.4e–09</td>
<td>0.00041</td>
</tr>
<tr>
<td>$p$</td>
<td>2.4</td>
<td>2.8</td>
</tr>
</tbody>
</table>

![Fig. 4](image5.png)

Fig. 4. AMR with an effective grid resolution of 60 control volumes per diameter at the interface, and 30 control volumes per diameter for the vortical structures and the near wake. (a) Eo = 116, $M = 41.1$, (b) Eo = 36, $M = 2.5$–$11$.
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3.1.2. Grid convergence for ellipsoidal and wobbling bubbles

In this section, the methodology is validated with the rising bubble of ellipsoidal and wobbling bubbles in a quiescent liquid.

The dimensions of the rectangular domain for the ellipsoidal test case are the following: \( \Omega = [0.8d] \times [0.16d] \times [0.8d] \), where the initial bubble of diameter \( d = 0.25 \) is located at \((x, y, z) = (0, d, 0)\). Moreover, the boundary conditions in the top/bottom walls are no-slip, whereas the Neumann condition is applied on the lateral walls and the initial mesh is around 54k control volumes. For the wobbling test case, a vast computational domain is required due to the chaotic and oscillatory path trajectories expected in this regime. The computational domain has a size of \( \Omega = [0, 16d] \times [0, 80d] \times [0, 16d] \). The boundary and initial conditions are the same as for the ellipsoidal bubble. The initial mesh is around 10.8 M control volumes.

AMR was used to achieve a desired grid resolution in the interface and the near wake. To assure these conditions a 3D box was refined around the bubble with dimensions of \([2d; 2.75d; 2.0d]\), where the 3D box centroid is relatively located at \((0.0, -0.375d, 0.0)\) with respect to the bubble centroid (See Fig. 4).

For the ellipsoidal bubble test, the dimensionless numbers are \( \text{Eo} = 116, \text{M} = 41.1, \rho_1/\rho_2 = \mu_1/\mu_2 = 100 \). In Fig. 5, the terminal Reynolds number for the ellipsoidal test is shown for different grid resolutions. The final bubble shape is consistent with the experimental result of [10], where the bubble reached an ellipsoidal shape with a dimple formation at the rear end.

These results are compared to experiments and numerical solutions from the literature using a fixed mesh (See Table 2). As the resolution increases up to 60 control volumes per bubble diameter, the computed Reynolds number is closer to the experiments reported by [10]. Also, recent results are consistent with CLS and VOF/LS simulations reported by [5,6] on fixed meshes.

For the cases of wobbling bubbles, different grid resolutions are compared for \( \text{Eo} = 3.6, \text{M} = 2.5e^{-11}, \rho_1/\rho_2 = \mu_1/\mu_2 = 100 \). In Fig. 6, Reynolds number, bubble shape and vortical structures

---

**Table 2**

<table>
<thead>
<tr>
<th>Case Eo =116, M = 41.1</th>
<th>Number of control volumes</th>
<th>Re</th>
</tr>
</thead>
<tbody>
<tr>
<td>[10]</td>
<td>2.30e+06</td>
<td>6.94</td>
</tr>
<tr>
<td>[5]</td>
<td>2.92e+06</td>
<td>7.02</td>
</tr>
<tr>
<td>Present AMR-CLS (d/15)</td>
<td>8.00e+04</td>
<td>6.55</td>
</tr>
<tr>
<td>Present AMR-CLS (d/30)</td>
<td>1.54e+05</td>
<td>6.89</td>
</tr>
<tr>
<td>Present AMR-CLS (d/60)</td>
<td>6.60e+05</td>
<td>6.98</td>
</tr>
</tbody>
</table>

---

Please cite this article as: O. Antepara, N. Balcazar and J. Rigola et al., Numerical study of rising bubbles with path instability using conservative level-set and adaptive mesh refinement, Computers and Fluids, https://doi.org/10.1016/j.compfluid.2019.04.013
Fig. 7. Effect of the convective scheme used to discretize the momentum Eq. (1) for \( \text{Eo} = 116, M = 41.1 \) with a grid resolution of \( \text{d/60} \) near the interface (a) Re number, (b) Sphericity.

Table 3
Present Re computations compared with experimental result by [32] with different grid resolutions.

<table>
<thead>
<tr>
<th>Case ( \text{Eo} = 3.6, M = 2.5 \times 10^{-11} )</th>
<th>Re</th>
</tr>
</thead>
<tbody>
<tr>
<td>[32]</td>
<td>1200</td>
</tr>
<tr>
<td>Present AMR-CLS (d/30)</td>
<td>1145.37</td>
</tr>
<tr>
<td>Present AMR-CLS (d/45)</td>
<td>1106.36</td>
</tr>
<tr>
<td>Present AMR-CLS (d/60)</td>
<td>1105.09</td>
</tr>
</tbody>
</table>

are compared with grid resolutions of \( \text{d/30}, \text{d/45} \) and \( \text{d/60} \). As shown, the behavior of the rising velocity becomes chaotic in this regime. Nevertheless, the global qualitative appearance of the terminal Reynolds number (see Fig. 6 and Table 3) are retained as the grid resolution is increased, although the peak velocity at earlier times slightly changes. However, to keep an adequate grid size for the numerical tests presented in this work with mid to high Reynolds number, the resolution of \( \text{d/60} \) was chosen for the interface and \( \text{d/30} \) for the near wake and vortical structures.

3.1.3. Comparison of different convective schemes and mass conservation for ellipsoidal and wobbling bubbles

Numerical tests have been performed to study the influence of the convective scheme used to discretize momentum Eq. (1), on terminal Reynolds and final shape for ellipsoidal bubbles. Moreover, the effect of the convective schemes in the solution of wobbling bubbles will be discussed. Following the work by [3], the discretization of the convective term of Eq. (1) is based on the use of flux limiters [30, 59], \( L(\theta) \), defined in the Table 4, where \( \theta \) is a monitor variable defined as the upwind ratio of consecutive gradi-
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Table 4
Flux limiters \( L(\theta) \) used in this work.

<table>
<thead>
<tr>
<th>( L(\theta) )</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Central difference limiter (CD)</td>
<td>1</td>
</tr>
<tr>
<td>TVD Superbee limiter</td>
<td>( \max[0, \min(2\theta, 1), \min(2, \theta)] )</td>
</tr>
<tr>
<td>Smart limiter</td>
<td>( \max[0, \min(2\theta, (0.25 + 0.75\theta)^4), 4] )</td>
</tr>
<tr>
<td>First-order upwind limiter</td>
<td>0</td>
</tr>
</tbody>
</table>
ments of the velocity components. The reader is referred to [3,5] for technical details on the application of flux limiters to discretize the convective term on unstructured grids.

In Fig. 7, the Central Difference, Upwind, Smart, and Superbee schemes are compared to the solution of terminal Reynolds number and sphericity for the case with \( \text{Eo} = 116, M = 41.1 \), with the same properties and the finest mesh proposed in Section 3.1.2. As can be seen, the use of different flux limiters leads to similar results for terminal Reynolds number and final bubble shape.

For the cases of wobbling bubbles, the Upwind, Smart, and Superbee schemes are compared for \( \text{Eo} = 1, M = 1 \times 10^{-9} \). The central difference scheme is out of this review because its behavior was unstable in this regime. In Fig. 8 terminal Reynolds number, sphericity and oscillation paths in different planes are compared. As can be seen, Smart and Superbee perform in the same manner, but the Upwind differs with low amplitude of path oscillation, smaller terminal Reynolds number and less deformation. This behavior can be explained as the Upwind scheme is a more dissipative scheme compared to the others. Therefore, a TVD Superbee flux limiter is employed to avoid numerical oscillations at discontinuities and to minimize the numerical diffusion.

Furthermore, CLS shows excellent mass conservation for ellipsoidal and wobbling bubbles (see Fig. 9), where the mass conservation error is calculated by

\[
M_r = \frac{|M(t) - M(0)|}{M(0)},
\]

\[
M(t) = \int_{\Omega} \phi dV.
\]

and the tests were done with the finest grid using TVD Superbee flux limiter.

3.2. Wobbling bubbles

In this section, we present a numerical study of wobbling bubbles (See Fig. 10), where our results are compared with experimental correlations and numerical evidence (Terminal Reynolds,
Fig. 11. Vortical structures presented in the wake of a wobbling bubble. (a) Visualization by [38] at Re ≈ 1500; (b) Highlight of hairpin vortex formation for the present simulation with Eo = 3.6, M = 2.5e−11; (c) Series of images showing the development and shedding of vortices for the case Eo = 3.6, M = 2.5e−11. (A video associated with this case can be found as supplementary material, in the online version, at doi:10.1016/j.compfluid.2019.04.013.)

Fig. 12. (a) Present Strouhal number results compared with Miyahara and Yamaka correlation (see [43]); (b) Present drag coefficient results compared with [63] and [22] correlations for $M = 1.0e^{-11}$.  
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Strouhal number, Drag coefficient, and experimental image). Moreover, the effect of Eo and M are researched.

Dimensionless parameters used in these simulations are in Table 5.

The cases reported in this work start with a spherical bubble as the initial state. As it rises due to the buoyancy, it starts to transform into an oblate ellipsoidal with an unstable path. Moreover, AMR is used to get a resolution of 60 control volumes per diameter in the interface, and 30 control volumes for the near wake and the vortical structures. For most cases, the final mesh reaches around 1.8 M control volumes.

3.2.1. Terminal Reynolds number and comparison with the experimental image

In Table 6, the average Reynolds number is reported and compared with experiments and numerical literature. The average velocity was calculated by discarding the initial overshoot (startup influences of the simulation) at $t^* = 0.3$. The comparison is made
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Table 8

Drag coefficient for the present simulations ($C_D$) compared with [63] correlation (see Eq. (29)), $C_D$, and [22] correlation (see Eq. (30)).

<table>
<thead>
<tr>
<th>Case</th>
<th>$Eo$</th>
<th>$M$</th>
<th>$C_D$1</th>
<th>$C_D$2</th>
<th>$C_D$3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
<td>3.6</td>
<td>0.53</td>
<td>0.39</td>
<td>0.53</td>
</tr>
<tr>
<td>B</td>
<td>1</td>
<td>3.6</td>
<td>1.26</td>
<td>1.10</td>
<td>1.32</td>
</tr>
<tr>
<td>C</td>
<td>10</td>
<td>1.0e-09</td>
<td>1.91</td>
<td>2.05</td>
<td>2.11</td>
</tr>
<tr>
<td>D</td>
<td>1</td>
<td>3.6</td>
<td>0.53</td>
<td>0.39</td>
<td>0.53</td>
</tr>
<tr>
<td>E</td>
<td>1</td>
<td>10</td>
<td>0.53</td>
<td>0.38</td>
<td>0.58</td>
</tr>
<tr>
<td>F</td>
<td>3.6</td>
<td>2.5e-11</td>
<td>1.26</td>
<td>1.10</td>
<td>1.50</td>
</tr>
<tr>
<td>G</td>
<td>1</td>
<td>10</td>
<td>1.33</td>
<td>1.19</td>
<td>1.49</td>
</tr>
<tr>
<td>H</td>
<td>10</td>
<td>1</td>
<td>1.91</td>
<td>2.05</td>
<td>2.00</td>
</tr>
</tbody>
</table>

The $C_D$ obtained for the set of numerical cases shown in Table 8 and compared with the correlations of [22,63]. It can be noticed that as the $Eo$ increase or $M$ decrease, the drag coefficient increase, as a consequence of the bubble deformations and the increase of vorticity at the lower side of the bubble.

Finally, in Fig. 12b, the drag coefficient is plotted in function of the Reynolds number for $M = 1.0e-11$, and compared with the correlations.

These numerical results show that for low $Eo$, our findings are close to Tomiyama et al. [63] correlation and for higher $Eo$ the results tend to Dijkstra et al. [22] correlation.

3.2.3. Effect of Morton number ($M$) on the wobbling regime

In this section, we show the main characteristics of the wobbling bubbles concerning $M$. The physical parameters, except for $M$, are fixed to $Eo = 1.0$, $\eta_p = \eta_l = 100$. The time variation of the velocity components, 3D path, and sphericity evolution are shown in Fig. 13.

Fig. 15. Velocity components $[u_{g-1/2}d^{-1/2}(-\cdots), v_{g-1/2}d^{-1/2}(-\cdots), w_{g-1/2}d^{-1/2}(-\cdots)]$, sphericity, 3D path and bubble shapes for (a) $Eo = 1, M = 1e-11$; (b) $Eo = 4, M = 1e-11$; (c) $Eo = 10, M = 1e-11$.
In the case with \( M = 1e-9 \), the rising velocity and sphericity tend to a constant value, which is the result of a balance between buoyancy and viscous drag. Nevertheless, when the two horizontal velocity components start to oscillate, an unstable path is depicted (Fig. 13a). When \( M \) diminishes, a periodicity on the velocity components appears. Moreover, the amplitude of the oscillating velocity components and the frequency are increased. For the case with \( M = 1e-10 \), the horizontal velocity components are aligned between them, leading to a zigzag path (see Fig. 13b). It is also noticeable, the increase of bubble displacement in the horizontal direction as \( M \) decrease, mainly produced by the increase of the horizontal velocity components.

Sphericity is measured for these cases, where the decrease of \( M \) number makes the bubble to suffer frequently deformations. For the case with \( M = 1e-9 \), bubble shape remains mainly ellipsoidal, but with a decrease of \( M \), the sphericity starts to oscillate. It is shown, the bubble reaches opposites states where it can be almost spherical or get a flat shape. These states are dictated by the oscillation of the inertial and surface tension forces, where high inertial forces produce a flat shape, and high surface tension forces show a spherical shape (see Fig. 13).

Iso-surfaces of the vorticity magnitude are presented with fixed Eötvös number and different Morton number in Fig. 14. As the Morton number decreases, the hairpin vortices attached to the lower side of the bubble are getting more elongated, as a consequence of the increase of bubble deformations and vorticity generated at the base of the bubble. For the case with \( M = 1e-9 \), as seen in Fig. 14a, the vorticity generated in the wake is vertically aligned with the bubble, as a pair of counter-rotating vortices. Moreover, vorticity keeps a constant sign all along the trajectory. The numerical case with \( M = 1e-10 \) (see Fig. 14b) reveals vortex rings, which are simplified structures of the hairpin vortex. Furthermore, for the case with \( M = 1e-11 \) the vorticity presents two longer counter-rotating threaded vortices which tend to wrap up around one another, dissipating the hairpin vortex head more efficiently (see Fig. 14c).

The case with \( Eo = 1.0 \) and \( M = 1e-09 \) is the limit where the bubble still presents no substantial shape deformations and small path oscillations, but as the Morton number decrease, bubble shape and velocity components frequently present oscillations. Bubble shape presents widely deformations going from flat to almost spherical, where this behavior is stronger as the Morton number gets smaller. Moreover, different vortical structures appear, such as axisymmetric two-thread vortex and long wrapped hairpin vortex. To sum up, as the vortex generation gets stronger, and the vortex structures are getting elongated, the horizontal bubble displacement increases as a mechanism of vortex shedding, which is quite noticeable when \( M \) decreases.

3.2.4. Effect of Eötvös number (\( Eo \)) on the wobbling regime

In this section, we show the main characteristics of the wobbling bubbles concerning \( Eo \). The physical parameters, except for \( Eo \), are fixed to \( M = 1.0e-11 \), \( \eta_p = \eta_s = 100 \). The time variation of the velocity components, 3D path, and sphericity evolution are shown in Fig. 15.

These cases have been selected with a small Morton number, where all of them present path instabilities. The bubble shape, velocities components, and path start to oscillate leading to a zigzag or spiraling movement. When \( Eo \) is increased, the amplitude of the velocity components decrease and its frequency increase. This behavior relates to the shrinking of the bubble displacement in the horizontal plane, generated by the bubble deformations and chaotic vortical structures.

Bubble shape measured by sphericity is shown in Fig. 15. As \( Eo \) decreases, the bubble shape oscillates with higher frequency and is less likely to reach a spherical shape during the oscillation, as it could get it at \( Eo = 1 \). In the case with highest Eötvös number, the bubble deformations are considerably noticeable and present local bulges (see Fig. 15c). These bulges are related to the chaotic creation of vortical structures appearing near the bubble.

In Fig. 16, illustrations of vortical structures are shown for each one of the studied cases. At small \( Eo \), the main vortical structure is the hairpin vortex, where the legs are attached to the lower surface of the bubble, and in the meantime, the head of old hairpin vortices are being shed downstream (see Fig. 16a). As \( Eo \) increases, the bubble shape deforms frequently, the vorticity generation gets stronger, and the vortex structures are smaller (see Fig. 16b and c). For these cases, the bubble deformation plays an important role in the vortex shedding. Here, it is noticeable that vorticity generation increases, and the vortical structures changes from the elongated hairpin vortex, to small vortical structures. Moreover, the bubble presents a decrease in the horizontal displacement as the \( Eo \) increases (see Fig. 15). As a consequence of the vorticity generation at higher Reynolds, the bubble reduces its horizontal displacement, increase the bubble deformation by the presence of bulges and shortens the vortical structures as a mechanism of vortex shedding.

![Figure 16](https://example.com/fig16.png)

Fig. 16. Iso-surfaces of the vorticity magnitude \( |\omega|/(d/g)^{1/2} \times 8 \), colored with vortical vorticity \( \omega_y \), where the red color corresponds to \( \omega_y > 0 \), the blue color corresponds to \( \omega_y < 0 \), and the letters A,B,C,D correspond to different dimensionless times as shown in Fig. 15 for (a) \( Eo = 1 \), \( M = 1e-11 \); (b) \( Eo = 4 \), \( M = 1e-11 \); (c) \( Eo = 10 \), \( M = 1e-11 \). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Please cite this article as: O. Antepara, N. Balcázar and J. Rigola et al., Numerical study of rising bubbles with path instability using conservative level-set and adaptive mesh refinement, Computers and Fluids, https://doi.org/10.1016/j.compfluid.2019.04.013
4. Conclusions

DNS of rising bubbles with path instability at high Reynolds number has been presented. The cases were selected at Morton number, \(O(10^{-11})\) up to \(O(10^{-9})\), and the Eötvös number was varied to observe the main differences in terminal velocities, bubble shape, vortical structures and oscillations paths.

The methodology consisted of a Conservative Level-Set method and Adaptive Mesh Refinement within a finite volume framework, which allowed to reproduce the main features of three-dimensional two-phase flows, combining an accurate representation of the interface, good mass conservation and a reduction of the computational effort. Moreover, the numerical methods have been verified and validated with previous empirical and numerical results from the literature, which include spurious currents in the static drop, and dynamic cases.

In the wobbling regime, terminal Reynolds number was compared with experimental and numerics references showing fair agreement for Reynolds number \(Re \sim O(10^4)\) and \(Re \sim O(10^3)\). The drag coefficient and the oscillation paths frequency were examined and compared to experimental correlation and some numerics. The results were appreciably good for most of the cases, where a vast domain is required to be able to capture the main global quantitative variables for all the cases.

The effect of the dimensionless numbers was reported. When \(Eo = 1\) and \(1e-11 \leq M \leq 1e-09\), two filaments of counter-rotating vortex were found. Moreover, with the decrease of \(M\) those filaments are getting elongated, and hairpin vortex structures were observed. Under these conditions, the mechanism of vortex shedding was to increase the horizontal bubble displacement according to the vorticity generation.

For the cases, where \(M = 1e-11\) and \(1 \leq Eo \leq 10\), vortex structures transformed from hairpin vortex to small vortical structures. At higher \(Eo\) the bubble shape presented bulges and large deformations. On these cases, as the \(Eo\) was increased, the vortex shedding leads to increase the bubble deformation with the presence of bulges, making the vortical structures smaller, and reducing the horizontal bubble displacement.
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