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12 ABSTRACT

13

14 The curing kinetics of a sequential dual-curing system based on an off-stoichiometric 

15 amine-epoxy formulation with intermediate latent reactivity has been analyzed. The first 

16 curing stage is an epoxy-amine polycondensation taking place at low temperatures, while 

17 the second curing stage is an anionic homopolymerization of the excess epoxy groups, 

18 taking place at high temperatures and catalyzed by a latent base. The different reactivity 

19 of both polymerization processes allows an excellent separation into well-defined curing 

20 stages each of which can be analyzed individually. The kinetics of the two curing stages 

21 have been analyzed by integral isoconversional procedures and model-fitting methods. 

22 Both methodologies successfully simulated each curing stage and also the global curing 

23 process, showing that it is possible to control the activation of both curing stages. 

24 Isoconversional integral analysis is a simple yet powerful method that can be used for the 

25 simulation of temperature-controlled curing programmes. Model-fitting analysis is more 

26 suitable for the flexible simulation of processing scenarios such as the curing of 

27 composites. 

28
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33 Sequential dual-curing, combining two different polymerization processes taking place 

34 in a controlled and sequential way in a curing process, is a highly advantageous 

35 technology for the processing of thermosetting systems [1]. This technology is highly 

36 versatile and flexible due 1) to the possibility of controlling the curing sequence using  

37 different stimuli (i.e. UV-light, temperature) and 2) the ability to tailor intermediate and 

38 final network structures and properties [2-5]. Click-type or non-click reactions can be 

39 used and combined in sequential dual-curing systems [1]. Due to their high versatility, 

40 acrylate [3, 6-10], ene [5, 11] and epoxy [2, 4, 5, 12, 13] reactions are commonly used in 

41 dual-curing systems. 

42

43 A novel off-stoichiometric epoxy-amine system, with excess epoxy groups and latent 

44 reactivity in the intermediate state was recently reported [2]. The first curing reaction was 

45 a self-limiting epoxy-amine condensation that takes place at moderate temperatures until 

46 exhaustion of reactive amine groups. In this system, Jeffamine (a diamine with a polyether 

47 backbone) was used as amine curing agent for the curing of diglycidyl ether of bisphenol 

48 A (DGEBA) in the first curing stage. A controlled excess of DGEBA allowed the 

49 preparation of a family of materials with a wide range of intermediate and final properties 

50 [2]. The use of 1-methylimidazolium tetraphenylborate (1MI-Ph4B) as latent thermal base 

51 for the epoxy homopolymerization ensured at least 7 weeks of storage stability at 30 ºC 

52 for intermediate materials after the completion of the epoxy-amine reaction [2]. A time-

53 temperature-transformation (TTT) diagram summarizing the isothermal curing kinetics 

54 of this dual-curing system with 50 % excess of DGEBA was recently reported [14]. The 

55 different reactivity of the curing stages and the possibility of controlling each curing 

56 reaction at different temperatures were demonstrated with the help of it.  The intermediate 

57 materials had remarkable storage stability prior to the activation of the second curing 

58 stage. The apparent overlapping between the curing processes under constant heating rate 

59 conditions [14], caused by the somewhat low reactivity of Jeffamine, precluded the 

60 analysis of the curing kinetics from a global point of view. Therefore the curing kinetics 

61 of each curing stages was analyzed separately, under safe temperature conditions. Only 

62 isoconversional kinetics analysis based on isothermal kinetic data was performed. The 

63 TTT and the conversion-temperature-transformation (CTT) diagrams also evidenced the 

64 differences between both curing processes in terms of network build-up [14]. 

65
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66 In the present work we have analyzed a dual-curing epoxy system based on 

67 diethylenetriamine (DETA) as amine curing agent and DGEBA, with an amine-epoxy 

68 ratio of 0.4 and 4 phr (parts per hundred) of 1MI-Ph4B as latent initiator for the 

69 homopolymerization of excess epoxy groups in the second curing stage. The combination 

70 of a latent initiator and a high reactivity aliphatic amine such as DETA should allow a 

71 better separation between curing stages than in previously reported systems [12, 14]. 

72 Differential scanning calorimetry (DSC) has been used to obtain kinetic information 

73 under isothermal and nonisothermal conditions. The nonisothermal curing kinetics of the 

74 global curing process have been analyzed using isoconversional integral methods. 

75 Isothermal and nonisothermal data has been combined in the individual analyses of the 

76 curing stages  by the isoconversional integral method and model fitting methodology. The 

77 simulation of global curing process using isoconversional and model-fitting methods is 

78 also performed and compared with experimental data. 

79

80 2 EXPERIMENTAL

81 2.1 Materials

82 Diglycidyl ether of bisphenol A (DGEBA, Mw=374 g/mol or Mw=187 g/ee, EpikoteTM) 

83 was kindly supplied by Hexion speciality Chemical B.V. and dried in vacuum before use. 

84 Diethylenetriamine (DETA, Mw=103.2 g/mol or Mw=20.6 g/eq), 1-methylimidazole 

85 (1MI) and sodium tetraphenylborate (NaBPh4) were supplied by Aldrich and used as 

86 received. Methanol (MeOH) and chloroform (CHCl3) were supplied by VWR and were 

87 used as received. 1M1·HBPh4 (BG hereafter) was prepared using the procedure outlined 

88 in the literature [14-16]. The structures of DG, DETA and BG are shown in Scheme 1.

89

90

OO
O OO O

OH
n

N

N
H

+

BNH2

N
H

NH2

(a)

(b) (c)
+

91 Scheme 1: Molecular structures of the chemicals used: (a) DGEBA, (b) DETA and (c) 1MI·HBPh4 (BG).
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92

93 2.2 Preparation of the curing mixtures

94 Samples were prepared in 5 mL vials in 1-2 gr batches using the following procedure: 

95 BG was weighed and added to DG and was kept under agitation at 90 ºC for 15 min at 

96 complete solubilization. The mixture was left to cool down to room temperature after 

97 which the required amount of DETA was added, quickly stirred and immediately sent to 

98 analysis or sample preparation. A formulation was prepared with an amine-epoxy ratio of 

99 0.4, that is, with a 60 % excess of epoxy groups. 4 phr of BG were used. The composition 

100 of the formulation is shown in Table 1.

101

102 Table 1: Composition of the formulation studied in this work. ( .%) 92.10 ( .%) 4.06 ( .%) 3.84

0.4

0.0194

103

104 2.3 Experimental techniques

105 Differential scanning calorimeters (DSC) Mettler DSC822e equipped with a robotic arm 

106 and with liquid nitrogen cooling, and Mettler DSC821e, were used. The equipments were 

107 calibrated using indium (temperature, heat flow) and zinc (temperature) standards. 

108 Approximately 10 mg samples were cured in aluminium pans with pierced lids under a 

109 nitrogen atmosphere. The DSC822e was used to study the nonisothermal curing at 10 

110 ºC/min up to 300 ºC and the DSC821e was used to study the isothermal curing at 

111 temperatures in the range of 70-100 ºC for the first curing process, and 150-210 ºC for 

112 the second curing process after precuring of the samples at 90 ºC for 40 minutes in order 

113 to complete the first curing process. The calorimetric degree of cure, , and the reaction 

114 rate, , were calculated as follows:

= ∆ℎ∆ℎ       = ∆ℎ∆ℎ (1)
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= ℎ∆ℎ (2)

115 where  and  are the heat evolved up to a a temperature  or time  during a dynamic ∆ℎ ∆ℎ
116 or isothermal curing experiment, respectively.  is the total heat released during ∆ℎ
117 curing and  is the instantaneous heat flow released.ℎ/
118

119 The glass transition temperature of the uncured formulation  was determined using 0
120 the DSC822e in the dynamic curing at 10ºC/min starting at -100ºC. The intermediate 

121 glass transition temperature ( ) of the dual system was determined in a dynamic scan 

122 at 10 ºC/min after isothermal curing at 90 ºC for 40 minutes. The ultimate glass transition 

123 temperature ( ) of the fully cured sample (at 180 ºC for enough time so as to complete ∞
124 the curing process) was determined after two consecutive dynamic scans at 10 ºC/min, 

125 the first one to determine the presence of residual heat. The  was determined as the 

126 midpoint in the heat capacity step during the glass transition. The increase in heat capacity 

127 during the glass transition, , was also determined. The DIN method, included in the ∆
128 STARe software by Mettler, was used for these determinations.

129

130 3 THEORETICAL

131 3.1 Curing kinetics analysis

132
Isoconversional analysis (global)

133
The isoconversional methodology was used for the determination of the apparent 

134
activation energy during the curing process [17]. The basis for this methodology is the 

135
assumption that the reaction rate can be expressed as separate functions of conversion x 

136
and temperature T as:

= ( )· ( ) (3)

137 Where  is the kinetic constant,  is the preexponential factor,  ( ) = 0· ( ‒ )
138 is the activation energy,  is the gas constant and  is the model representing the ( )
139 reaction mechanism governing the curing process. In other words, it is assumed that the 

140 reaction mechanism is not affected by the temperature schedule of the curing process. 
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141 Therefore, the apparent activation energy at a given degree of conversion  can be 

142 calculated as follows:( )‒ 1 = ( ( ))‒ 1 + ( ( ))‒ 1 ≡‒ (4)

143 This is the basis for the differential or Friedman method. Linear regression of  ( / )
144 against the inverse of temperature for different experiments at a given degree of 

145 conversion, yields the slope  and the intercept at the origin . ‒ ( 0, · ( ))
146 Hereinafter, the subscript  indicates that the value is ascribed to a given degre of 

147 conversion .

148

149 Rearrangement and integration of the rate expression leads to:

( ) =∫0 ( ) = 0·∫0 ( ‒ · )· (5)

150

151 Under isothermal conditions, this leads to the following expression, taking natural 

152 logarithms:

ln = ln ( ( )0 ) + · (6)

153 Representation of   against  for different experiments at a given degree of ln ( · ) ‒ 1
154 conversion  yields a straight line with slope   and intercept at the origin . ln ( ( ) 0, )
155

156 In the case of dynamic curing experiments, integration of expression eq. (5) under 

157 constant heating rate conditions yields:( )0 = 1·∫0 ( ‒ · )· = 1· · ( ) (7)

158 Where  is the heating rate, and  and  is an approximation of the solution = · ( )
159 of the temperature integral, making use of the more exact approximations such as the ones 

160 of Senum and Yang [18], or else the general set of solutions proposed by Starink that can 

161 be used for the determination of activation energy from constant heating rate experiments 

162 using linear regression methods [19]: 
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( )≅exp ( ‒ · + )
(8)

163 The following expression can be derived for this family of  linear isoconversional 

164 methods:

ln = [ln 0( ) + (1 ‒ )·ln + ] ‒ ·· (9)

165 Representation of  against  for a number of dynamic experiments ln ( ) ‒ ·( · ) ‒ 1
166 at given degree of conversion  should produce a straight line with slope  and an 

167 intercept at the origin from which one can easily derive the factor , which ln ( ( ) 0, )
168 can be used in eq. (6) for the simulation of isothermal processes. Note that the full 

169 development of eq. (9) was not shown in the literature [19]. The well-known Kissinger-

170 Akahira-Sunose (KAS) method fits this general model with ,  and , but = 1 = 0 = 2
171 a more accurate solution was found with ,  and  [19]. = 1.0008 =‒ 0.312 = 1.92
172

173 In contrast, one should mention the nonlinear, advanced integral isoconversional methods 

174 of Vyazovkin [17]. The advantages of such methods are manifold. To begin with, they 

175 can make use of highly accurate solutions of the temperature integral for constant heating 

176 rate experiments [20] that cannot be used in conventional linear methods. The temperature  

177 integral can be computed numerically making use of the real sample temperature and 

178 therefore it is possible to analyse sets of experimental data from arbitrary temperature 

179 programmes or taking into account sample temperature deviations from the prescribed 

180 programme [21]. 

181

182 The method can be outlined as follows. Assuming the validity of the isoconversional 

183 assumptions, the apparent isoconversional activation energy  should fulfill the 

184 condition  for a set of  experiments. ( ( ) 0)1 = ( ( ) 0)2 = … = ( ( ) 0)
185 This can also be expressed in terms of an objective function ( ) [21] defined as follows:

= [∑∑<>
( ( ) 0)( ( ) 0) ] (10)
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186 For a given a value of  , the values of  should be obtained by numerical ( ( ) 0)
187 integration of eq. (5) making use of the real sample temperature. The value of  is 

188 determined by numerical iteration using a convenient minimization algorithm [21] for the 

189 objective function (10). Finally, the factor  can be determined as an arithmetic ( ) 0,
190 average as: ( )0, = 1 ·∑( ( ) 0) (11)

191 Where  is the total number of experiments employed in the analsysis. 

192

193 An additional advantage of the nonlinear isoconversional integral methods is the 

194 possibility of combining isothermal and nonisothermal data in the analysis, which is not 

195 common due to the straightforward application of either isothermal or dynamic linear 

196 isoconversional methods. This possibility is exploited in this work in order to obtain 

197 reliable values of  and  from a more complete set of experimental data. For ( ) 0,
198 the dynamic experiments, the parameters  are calculated for each heating rate ( ( ) 0)
199 using eq. (7) and a suitable expression for  such as the highly precise 4th order Senum ( )
200 and Yang approximation [18]. For the isothermal experiments,  are calculated ( ( ) 0)
201 from eq. (6). Note that, in both cases, temperature deviations from prescribed heating rate 

202 or isothermal temperature are neglected.  is obtained using the same objective function 

203 given by eq. (10), and the same minimization procedure. The factor  is also ( ) 0,
204 obtained from eq. (11).

205

206 Because the integral isoconversional methods produce pairs of values of  and  ( ) 0,
207 for each degree of conversion, it is possible to simulate isothermal curing programmes 

208 using eq. (6) or dynamic curing programmes using eq. (7) (by numerical adjustment of  

209 for a given degree of conversion ).

210

211 The kinetic parameters determined from eqs. (5)-(11) are not equivalent to those 

212 determined using the differential method [17, 22] and should not be exchanged unless the 
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213 value of the differential apparent isoconversional energy, , remains constant throughout 

214 the curing process.

215

216

217

218 Isoconversional analysis (individual)

219

220 A methodology similar to the one described in our previous work for the separate analysis 

221 of the two curing processes in a dual-curing system will be used [14]. In the present work, 

222 given the similarities with the previously reported dual-curing system [2, 14], we choose 

223 to analyze the curing processes independently, and we also assume that the activation of 

224 both curing process is independent as well, that is, the second curing process is not 

225 activated inmediately after the end of the first one [23, 24] but has its own activation 

226 kinetics (i.e. slow thermal decomposition of BG leading to the release of the initiator for 

227 the second curing process). This means that the slow activation of BG is already taking 

228 place during the first curing process .

229

230 The first curing process is analyzed isothermally at conditions at which the second curing 

231 process is not yet activated; the second curing process is analyzed using isothermal and 

232 dynamic experiments, after precuring of the samples at 90 ºC for 40 min (note that the 

233 reaction time is much shorter due to the higher reactivity of DETA in comparison with 

234 the Jeffamine used in the previous work [14]). 

235

236 The indivivdual kinetics analysis of the first curing process would not be affected. 

237 Therefore, eq. (6) (isothermal analysis) is used for the determination of the kinetic 

238 parameters  and  for a given degree of conversion .ln ( 1( ) 0,1, ) 1, 1
239

240 In the case of the second curing process, the thermal history should be taken into 

241 consideration in the analysis. In our previous work we showed that the determination of 

242 the apparent activation energy  was unaffected by this consideration, providing the 2,
243 thermal history of all the samples was identical  [14]. It only modified the value of 
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244  at the beginning of the second curing stage [14]. In the present case the same 2( ) 0,2,
245 approach can be followed. 

246

247 If we call  the temperature integral of the precuring stage, we can write, for dynamic 1( )
248 experiments:

2( ) = 2( )0,2 ‒ 1( ) = 1· 2· ( 2) (12)

249 Where  is the 4th order Senum and Yang approximation [18],  and  ( 2) 2 = 2 · 2 2
250 is the temperature at a given degree of conversion during the second curing process. For 

251 isothermal experiments, with constant :2
2( ) = 2( )0,2 ‒ 1( ) = exp ( ‒ 2· 2)· 2 (13)

252 Taking into account that all the samples were precured under the same conditions, that is, 

253  is identical, the apparent isoconversional energy  must fulfill the condition 1( ) 2,
254 . An objective function can therefore be defined:2( )1 = 2( )2 = … = 2( )

= min [∑∑<> 2( )2( ) ] (14)

255  is obtained by numerical iteration using a convenient minimization procedure [21]  2,
256 as described above. The parameters  are calculated for each heating rate and 2( )
257 isothermal temperature using eqs. (12) and (13). An average parameter  is 2( )
258 determined  as:

2( ) = 1 ·∑ 2( ) (15)

259 Taking into account that the samples were all precured at the same isothermal temperature 

260  for the same time , one can calculate the factor  as:1 1 2( ) 0,2,2( )0,2, = 2( ) + 1( ) = 2( ) + exp ( ‒ 2,· 1)· 1 (16)

261 It should be noted that, if the samples had been precured at different conditions 

262 (isothermal or dynamic), the objective function (14) should have taken into consideration 
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263  instead of . In this case, the calculation of  would be necessary for 2( ) 0,2 2( ) 1( )
264 each experiment and iteration step.

265

266

267

268 Model-fitting analysis

269

270 The experimental rate curves were fitted to an empirical, modified multi-term Kamal 

271 model inspired in the models employed by other authors [25, 26] shown in eq. (17):

= ( , ) =∑= 1 · ·(1 ‒ )
= 0, · ( ‒ · )

(17)

272 where  and  are the exponents of each autocatalytic function, and  is an Arrhenius 

273 kinetic constant for each autocatalytic process. The number of adjustable parameters is 

274 high, as it includes  and  for the different s and the reaction orders  and  for 0,
275 each autocatalytic function.  We determined the model parameters by multivariate 

276 nonlinear regression, with the following error function to be minimized: 

= 1∑|( ) ‒ ( ) |( ) (18)

277 where  and  are the experimentally measured, and the calculated ( ) ( )
278 reaction rates, respectively, at the same degree of conversion, and  are the number of 

279 calculated and measured points used for the fitting. Given that the fitting is performed on 

280 reaction rate with respect to conversion rather than on conversion with respect to 

281 temperature/time, the effect of an induction period i.e. due to the slow activation of the 

282 reaction not be properly accounted for. In addition, in the above expression there is no 

283 reaction rate at the beginning of the reaction. Therefore, integration would only be valid 

284 above a certain threshold value of conversion.

285
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286 In the present work, the kinetic model of the different stages of the dual-curing system 

287 are analyzed independently. It will be considered, like in the isoconversional analysis, 

288 that the activation of the second curing stage is independent from the completion of the 

289 first one. Again, this means that the slow activation of BG is taking place during the first 

290 curing process.

291

292 For the first curing stage, equations (17) and (18) are used. In order to ensure that the 

293 resulting rate expression can be integrated properly, it will be assumed that the first of the 

294 autocatalytic elements will be, in fact, a n-th order element, that is, 0.1 =
295

296 For the second curing stage, equations (17) and (18) are used in order to determine the 

297 kinetic parameters of the different autocatalytic elements. However, activation of the 

298 second process is delayed due to the latent character of BG. For the analysis of this 

299 delayed activation, we will assume the validity of isoconversional hypotheses during the 

300 activation period. Assuming also that the second process is independent from the first 

301 one, the existence of a pre-curing period, and that the delayed activation is better reflected 

302 by dynamic data, we can write the following:

2( ) = ( )0, ‒ 1( ) =∫0 ( ‒ ·1)· = 1· · ( ) (19)

303 Where  is the integral form of the kinetic model function  at the activation ( ) ( )
304 degree of conversion ,  is the activation energy corresponding to this period,  0,
305 is the pre-exponential factor, ,  is the temperature at the defined = ·
306 , and  is the 4th order Senum-Yang approximation [18] of the temperature integral ( )
307 or the Starink approximation. The parameters   and  are assumed to be ( ) 0,
308 constant during the activation period. 

309

310 We can consider that, for , the conversion is given by <
≈ ·∫0 ( ‒ · )·

2( ) (20)

311 Therefore, the reaction rate  for  can be estimated as:, <



13

≈ · ( ‒ · )2( ) (21)

312 Note that expressions (20) and (21) are strictly valid for the analysis of the activation 

313 period after the pre-curing period. Keeping in mind that we want to analyze the process 

314 starting from the preparation of the fresh formulation, one should use  ( ) 0, = 2
315  instead of . In addition, the value of  should be sufficiently ( ) + 1( ) 2( )
316 small so as to minimize the error in the calculation of a fictional rate  during this 

317 activation period. For ,we can consider that the reaction rate   is represented >
318 correctly by eq. (17).

319

320

321 3.2 Simulation of dual-curing processes

322

323 Isoconversional-based simulation

324

325 Simulation of dual-curing processes is possible starting from isoconversional integral 

326 data, as reported in the literature [14].

327

328 Simulation of the first process of the dual-curing system can be easily performed under 

329 isothermal conditions by means of eq. (6) and making use of the parameters  1( 1) 0,1,
330 and   for each degree of conversion . Simulation of dynamic curing experiments at 1, 1
331 constant heating rates can be performed using eq. (7) and the parameters  1( 1) 0,1,
332 and , by numerical iteration of the temperature  for a given degree of conversion 1, 1,
333  at the desired heating rate .1
334

335 Simulation of the second process of the dual-curing system can be performed assuming 

336 that the pre-curing is already over. In this case, isothermal simulation is performed using 

337 eq. (6) and the parameters  and  (instead of ) for each degree of 2, 2( 2) 2( 2) 0,2,
338 conversion . The same applies to the simulation of dynamic curing experiments using 2
339 eq. (7). If one wanted to simulate the second process starting from the fresh, uncured 
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340 formulation (i.e. for the simulation of the global curing process [14]), isothermal 

341 simulation is performed using eq. (6) and the parameters  and , and 2, 2( 2) 0,2,
342 dynamic simulation is performed using eq. (7) and the same parameters  and 2,
343 .2( 2) 0,2,
344

345 A global conversion of epoxy groups, , can be calculated taking into account the 

346 composition of the formulation (see Table 1) as

347 = 0.4· 1 + 0.6· 2 (22)

348

349 Although both curing stages are analyzed independently, it will be assumed, for the 

350 isoconversional-based simulation, that  during the first curing stage and = 0.4· 1
351 that  during the second curing stage.= 0.4 + 0.6· 2
352

353 Model-based simulation

354

355 Simulation of the first curing process is performed by numerical integration of eq. (17), 

356 under isothermal or nonisothermal temperature programmes. It is considered that the first 

357 of the autocatalytic elements is a n-th order element, that is, 0.1 =
358

359 Simulation of the second curing process can be performed assuming that the pre-curing 

360 is already over. This is accomplished by numerical integration of eq. (21) during the 

361 activation period (corresponding to the slow release of the initiator) and, once it is over, 

362 making use of eq. (17). If one wanted to simulate the second process starting from the 

363 fresh, uncured formulation (i.e. for the simulation of the global curing process), the 

364 activation of the latent initiator should be performed by numerical integration of eq. (21) 

365 but making use of  instead of . Once the ( ) 0, = 2( ) + 1( ) 2( )
366 activation period is over, simulation of the rest of the process is carried out by numerical 

367 integration of eq. (17). Because of this activation period, it is not necessary that the first 

368 of the autocatalytic elements in eq. (17) be of a n-th order type.

369
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370 A global conversion of epoxy groups, , can be calculated using eq. (22), after 

371 numerical integration of  and  using the corresponding rate expressions for  1 2 1
372 and . Accordingly, an overall reaction rate can be calculated using the folowing 2
373 expression.

374 = 0.4· 1 + 0.6· 2 (23)

375

376 Note that, because the rate expressions are integrated independently, this allows for some 

377 overlapping of the first and second curing process at some point, depending on the 

378 temperature programming.

379

380 4 RESULTS AND DISCUSSION

381 4.1 Preliminary analysis

382 Figure 1 compares the dynamic curing at 2, 5 and 10 ºC/min of a fresh dual formulation. 

383 It can be observed that the curing process takes place in two well-separated and defined 

384 curing stages. The first stage corresponds to an epoxy-amine addition (see Scheme 2), 

385 involving the reaction of primary and secondary amine groups. The reaction is 

386 autocatalytic due to the activation of the epoxy ring by proton donors or other activating 

387 species [27] such as the hydroxyl groups formed in the course of the reaction, although 

388 in reality the reaction mechanism is more complex and involves the formation a number 

389 of reactive and non-reactive complexes [27-30]. The second curing process corresponds 

390 to the epoxy homopolymerization of the epoxy groups in excess after the thermal 

391 decomposition of BG leading to the release of the initiator (see Scheme 3) [2, 14]. A more 

392 detailed description of the epoxy homopolymerization mechanism can be found in the 

393 literature [23, 31].

394

395

396
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398 Figure 1: Comparison of the conversion (upper graph) and rate curves (lower graph) corresponding to the 

399 dynamic curing at 2, 5 and 10 ºC/min of the system under study. 
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406 Scheme 3: Thermal decomposition of BG (a) and anionic epoxy homopolymerization (b).

407

408 In contrast with our previous study using Jeffamine as crosslinking agent for the first 

409 curing stage [2, 14], it can be observed in Figure 1 that the curing stages using DETA 

410 show an almost perfect separation. Moreover, this is also much better than other 

411 sequential dual-curing processes with controlled thermal activation such as off-

412 stoichiometric thiol-epoxy formulations [23], or other epoxy systems [13]. In fact, an 

413 apparent separation was reported by Sun et al. [13], but in their work the contribution of 

414 the second curing process was very small, while in the present work the contributions of 

415 the first and second curing processes are more balanced (Figure 1). Although the reaction 

416 kinetics of the second curing stage does depend on the state of completion of the first 

417 curing stage, that is, the presence of hydroxyl groups formed as a consequence of the 

418 epoxy-amine reaction (Scheme 2), from a practical point of view, both processes can be 

419 considered independent, as discussed in our previous work [14]. This is evident from 

420 Figure 1 which shows there is little or no overlapping at all between the curing processes.

421

422 The average reaction heat of all dynamic experiments was 462 J/g or 93.8 kJ/ee. This is 

423 very close to the reference value of 100 kJ/ee for epoxy-amine and epoxy 

424 homopolymerization [2, 27, 32, 33]. The formulation was prepared using an amine-epoxy 

425 ratio of 0.4, which is in agreement with the contribution of the first curing process to the 

426 total reaction heat.. Therefore, in spite of the uncertainty in the determination of the 

427 baseline and integration of the reaction peaks, it can be concluded that both reaction 

428 processes take place quantitatively, as was reported also in our previous studies [2].
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429

430 In Table 2 we report the glass transition temperatures of the uncured formulation, the 

431 intermediate material and the fully cured material. It can be observed that the intermediate 

432 material has a near-ambient , similar to our previous work [2], but the  of the fully 

433 cured material is 138 ºC. This could be expected because the final  of stoichiometric 

434 DGEBA-DETA formulations is about 135 ºC [33] and that of the DGEBA homopolymer 

435 with 4 phr of BG is 132 ºC [2]. In fact, the value is somewhat higher than expected (i.e. 

436 using Fox equation) but it might be that the neat epoxy homopolymer is not completely 

437 cured due to topological restrictions. However, such discrepancies are within 

438 experimental error. 

439

440 Table 2: Glass transition temperatures ( ) and heat capacity step during relaxation ( ) of the uncured, ∆
441 intermediate and fully cured materials.  (º ) ∆ ( · )

Uncured -16 0.56

Intermediate 29 0.55

Cured 138 0.24

442

443 Another remarkable feature is the fact that the heat capacity step ( ) during the glass ∆
444 transition of the uncured and intermediate materials are 0.56 and 0.55, respectively. These 

445 significantly similar values suggest that there is minimal crosslinking during this first 

446 curing stage. According to Hale et al. [34], the change in glass transition should be linear 

447 with respect to conversion before gelation takes place, because the change in  is mainly 

448 associated with a decrease in free volume of the system. The ratio between the  of the ∆
449 intermediate and uncured materials gives a parameter  that is very close to 1. This 

450 parameter  is used in some theoretical  relationships [35, 36], and its value close ‒
451 to unity indicates an almost linear increase in   with conversion . Assuming that the 

452 DGEBA-DETA polycondensation is nearly ideal from a network build-up point of view 

453 [37], we can use the well-known Flory-Stockmayer equation [38] for the prediction of 

454 conversion at gelation. Taking into account the amine-epoxy equivalent ratio of 0.4, (see 

455 Table 1) and that the functionality of DETA is 5, one can predict an epoxy conversion at 

456 the gel point equal to 0.32. This is very close to the conversion at the end of the first 

457 curing process. Taking into account the epoxy excess, this implies that the behavior of 
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458 the system is almost liquid-like throughout the first curing process, in agreement with the 

459 experimental results.

460

461 The good separation between processes prompted us to perform a preliminary kinetics 

462 analysis of the curing process. In the present work, we carried out an isoconversional 

463 analysis of the global data using the integral method proposed by Starink, given by eq. 

464 (9) and parameters ,  and  [19]. The results of the = 1.0008 =‒ 0.312 = 1.92
465 analysis are shown in Figure 2. It can be observed a clear difference between the kinetic 

466 parameters below and above conversion 0.4. At lower degrees of conversion, values of 

467  of about 55 kJ/mol are obtained. Above, the values of  are around 90 kJ/mol. These 

468 values are in good agreement with previously reported results [12, 14]. A clear transition 

469 is observed, with peak   values higher than 150 kJ/mol. In spite of the uncertainty in 

470 the analysis in this region (as deduced from the error bars in the figure), this transition 

471 can be attributed to the activation of the latent thermal initiator BG for the second curing 

472 stage. This is also an indication of a highly latent behavior in the intermediate state, which 

473 was confirmed experimentally for a similar system employing the same base [2]. The 

474 application of the advanced isoconversional method of Vyazovkin, making use of the 4th 

475 order approximation of Senum and Yang, produced identical results to those shown in 

476 Figure 2. This is because, in the experimental range, the values of  are around = ·
477 20-35 and, in this region, the Starink method produces an error lower than 0.2 % in the 

478 temperature integral  and lower than 0.1 % in the determination of   [19].( )
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480 Figure 2: Results of the isoconversional kinetics analysis of the global dynamic experiments in Figure 1, 

481 using eq. (9). 

482

483 Using the data in Figure 2, we simulated the isothermal curing at different temperatures 

484 using eq. (6). A tentative selection of curing temperatures for the first curing process 

485 ranged from 70 to 100 ºC, while the second curing process could be analyzed from 

486 temperatures of 150 ºC to 210 ºC.

487

488 In the subsequent kinetics analysis of the curing process, the different curing stages will 

489 be analyzed separately. We will take into account that the activation of the second curing 

490 reaction is independent from the first curing process. According to the methodology 

491 explained in section 3.1, the whole of the second curing process is regarded as 

492 independent from the first curing process, but in reality this is not strictly true. However, 

493 this hypothesis will be valid as long as the second curing process (or the majority of it) 

494 takes place once the first curing process is over.

495 4.2 Detailed kinetics analysis

496 Figure 3 shows the conversion and rate curves corresponding to the first curing process 

497 of the dual-curing system, carried out isothermally  at temperatures from 70 to 100 ºC in 

498 10 ºC steps. The evolution of conversion and rate curves with temperature follows the 
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499 expected trends. In none of the cases it was observed further reaction beyond the 

500 stabilization of the isothermal baseline at the end of the first curing process. The rate 

501 curves have an autocatalytic character, as expected for epoxy-amine curing. The average 

502 reaction heat of the different experiments was 193.4 J/g or 39.3 kJ/ee. These values agree 

503 with the theoretical reaction heat of about 100 kJ/ee for epoxy groups and the composition 

504 of the formulation (see Table 1). This could be expected taking into account our previous 

505 results in a similar system [2, 14]. If the curves in Figure 3 are compared with previously 

506 reported data [14], it can be observed that the first stage, corresponding to the epoxy-

507 amine addition, is much faster in the present case in which DETA is the amine, than in 

508 previous works with Jeffamine curing agent [14]. This is due to the decelerating effect 

509 produced by polyether structure of Jeffamine, as reported by Swier et al. [30].

510
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511 Figure 3: Conversion x and rate dx/dt for the 1st curing process of the dual-curing system at different 

512 temperatures.

513

514 Figure 4 shows the conversion and rate curves corresponding to the second curing process 

515 of the dual-curing system, after a precuring at 90 ºC for 40 minutes, carried out 

516 isothermally at temperatures from 150 to 210 ºC in 10 ºC steps. The evolution of 

517 conversion and rate curves with temperature follow the expected trends. The average 

518 reaction heat of the different experiments was 281.2 J/g or 57.1 kJ/ee, which suggests that 

519 the excess epoxy groups after the first curing process react completely during the second 
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520 curing process, as reported previously [2, 14]. Taking into account the reaction times and 

521 temperatures, one can notice a significant difference in reaction rates between the second 

522 (Figure 4) and first curing processes (Figure 3), as was foreshadowed by the preliminary 

523 dynamic analysis (Figure 1). 
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525 Figure 4: Conversion x and rate dx/dt for the 2nd curing process of the dual-curing system at different 

526 temperatures.

527

528 Upon close examination of Figure 4, one can observe that, at the beginning of the curing 

529 exotherms, there is a sharp peak that can be associated with the thermal decomposition of 

530 the latent initiator and the activation of the second curing process. This was also observed 

531 in our previous study [14]. However, given the sharpness of this first peak, there is some 

532 uncertainty as to the true contribution of this small peak and to the possibility of obtaining 

533 reliable kinetic information at the beginning of the second curing process using only 

534 isothermal data. For that purpose, a number of dynamic experiments were carried out, 

535 after a precuring at 90 ºC for 40 minutes, in order to observe in more detail the activation 

536 of the second curing process. Figure 5 shows the conversion and rate curves at 2.5, 5 and 

537 10 ºC/min. The activation of the second process is observed as a small exothermic event 

538 starting around 100-120 ºC, followed by the exotherm corresponding to the second curing 

539 process at temperatures higher than 150 ºC. It should also be noted that, for this second 

540 curing process, the reaction kinetics are faster in the present work, with DETA as first-
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541 stage curing agent, than in our previous works [2, 14] with Jeffamine. This may be caused 

542 by the effect of the polyether structure of the Jeffamine curing agent on some of the 

543 reaction steps of the epoxy homopolymerization involving the participation of 1MI.
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545 Figure 5: Conversion x and rate dx/dt for the 2nd curing process of DGDETA_0.4_BG4 at different heating 

546 rates. The inset shows the detail of the activation of the latent thermal base.

547

548 The kinetics analysis of the first curing process was performed using only isothermal data 

549 but, for the second curing process, both isothermal and nonisothermal data were 

550 combined in order to obtain the kinetic parameters. The results of the integral 

551 isoconversional analysis are shown in Figure 6. In agreement with the preliminary 

552 kinetics analysis (Figure 2) and our previous work [14], there is a clear difference between 

553 the apparent activation energies of the first and second curing process, respectively.  The 

554 values are rather constant except at the beginning of both the first and second curing 

555 stages, which may be caused by experimental error at the beginning of the measurement, 

556 especially in the case of the second curing process, given the uncertainty in the kinetics 

557 and thermal effect of the activation of the latent base. Overall, the values agree well with 

558 those previously reported [12, 14].

559

560 With regards to the second curing process, a very small difference between the values of 

561  and   is observed. This can be explained by the low value of the 2( 2) 2( 2) 0,2,
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562 precuring factor , which is logical taking into account that precuring was carried out at 1
563 90 ºC for 40 minutes only, and the large difference in reactivity between the first and 

564 second curing process.
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566 Figure 6: Results of the isoconversional analysis of the 1st and 2nd curing processes. 

567

568 The results of the model-fitting analysis of the first curing process are shown in Figure 7 

569 and Table 3. It can be seen that the experimental curves are properly fitted using the 

570 empirical model given by eq. (17) with two autocatalytic elements, each one with their 

571 kinetic constant  and reaction orders  and . The use of more autocatalytic elements 

572 did not further improve the quality of the adjustment. The activation energy of both 

573 kinetic constants agree well with the evolution of the apparent activation energy resulting 

574 from the isoconversional analysis (see Figure 6). That is to be expected, since they should 

575 ensure a proper modelling of the temperature-dependence of the curing process. The 

576 values of reaction orders  and  reported in Table 3 reflect the typical autocatalytic 

577 character of epoxy-amine polycondensation reactions. However, it must be 

578 acknowledged that their values are somewhat arbitary, since they are mainly used as 

579 fitting parameters that are able to reproduce the shape of the curing exothem. As noted 

580 by Flammersheim [29], the quality of the fitting can improve when using kinetic models 

581 with empirical parameters, but their physical meaning is lost. Mechanism-based 

582 modelling [27-30] was not considered in the present work. 
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585 Figure 7: Fitting of the experimental isothermal curves of the first curing process to the kinetic model given 

586 by eq. (17).

587

588 Table 3: Kinetic parameters for the kinetic model of the first curing process (eq. (17))= 1 = 2( ) 45.37 55.17( 0, ) ( ‒ 1) 8.14 12.98

0 0.325

0.771 1.752

589

590 Figure 8 and Table 4 show the results of the model-fitting analysis of the second curing 

591 process. Experimental curves could be properly fitted using the empirical model given by 

592 eq. (17), but using in this case up to four autocatalytic elements, owing to the more 

593 complex shape of the curing exotherms. Given the wide range of experimental 

594 temperatures and heating rates used, the agreement between the model predictions and 

595 the experimental data is remarkable. Some noticeable discrepancies are observed at the 

596 beginning of the isothermal experiments but, overall, the temperature dependence ant the 

597 shape of the curves is well predicted. With regards to the values of the kinetic parameters, 

598 the obtained activation energies are also in good agreement with the previous 
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599 isoconversional analysis, although this analysis reveals a somewhat more complex 

600 temperature dependence. Like in the previous case, it should be acknowledged that the 

601 reaction orders  and  are fitting parameters that are mainly responsible for the 

602 adjustment of the shape of the curing exotherms, and therefore they have very little or no 

603 physical meaning at all. Indeed, some of the values reported in Table 4 are highly 

604 unrealistic from a physical point of view. 

605

606 The activation parameters were obtained, however, only from the dynamic data, since it 

607 was considered that the beginning of the isothermal data was quite unreliable. A value of 

608  was considered.= 0.005

609
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610 Figure 8: Fitting of the experimental isothermal (upper graph) and dynamic (lower graph) curves of the 

611 second curing process to the kinetic model given by eq. (17).

612
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613 Table 4: Kinetic parameters for the kinetic model of the second curing process (eqs. (17) and (21))( ) 149.42( ) 0,  ( ) -44.19  <
2( ) ( ) -44.41= 1 = 2 = 3 = 4( ) 102.32 81.32 55.43 87.13( 0, ) ( ‒ 1) 20.04 15.88 3.55 17.57

0.047 0.817 2.647 8.893

≥
42.346 1.907 0.103 1.641

614

615 4.3 Kinetic modeling validation

616

617 The results of both the isoconversional and model-fitting approaches can be validated by 

618 comparing the resulting  or  predictions with the experimental data.‒ ‒
619

620 Figure 9 shows that both isoconversional data and the kinetic model can be used to 

621 reproduce the experimental curves of the first curing process almost perfectly, without 

622 significant differences between the different approaches.
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624 Figure 9: Simulation of the isothermal curves of the first curing process using the isoconversional 

625 parameters (open symbols) and the kinetic model (closed symbols), and comparison with experimental data 

626 (lines).

627

628 The same applies to the second curing process, as seen in Figure 10. With regards to the 

629 isoconversional analysis, it should be noted that we used   and  (instead of 2, 2( 2)
630 ) for the simulation of isothermal and dynamic data using eqs. (6) and (7), 2( 2) 0,2,
631 respectively, because we are comparing the simulations with the experimental curves 

632 after the precuring period. Minor differences between the results of both methodologies 

633 are observed mainly at the beginning of the second curing process, because in the 

634 isoconversional analysis all the curves were used, while in the case of the kinetic model 

635 all the curves were used to determine kinetic parameters using eq. (17),  but only the 

636 dynamic curves were used for the analysis of the activation period. Again,  and 2
637  was used instead of  for the simulation of the activation periodusing ( ) ( ) 0,
638 eq. (21). In all cases, the agreement between simulated and experimental data was 

639 remarkable, especially taking into consideration experimental uncertainty.
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642 Figure 10: Simulation of the isothermal (upper graph) and dynamic (lower graph) curves of the second 

643 curing process using the isoconversional parameters (open symbols) and the kinetic model (closed 

644 symbols), and comparison with experimental data (lines).

645

646 Now, it would be good to see if the kinetic parameters of the first and second curing 

647 process could be used to simulate a global curing process, and compare it with 

648 experimental data. Since we have already shown the global curing curves at different 

649 heating rates (see Figure 1), we will first simulate the dynamic data. In Figure 11 we 

650 compare the experimental data at 10 ºC/min with the simulation using the model 

651 parameters in Table 3 and Table 4. The second curing process has been simulated from 

652 the beginning of the heating process; the slow activation period has been simulated using  

653  instead of   in eq. (21) and, once this is over, eq. (17) has been used. ( ) 0, 2( )
654 Little discrepancies are observed in the rate curves but, taking into account experimental 

655 uncertainty, the overall agreement between the simulated and the experimental data is 

656 excellent, especially with regards to the  curve. The simulation also reveals there is ‒
657 some little overlapping between the first and second curing processes. However, given 

658 that  the overlap starts at the very end of the first curing process, its effect is negligible 
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659 from a practical point of view. Therefore, we can assume that the employed methodology, 

660 based on the independent analysis of each curing process, is valid.

661
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662 Figure 11: Simulation of the conversion and rate curves corresponding to the global curing process using 

663 the kinetic model at 10 ºC/min, and comparison with experimental data.

664

665 In Figure 12 we compare  curves of the three dynamic experiments at 2, 5 and 10 ‒
666 ºC/min (from Figure 1) with the simulated curves using isoconversional data and the 

667 kinetic model. The simulation using the kinetic model has been performed as stated 

668 before. For the isoconversional simulation of the experimental curves, we have used eq. 

669 (7) and isoconversional parameters  and  for the first curing process, and 1, 1( 1) 0,1,
670  and  for the second curing process (assuming independent activation of 2, 2( 2) 0,2,
671 both curing processes). Taking into account experimental uncertainty, the simulated data 

672 produces very close results to the experimental ones, as seen before. Both isoconversional 

673 and the kinetic model produce almost identical results; some differences are only noticed 

674 at the beginning of the first and second curing process, and low heating rates.
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676 Figure 12: Simulation of the conversion curves corresponding to the global curing process at different 

677 heating rates using the isoconversional parameters (open symbols) and the kinetic model (closed symbols), 

678 and comparison with experimental data (lines). 

679

680 The isoconversional data and the kinetic model were also used to simulate the isothermal 

681 curing process at different temperatures, shown in Figure 13. The simulations have been 

682 carried out following the same criteria as before. In the case of isoconversional data, 

683 simulations have been performed using eq. (6) instead of eq. (7). The highest temperature 

684 used, 160 ºC, is within the range of the experimental data for the second curing process 

685 but is an extrapolation for the first curing process. The lowest temperature used, 100 ºC, 

686 is within the range of the experimental data for the first curing process but is an 

687 extrapolation for the second curing process. In the case of 120 and 140 ºC, the results are 

688 an extrapolation outside the experimental range for both curing process. It should be noted 

689 that the curing process would be incomplete at 100 and 120 ºC, because the ultimate  

690 of this dual system is 140 ºC and vitrification would take place. 
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692 Figure 13: Simulation of the conversion curves corresponding to the global curing process at different 

693 isothermal temperatures using the isoconversional parameters (closed symbols) and the kinetic model 

694 (lines). The inset shows a detail of the  curves at degrees of conversion higher than 0.4 and time in ‒
695 normal scale (instead of log10 scale as in the main graph).

696

697 The large difference in reactivity between the first and second curing stages, of about two 

698 decades in reaction time, can be noticed in Figure 13. Isoconversional and kinetic model 

699 results yield, overall, very similar results, especially at 100 and 120 ºC for the first curing 

700 process, and at temperatures of 160 and 140 ºC for the second curing process. Differences 

701 become apparent when the extrapolated temperatures are farther away from the 

702 experimental data. The kinetic model predicts somewhat higher intermediate stability 

703 than the isoconversional data. However, the inset shows that, in reality, these differences 

704 are minor. They might be caused, in part, by the experimental uncertainty in the 

705 determination of conversion at the beginning of the second curing process under 

706 isothermal conditions (see Figure 4 and accompanying discussion) and the fitting of the 

707 model (see Figure 8). In any case, all these results are subject to extrapolation error; long-

708 term behavior at lower temperatures should be analyzed using a different experimental 

709 setup. Some differences are also observed at the beginning of the first curing process, but 

710 the effect is not relevant, given the short timescale in which they are observed. 

711
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712

713 The above results have shown that it is possible to use either isoconversional methods or 

714 kinetic modeling methods for the analysis and simulation of curing processes under a 

715 variety of isothermal and nonisothermal conditions. Isoconversional analysis does not 

716 require the determination of a model, and therefore the kinetic parameters are determined 

717 in a more straightforward manner and simulations are faster and easier, from a 

718 computational point of view, especially when the temperature profiles are well defined 

719 (isothermal, dynamic, combinations of steps [14]), which is to be expected in applications 

720 where heat accumulation is negligible due to good dissipation (i.e. thin films). However, 

721 kinetics analysis based on model fitting produce a set of parameters that allows a more 

722 flexible utilization in terms of simulation, for instance the curing of thick composites 

723 where accumulation of heat and temperature overshoots can take place. Choice of either 

724 method or the other depends on convenience rather than accuracy, since both can provide 

725 comparatively good results. 

726

727 An alternative to kinetic modeling is the use of differential isoconversional methods based 

728 on eq. (3), taking natural logarithms [17]. The advantage of such approach is the 

729 simplicity in the determination of kinetic parameters  and  just by linear ( 0, · ( ))
730 regression throughout the entire conversion range. Simulation is performed by numerical 

731 integration of eq. (3), and by interpolation of  and  data in a table. ( 0, · ( ))
732 Simulation of curing processes using differential isoconversional data produces results 

733 that are comparable to those obtained by model fitting and integral isoconversional 

734 methods, but this analysis has been excluded from the present work for simplicity 

735 purposes. Whichever the method, the results are dependent only on the quality of the 

736 experimental data used, as long as it is applied in a proper and consistent way. 

737

738 4. CONCLUSIONS

739

740 The curing kinetics of a dual-curing system combining amine-epoxy polycondensation 

741 with homopolymerization of excess epoxy groups, using a latent thermal initiator, has 

742 been studied.

743
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744 The study of the global curing process under nonisothermal conditions evidenced the 

745 difference in curing kinetics of both curing stages. Isoconversional kinetics analysis 

746 revealed the existence of separate levels of apparent activation energy corresponding to 

747 the amine-epoxy polycondensation (lower value and lower curing temperatures) and the 

748 homopolymerization of epoxy groups (higher value and higher curing temperatuers).

749

750 The kinetics of both curing processes were investigated separately using isoconversional 

751 integral methods and model-fitting methodology. It was assumed that the slow activation 

752 of the latent thermal initiator, used for the second curing stage, was independent from the 

753 completion of the first curing process. Isoconversional and model-fitting methodologies 

754 produced comparable and consistent results, as expected, since they were applied in a 

755 consistent way for the analysis of kinetic data and subsequent simulation.

756

757 The global curing process could be simulated successfully using isoconversional and 

758 model-fitting data. Isothermal simulation of the global process evidenced the significant 

759 difference in reaction time, about two decades, between the first and second curing 

760 processes. It could also simulate the stagnant conversion in between the two curing 

761 processes, making possible the design of controlled curing schedules with good 

762 intermediate stability. 

763

764 Choice of isoconversional or model-fitting methods for analysis and simulation depends 

765 only on the processing scenario to be considered. Isoconversional methods are sufficient 

766 to simulate curing processes with controlled temperature profiles, while kinetic modeling 

767 is more suitable for the more flexible simulation of processing scenarios where deviations 

768 from the temperature programme may take place.

769
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