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Abstract
Barcelona School of Informatics (FIB)

Master in Innovation and Research in Informatics

A machine learning approach to stock screening with fundamental analysis

by Pol ÁLVAREZ VECINO

We present HPC.FASSR , a High-Performance Computation Fundamental Analy-
sis Stock Screening and Ranking system built on PyCOMPSs, to compare the per-
formance of various supervised learning algorithms like neural networks, random
forests, support vectors machines, or AdaBoost, and the criteria of famous expert
trader Benjamin Graham for selecting stocks based on fundamental factors. We per-
form three experiments using financial data from companies of the S&P 500 Index.
First, we compare Graham’s criteria with classification models in a stock screening
scenario trading only long positions. Second, we examine the performance of re-
gression against classification models, also in stock screening but allowing short po-
sitions. Finally, we use the predictions of the regression models to perform stock
ranking instead of just stock screening. The results show that finding the right
parametrizations for the models is critical to get the highest returns, but this requires
significant amount of computing resources. Without the proper configuration, some
models do not outperform the index, as Graham consistently does, or even manage
to get into debt in scenarios where shorting is allowed. On the other, most models
outperform both Graham’s criteria and the index and the best configurations mul-
tiply the initial investment tenfold in stock screening, and almost by 200 in stock
ranking. The parallelization of HPC.FASSR with PyCOMPSs allows us to explore
a vast number of configurations in a short time. We evaluate its performance in
MareNostrum 4, the main supercomputer in the Barcelona Supercomputing Center,
running with up to 1500 CPUs and training more than 50K models.
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Chapter 1

Introduction

1.1 Motivation

Machine learning has seen a steady increase in industrial application in recent years.
The amount of useful information in many knowledge work disciplines is too large
to be analyzed without ML models or similar techniques. However, currently used
ML techniques are part of the so-called weak arti�cial intelligence (weak AI) or nar-
row AI. Weak AI techniques are focused on solving a very narrow task, so they do
not generalize well. This kind of AI models need to be specially tailored to the spe-
ci�c task they try to solve. Stock price prediction is no exception. The �nancial gains
promised by improving existing methods have led to a high number of scienti�c pa-
pers applying ML techniques to stock market forecasting and automating �nancial
decision making in general [11] [21] [5]. However, each paper proposes a differ-
ent set of features, targets, and evaluation methods, so its dif�cult to compare their
results.

Explanatory variables for �nancial prediction are often drawn from technical and
fundamental analysis, two disciplines of quantitative analysis which require a solid
base knowledge and signi�cant experience in order to draw accurate conclusions.
On these types of information, rely most criteria of expert traders. In this project, we
offer a comparison between the criteria of the great Benjamin Graham, the father of
fundamental analysis investment methodology, and the most common ML models.
In order to address the issue of �nding the best con�guration for the model, we
need a system capable of evaluating a massive number of models and be extensible
enough to try different techniques and approaches.

We propose HPC.FASSR, a High-Performance Computing Fundamental Analy-
sis Stock Screening and Ranking system, powered by PyCOMPSs, to compare the
performance of various supervised learning algorithms like neural networks, ran-
dom forests, support vectors machines, or AdaBoost, and well-known human expert
trader's criteria for selecting stocks based on fundamental factors. The paralleliza-
tion of HPC.FASSRwith PyCOMPSs allows us to explore a vast number of con�gu-
rations in a short time.

The project objectives are:

1. Compare stock screening results using human expert's rules against machine
learning models.

2. Compare the performance, in terms of revenue, when considering the task of
stock screening either as a regression or classi�cation problem.

3. Determine if using regression information to do stock ranking yields better
revenues results than stock screening for trading.
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4. Develop a High-Performance Computing system able to explore a signi�cant
number of models and datasets.

5. Use the HPC system to test the contribution to performance (in results and
computational resources) of different con�gurations for the models, data sets
and trading.

1.2 Document Structure

The rest of the thesis is structured as follows. Chapter 2 discusses some related
work. Chapter 3 describes the data sources and preprocessing, the models explored,
and the experimental setup and evaluation. Chapter 4 contains a short overview of
PyCOMPSs parallelization framework, how it has been used to distribute the exe-
cution of HPC.FASSR, and which performance tests have been executed to evaluate
it. Chapter 5 presents and discusses the results of the performance and trading ex-
periments. Chapter 6 contains the conclusions and, in Chapter 7, we point out some
research lines and possible features for further work on HPC.FASSR.

1.3 Contributions

Part of the work in this thesis has been accepted for presentation at the International
Conference on Computational Finance (ICCF 2019) A Coruña (Spain), July, 8-12th,
2019.http://iccf2019.udc.es
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Chapter 2

Related Work

Much effort has been put into trying to reject the Ef�cient Market Hypothesis (EMH)
because, if true, it would mean that using machine learning models to gain an ad-
vantage in stock markets is not possible. However, initial models used for predic-
tion were simple linear statistical models [24], and many relied on expert's criteria
to guide the model construction. With the increase in computing power more so-
phisticated models became practical and trainable in relatively short times. Recent
works like [11] apply state-of-the-art time series forecasting models to successfully
predict future prices as well as using the model's criteria to gain further insight into
the best/worst investments. However, the most often used traditional time series
forecasting models do not include any kind of macroeconomic information [32].

It has become more a trend in this new millennium to combine historical prices
and �nancial indicators (exogenous variables) to predict stock prices and make au-
tomatic �nancial decisions. As in [28], where a multifactor model is built using the
correlation between performance and �nancial health for stock ranking; or in [2],
where the authors take advantage of the interpretability of decision trees to build
a forecasting model based on technical and fundamental �nancial indicators and
analyze the importance of each �nancial factor.

However, explainable tree-based methods are being superseded by new and im-
proved deep learning models. Krauss et al. [21] compare the performance of deep
neural networks, gradient-boosted trees, and random forests to perform statistical
arbitrage on the S&P 500. Their results are promising and challenge the semi-strong
form of market ef�ciency. Moreover, they �nd that pooling together all models' re-
sults in an equal-weighted ensemble produces the best returns.

Aside from research, there are websites such as Quantopian [27] which offer
the possibility of coding, evaluating, and generally conducting algorithmic �nance
research online. These platforms usually provide easy interfaces, such as Jupyter
notebook [20], so that users can avoid all the hassle of downloading and curating
the data, as well as setting up all the training and paper trading evaluation. In ex-
change, many of them offer some kind of agreement so that they can take pro�t out
of the best algorithms designed. However, these platforms offer limited computing
resources (often allowing only to evaluate a single model each time), and they can-
not be modi�ed if some desired feature is missing. Moreover, they tend to offer the
data only inside their platform, so usually, it is not even possible to reproduce the
results obtained.
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Chapter 3

Methodology

This chapter describes the system designed to conduct the experiments, the data
sources and preprocessing used, the models trained, and how they are evaluated in
terms of economic performance. The description of the parallelization is in Chap-
ter 4. All HPC.FASSRcode is available at Github 1

The whole project was developed in Python [13] because, thanks to being inter-
preted, allows fast prototyping, it is one of the most used languages for ML, and
has a large number of great OSS libraries. This project relies mostly on Pandas [25],
Numpy [30], and Scikit-learn [26] libraries.

The HPC.FASSRsystem involves the integration of many techniques required to
explore different models, parametrizations, and datasets. Such a system has to deal
with many different tasks, ranging from the low-level ones such as downloading
the data programmatically via API, to higher level ones like simulating a trading
environment, passing through parallelization requirements. To isolate responsibili-
ties, the code has been divided into four main python modules: data_manager, train-
ing, models, and trading. Figure 3.1 shows which part of the execution pipeline han-
dles each module and which are its parameters. The data_manageris responsible for
downloading the data from Intrinio and merge it into the desired dataset. The mod-
els and parametrizations to be trained are de�ned in the modelsmodule. The training
module uses the data and models provided by the data_managerand modelsmodules
and trains them. Finally, the trading module evaluates the models using their predic-
tions to invest in a paper trading environment. The set of all parameters used in a
model execution will be called a con�guration. A con�guration is the triplet hPd, Pt , Pei ,
where Pd are the parameters used to create the dataset;Pt are the parameters used
for training (the model, its arguments, and the amount of training data); and Pe are
the trading evaluation parameters like the trading frequency or the target metric to
be used.

3.1 Data sources

For this study, we used data from the S&P 500 index. The S&P 500 is an American
stock market index formed by the 500 leading companies of the U.S. stock market.
Our selection does not include old S&P500 constituents so the results may suffer
from survivorship bias. However, as all models are tested with the same dataset, the
comparisons among them are valid.

The data was provided by Intrinio platform. Intrinio offers many Data Feeds
which can be accessed via web API or bulk download. We used the web API of
the US Company Fundamentals feed for the fundamental data, and the US Stock

1http://github.com/kafkasl/hpc.fassr
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FIGURE 3.1: Overview of the different modules, stages, data, and pa-
rameters of the proposed stock evaluation framework.

Prices feed for daily shares' price. Thanks to the web API HPC.FASSRdownloads
automatically the data required for the desired training.

For the fundamental data, HPC.FASSRdownloads from Intrinio the income state-
ment, balance sheet, and cash �ow statement for each quarter and stock. The three
documents are merged and their dates adjusted to create a dataset where each row
represents the �nancial information of a company on a given date. For the historical
prices, we build a hashmap where the key (s, d) contains the price of the stock s the
date d.

3.2 Data preprocessing

3.2.1 Features

From the fundamentals dataset we compute the following indicators to be used by
the learning models and the human expert (further details of these indicators can be
found in [4, Ch. 6.2]):

• EPS = NI � DivP
WNSO

• EPS growth = Current year EPS
Previous year EPS

• BVPS = Assets� Liabilities
WNSO

• Price to Earnings = P
EPS

• Price to Book = P
BVPS

• Price to Revenue = P
R

• Dividends to price = DivP
P

• Dividend payout ratio = DivP
NI

• ROE = NI
Shareholder's equity
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• ROIC = NI + (after-tax interest)
Invested Capital

• ROA = NI + (after-tax interest)
Total assets

• Asset turnover = Sales
Total assets at start of year

• Inventory turnover = Costs of assets sold
Inventory at start of year

• Pro�t margin = NI
Sales

• Debt ratio = Total liabilities
Total assets

• Times-interest-earned ratio = EBIT
Interest payments

• Revenue = Operating revenue

• Working capital = Current assets� Current liabilities

• Working capital to assets = Current assets� Current liabilities
Current assets

• Current ratio = Current assets
Current liabilities

where,

NI = net income,

DivP = total amount of dividends

WNSO = weighted average number of shares outstanding

EBIT = earnings before interest and taxes

P = share price

R = revenue

If the �nancial statements of a company in a given quarter lack any �eld required
to compute a fundamental indicator, the company is removed from that quarter data.
This results in an average of 190 companies per period. Since �nancial statements
are available every quarter, one ends up with a small number of yearly training
samples. To mitigate this problem, we applied oversampling as follows. Most of the
indicators relate fundamental data with the stock price, the latter being available on
a daily period. Hence, to generate new samples for a given date, we compute the
indicator using the previous quarter's fundamental data adjusted to the stock price
of the given date. For example, for the price to book valueindicator, we would divide
the current stock price by the book value of the previous quarter. For the indicators
which are not related to stock price (e.g., revenue) we use the latest available value.

We considered two scaling methods: standard scaling and z-scores. When apply-
ing the standard scaling, we scale together all the data that will be used for training
a model on a given period (i.e., one/two years of data). For the z-scores, we scale
the data of each day separately. The idea behind our z-scores, is to normalize the in-
dicators with respect to the mean and standard deviation of stocks within the same
industry group, given by the �rst three digits of their Standard Industrial Classi�ca-
tion (SIC) code, because they may have different trends.
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3.2.2 Targets

For regression, we used the simple return, i.e., yi ,s = r i ,s
r i � 1,s

, where r i ,s is the return
of stock s for trading session i. For classi�cation, we categorized the returns into
long, neutral, short. The thresholds were chosen using backtesting from the ranges
[� 0.03, 0] and [0, 0.03] with steps of 0.005 for the top and bottom thresholds respec-
tively. Stocks with a return higher than the top threshold are labeled as long, stocks
with a return under the bottom threshold are labeled as short, the rest as neutral.

When we compare the regression and classi�cation, we use the same thresholds
to create the classi�cation training data, and the ones used in regression to convert
predictions into positions. Figure 3.2 shows the two spots at which these thresholds
are applied for each model.

FIGURE 3.2: Overview of the different data pipelines for classi�cation
and regression.

3.3 Forecasting models

We used scikit-learn [26] implementations of the most popular machine learning pre-
dictors in literature: Neural Networks, Support Vector Machines, Random Forests,
and AdaBoost.

The system is designed to work with models that follow scikit-learn model's
API [9] so users can integrate their custom models by just implementing sklearn's
interface. Moreover, the system supports models that can run in more than one
CPU (intra-node parallelism). Using the standard scikit-learn n_jobs=number_cpus
parameter and PyCOMPSs @constraint(ComputingUnits=number_cpus)decorator, a
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model can be trained with any desired number of CPUs. This highly increases the
performance of embarrassingly parallel models like random forests.

3.3.1 Graham

The expert criteria that we programmed as a rule-based decision algorithm, and that
is to compete against the above classi�ers, is that of famous value investor Benjamin
Graham. His rules for selecting value stocks, updated for in�ation to present time,
are the following (see [4, S. 6.2] for details): the company should have at least USD
1.5B in revenues; 2-to-1 assets to liability ratio; positive earnings in each of the past
ten years; uninterrupted payment of dividends; a 3% of annual average growth in
earnings; moderate P/E and P/B ratios.

3.3.2 Support Vector Machines

For SVM, we used the RBF kernel for all tests. For the parameter, we explored the
C 2 [2� 5, 215] and g 2 [2� 15, 23] multiplying both of them by 2 2 each step.

3.3.3 Neural Networks

For the neural networks, we used the basic Multilayer Perceptron (MLP) with a sin-
gle hidden layer. We evaluate the following hidden layer sizes [15, 50, 100, 500, 1000],
the solvers Adam [19] and LBFGS [23], and the activation functions hyperbolic tangent
and ReLU.

3.3.4 Random Forests

For random forests, we vary the different number of trees in the ensemble. The
sklearn version has a parameter n_jobswhich controls how many threads the algo-
rithm can use to run in parallel in a single node. We set this value to 12 CPUs, which
one-quarter of a node in MN4, because it reported the best total times empirically.

3.3.5 AdaBoost

For AdaBoost [14], we also vary the number of estimators in the ensemble. Unfortu-
nately, AdaBoost version cannot be trained in parallel.

Further details about parametrizations can be found in Appendix A.

3.4 Experimental set-up and evaluation

We have evaluated the economic performance of all models taking long-short posi-
tions, trading every semester and year, using different scaling methods and models,
different amounts of training data, and with different trading strategies.

The economic performance is evaluated by the trading module. The trading mod-
ule simulates a backtesting paper trading environment for a given time interval.

We start by dividing the trading time interval into n trading sessions. Figure 3.3
shows the execution �ow of a single trading session. The portfolio data structure and
handling that stores the positions and available money of each session for posterior
analysis is not shown for clarity's sake.
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FIGURE 3.3: Example of a single iteration of the trading evaluation.
This process is repeated for each trading session. The �nal portfolio

and available money are the input for the next trading session.

For eachtrading session, we apply the model to the input data to obtain the next
period predictions. Depending on the type of model we get different information.
For the categorical models, we get if we should short or long the stock, or remain
neutral. For the regression models, we get the expected simple return.

Next, we apply a selection function(see 3.4.2) to convert the predictions into rec-
ommendations.

The last step is to create a new portfolio using a trading strategy(see 3.4.3). The
trading strategy takes as input the long-short recommendations, the previous port-
folio, and the available money to decide which old positions should be closed and
which new ones should be bought.

After evaluating all models, we choose the best one according to the desired tar-
get metric. Some examples of target metrics are the total pro�ts, the average invested
money, or a combination of them with the execution time (if we want a trade-off
between accuracy and performance).

3.4.1 Transaction fees

Our goal is to create an automatic trading system that does not rely on humans, so
we decided to use the �xed rate pricing of Interactive Brokers [16]'s (IB) python API
which can be integrated with this project with minimal work. Figure 3.4 shows how
the IB fees are computed given the number of shares and its price. Essentially, the
fees are $ 0.005 per share, with a minimum of $ 1 and a maximum of 1% of the trade
volume. IB does not allow to buy fractions, so all the trading is done buying only
whole shares. Buying shares by units creates a residue of money. This remainder is
used differently depending on the trading strategy.

3.4.2 Selection function

The selection functionis used to convert the model's predictions into desired posi-
tions. We introduced this function because depending on the model (regression or
classi�cation) and the task type (ranking or screening) the input and desired output
are different. Moreover, we wanted to provide the �exibility of applying different
policies to the model's predictions (like going long for all positive stocks for stock
ranking or just the best k).

For example, when are performing stock screening, the regressors' predictions
are converted into a long positions if the expected returns are higher than the top
threshold, to a short positions if the returns are lower than the bottom threshold,
and the rest are discarded. For classi�ers, the predictions are already the desired
positions, and we only have to discard the neutral ones.
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Fees(s, p) =

8
><

>:

1, if f � s < 1

0.01� (s � p) if f � s > maxFees

f � s, otherwise

where,

s = number of shares,

p = price per share,

f = fee per share in USD = 0.005

maxFees= max fees per transaction in USD = 0.01� (s � p)

minFees= min fees per transaction in USD = 1

FIGURE 3.4: Interactive Brokers �xed rate fees. Applied to each trans-
action during the paper trading evaluation of the models.

However, when we are performing stock ranking, the selection functionis respon-
sible for ranking the stocks by their expected returns, and converting the top k stocks
into long positions, the bottom k to short positions and discard rest.

3.4.3 Trading strategies

We designed different strategies to be used on paper trading. All strategies start
with USD 100K. The difference between the strategies is how they choose the new
positions of the portfolio, given the positions of the previous portfolio, the available
money, and the recommendations. Appendix B contains the pseudocode of both
trading strategies.

Avoid fees
This strategy is focused on having a portfolio of 20 stocks (which is between the

10 and 30 as suggested by Graham [15]) while trying to minimize the fees paid.
To start - or when the last portfolio is empty - the available money is used to

buy 20 stocks (dividing the capital equally among the chosen stocks). If the models
recommend less than twenty stocks, the remainder is not spent, it is kept for the next
trading session.

For trading sessions when the last portfolio is not empty, the strategy is as fol-
lows. If a stock recommended by the model is already present in the portfolio, the
position is maintained (thus avoiding any transaction and fee). The rest of the posi-
tions are sold. The money obtained from selling the positions is used to buy stocks
(from the recommended ones) up to a maximum of 20 for stock screening and to 2 � k
for stock ranking. Again, if there are not enough recommendations to buy up to the
maximum, the remainder is kept for the next session. If all the portfolio's positions
are among the recommended ones, there are no transactions.

If at any step, the available money is not enough to open some position, then it
is stashed for future sessions.

Buy-Sell all
The previous avoid feesstrategy can hide many performance details (e.g., if the

initial 20 stocks are always recommended, all the other predictions will be ignored).
This strategy tries to address that possible issue by selling and buying all the recom-
mendations on each trading session. The strategy will incur in higher fees, but the
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relation between the recommendations and the actual positions is clear: all recom-
mendations always become positions (if there is enough money available).

This will ease the performance analysis of the models. For example, if a model
tends to overestimate returns, this will result in a high number of open positions.
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Chapter 4

Parallelization

4.1 PyCOMPSs overview

PyCOMPSs [10] is a framework aimed to ease the development of parallel and dis-
tributed Python applications. The primary purpose is to abstract users from both in-
frastructure management and data handling. PyCOMPSs is composed of two main
parts: the programming model and the runtime. The programming model provides
a set of simple annotations to indicate which functions can be run in parallel. The
runtime handles the data dependencies between the tasks and distributes the com-
putation among the available resources.

PyCOMPSs code is portable because it is infrastructure unaware and it can be run
in a wide number of platforms, such as clouds and grids while providing a uniform
interface for the user.

4.1.1 Programming model

PyCOMPSs offers a sequential programming model to specify the parts of the code
that can be run in parallel. This differs from other models and paradigms that re-
quire the developer to have a deep knowledge of the hardware executing the code
such as MPI interfaces or OpenMP pragmas.

To indicate which parts of the code execution can be distributed, PyCOMPSs
takes advantage of the python function decorators [12]. The basic PyCOMPSs deco-
rator is @task()and it states that a given function should be treated as a task.

Tasks are run distributed, and their parameters need to be instrumented to trans-
fer them between the nodes. All the inputs and outputs of tasks are placeholders to
allow them to run asynchronously while the main code continues to be executed.
When the value of some return is needed, we need to synchronize it to the master
using the API call compss_wait_on.

Figure 4.1 shows an example application that computes the sum of the squares of
the numbers in the list [0, 10]. The multiply function is decorated as a task and all of
them are thus run distributed. The output of these tasks is then passed to the mean
function which computes the average. Finally, we synchronize the value and print
it.

4.1.2 Runtime

The PyCOMPSs framework is mostly a set of bindings to interact with the Java run-
time. The runtime has two primary responsibilities: analyzing tasks' dependencies
and scheduling them, and resources and data management.

To execute in distributed the functions decorated as tasks, the runtime needs to
compute the data dependencies between them. That information is then used to
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from pycompss.api.task import task
from pycompss.api.api import compss_wait_on

@task(returns=int)
def multiply(num1, num2):

return num1 * num2

@task(returns=float)
def mean(*numbers):

return sum(numbers) / len(numbers)

s = [multiply(i, i)) for i in range(10)]
avg = compss_wait_on(mean(*s))
print(avg)

FIGURE 4.1: PyCOMPSs application example that squares each num-
ber in [0, 10) and then computes the mean.

build a task dependencies graph which determines the order of the execution (e.g.,
if a task A generates the input of a task B, then B cannot be run until A is �nished).
Once tasks are free of dependencies in the graph, they are scheduled to be executed
in some of the available computing resources.

Concerning resources management, the runtime follows a master-worker paradigm.
All available computing resources are represented uniformly as workers. The mas-
ter node is responsible for executing the user code. When it encounters a task, the
task is scheduled (following the dependencies graph) to a given worker, its required
input is transferred, and the results, if any, are gathered and sent back.

Thanks to the pluggable connectors PyCOMPSs code is infrastructure-agnostic
and can be run in a wide number of platforms without requiring any change. These
include clouds, cluster and grid nodes, or docker/singularity containers, using con-
nectors like Slurm [29] or Apache Mesos [3]. Furthermore, PyCOMPSs supports
heterogeneous architectures allowing the user to mix GPUs and FPGAs [1] with tra-
ditional CPU computing resources.

4.1.3 Tools

PyCOMPSs also offers some useful tools for execution analysis: the monitor and
the tracing system. The monitoring offers information about executions such as dia-
grams of data dependencies, resources state details, statistics and easy access to the
framework logs. The tracing system uses Extrae [6] to generate post-mortem execu-
tion trace �les. The trace �les can be analyzed with the graphical tool Paraver [8].

Figure 4.2 shows an example of a trace�le from Figure 4.1. This view shows
only the executed tasks. Each horizontal bar represents a thread of the application.
It is worth noting, that despite being called threads, each line corresponds to an in-
dependent python process, and that there are as many python processes as CPUs.
The threads are namedThread x.y.zwhere x is the application the thread belongs to,
the y is the node, and the z is the thread number in the node. In this example, we
have two nodes 1.1 and 1.2. The �rst three threads (1.1.1 - 1.1.3) correspond to the
master node. The other �ve threads belong to a single worker with four computing
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FIGURE 4.2: Trace�le of the sample application from Figure 4.1.

FIGURE 4.3: Task dependencies graph of the sample application from
Figure 4.1.

units (1.2.2 - 1.2.5). The �rst thread of each worker (1.2.1) is used to show data trans-
fers and other worker internal events. Both the master node and the worker's main
thread are empty because they do not execute any task directly.

Figure 4.3 shows the data dependencies graph of the sample application from
Figure 4.1. The input arrows mark the data dependencies between tasks. All the
multiply tasks can be run in parallel as they only depend on their input parameter.
The mean task depends on all the objects of the list.

4.2 Hardware

To test the parallelization ef�ciency, we run the experiments of the project in the
MareNostrum 4 supercomputer [7].

MareNostrum 4 has 3456 computing nodes housing a total of 165.888 cores, 390
Terabytes of main memory, and a peak performance of 11.15 Peta�ops. Each node
contains:

• 2 Intel Xeon Platinum 8160 CPU with 24 cores each at 2.10 GHz

• 96 GB of main memory

• 200 GB of local SSD storage.

• L1d 32K; L1i cache 32K; L2 cache 1024K; L3 cache 33792K

• 100 Gbit/s Intel Omni-Path HFI Silicon 100 Series PCI-E adapter
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FIGURE 4.4: Task dependencies graphs for the versions where all the
symbols are processed in a single task (left) and the one where each

symbol is processed in a different task (right).

• 10 Gbit Ethernet

4.3 Implementation

HPC.FASSRshould be able to easily explore and train a considerable number of
ML models, parametrizations, and inputs in a relatively short amount of time. To
speed up the computing we distributed the execution of the stages of HPC.FASSR's
pipeline (see Figure 3.1)Download Input Data, Data Preprocessing, Model Training, and
Trading. All HPC.FASSRcode is available at Github 1

The Download Input Datais parallelized at a very low-level. Downloading all the
data through an API is slow, hitting at times 50K API calls. To overcome that, we do
each API call in a task. Intrinio has a daily API limit. To avoid decrease the number
of requests, all API calls are cached locally to avoid duplicated calls. These cached
results are shared across executions.

For the Data Preprocessingstage, the two tasks get_fundamentalsand get_prices
build the fundamentals dataset and the historical prices respectively.

Next, we tried parallelizing the features and target building of each symbol in-
dividually. However, in our tests with the S&P 500, the time of processing the 500
symbols is not large enough to warrant parallelization and all symbols are processed
together in a single process_symbolstask. Figure 4.4 shows the data dependencies
graph when processing all symbols together or one in each task.

Finally, the post_processtask creates the z-scores if needed, �lters some invalid
values, and caches the dataset to disk for reuse.

The Model Trainingand Tradingare grouped into four types of different tasks:

1. run_graham

2. run_classi�cation_model

3. run_regression_model

4. run_parallel_model

1http://github.com/kafkasl/hpc.fassr
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The �rst task evaluates Graham's criteria. The second and third tasks evaluate
classi�cation and regression models respectively. We differentiated between regres-
sion and classi�cation models only for visualization purposes. Both are run identi-
cally; only the input data is different. If the target model supports intra-node paral-
lelization, de�ned by the n_jobsparameter, we execute the fourth task with hardware
constraints equal to number n_jobs. We explored different values for n_jobsand the
best times were obtained setting it to use a quarter of the node: n_jobs = 12 CPUs.

4.4 Checkpointing

We aim to run very large executions so we developed a checkpointing system to
be able to reuse data from a �nished execution or another currently running one.
Our aim is twofold: on the one hand, this allows users to reuse data from failed
executions, and, on the other, to reuse data from overlapping con�gurations across
different executions.

The strategy followed is to cache the intermediate trained models into disk. For
each con�guration, the run tasks train as many models as trading sessions exist.
This is the most time-consuming part of the application so every time one of the
tasks �nishes training the model of a session, the model is saved to disk. The name
for the �le is a hash derived of the con�guration that is being evaluated and the
trading session. This naming convention allows other executions to reuse the model
directly if they use the same cache directory. If the cache directory is in a shared �le
system, all other executions can reuse it. Otherwise, the models will be only usable
by executions on the same node.

Thanks to this, if an application is stopped during the execution (e.g., canceled
due to time limit by the queuing system in supercomputers), rerunning it will reuse
all the models and continuing where it left off. Also, in executions with overlapping
con�gurations (e.g., one execution trading each year, the other each semester), each
model will be trained by the �rst execution and reused by the others. We do not im-
plement any contention policy because the probability of two con�gurations looking
for the same �le simultaneously is negligible in our tests.

The amount of space required to cache big executions is not trivial. In order to
keep it to a minimum, all models are compressed with gzip python package after
being serialized.

4.5 Evaluation

We evaluate the performance of HPC.FASSRunder strong and weak scaling condi-
tions. Strong scaling measures how the execution time changes with the number of
CPUs for a �xed problem size. On the other hand, weak scaling measures the execu-
tion for different numbers of CPUs when the problem size is �xed per CPU(i.e., the
total problem size increases with the number of CPUs).

For the strong scaling tests, we use a sample execution of 4000K con�gurations.
For the weak scaling, we use a ratio of 25

24 con�gurations/CPU to match our small-
est execution of a single node with 48 CPUs. To keep the workload constant, we
use a base sample of 10 con�gurations and replicate it to obtain sample sizes in
[50, 150, 350, 750, 1550, 3150].

In both scenarios, we run our tests with 1, 2, 4, 8, 16, and 32 nodes. Each node
has 48 CPUs except when using a single node which uses only 24 CPUs because
half of the node is used by the worker, the other half by the master. MareNostrum
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4 supercomputer does not allow outbound internet connections, so the executions
were done using the data cached by the sectionDownload Input Datafrom Figure 3.1.

For each test, we report the execution time of the python application. The speedup
of a given application a and a base application b is computed as Sa,b = ta

tb
, where

tx = execution time of application x.
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Chapter 5

Results and Discussion

This section presents the results of evaluating HPC.FASSR. The �rst section exposes
the execution performance through weak and strong scaling tests, and models' ex-
ecution time. The second section is composed of three experiments, each with a
different trading scenario, and presents the economic performance of each con�gu-
ration.

5.1 Execution performance

We evaluate the parallelization performance in both weak and strong scaling scenar-
ios and the executions time and size of the different models.

5.1.1 Strong scaling

Figure 5.1 shows the execution time and speedup of the strong scaling experiments.
The speedup is linear for all the experiments. The superlinear speedup observed
between 2 and 32 nodes stems from the fact that, when using a single node, the
worker has 24 CPUs, when adding a second node, the full node is used (48 CPUs)
so, when scaling from one node to two, you have three times more CPUs despite
only having twice the amount of nodes.

Figure 5.2 shows the trace�les of the strong scaling experiments. The initial red
tasks are responsible for training the parallel models with 12 CPUs so only four of
them can be run at the same time in a given node, but they use the whole node.
Note that each trace�le has a different time scale, roughly half the time when dou-
bling the resources. In the �rst trace�le, each thread evaluates around 33 classi�-
cation and regression models. In the last one, each thread evaluates either 1 or 2

FIGURE 5.1: Execution times (left) and speedup (right) of the strong
scaling experiments evaluating 2000 con�gurations trading yearly

from 2009 to 2018.
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of each model type. HPC.FASSR's performance depends on the number of con�g-
urations to test and there two situations when increasing the number of resources
does not improve the performance. First, when there are not enough classi�cation
and regression tasks for each thread, because their different times leave some CPUs
idle while longer tasks �nish. The second cause happens when the number of clas-
si�cation tasks (which last twice as much as the regression ones) is slightly higher
than the number of available threads. If there are c classi�cation tasks, n available
threads, and 2 > c > n, then there are going to be 2 � n � c idle threads at the end
of the execution. As the number of resources increases (and total time decreases),
the fraction of the total time that a single evaluation task represents also increases
extending the time wasted by idle threads. Whenever the number of con�gurations'
number is large enough, HPC.FASSRshould scale almost linearly. The weak scaling
tests objective is to validate this thesis.

5.1.2 Weak scaling

Figure 5.3 shows the execution time and speedup of the weak scaling experiments.
The weak scaling speedup is very close to the ideal for all sizes so HPC.FASSRscales
almost linearly when the number of con�gurations is large enough. The �rst steeper
increase of the execution time is caused by going from 1 node, where there are no
network communications, to 2 nodes, which have network transmissions that add
overhead. From 2 nodes onwards, the cost of communication between two or more
nodes is very similar so the overhead increases much more slowly. Figure 5.4 shows
trace�les of of the weak scaling executions. In this situation, we increase the problem
size and the computing power at the same rate. The trace�les are in the same time
scale. The time until the �rst task (blue) starts increases slightly with more nodes
due to the overhead of initializing a more signi�cant number of workers. Despite
that, the overhead of doubling the resources between tests is almost negligible. The
ratio of tasks to train per thread is constant so, despite all executions being slightly
unbalanced towards the end, this does not cause any signi�cant performance loss.

5.1.3 Models

Table 5.1 shows the average and the standard deviation of the execution time re-
quired to evaluate each model. The random forests would be the worst models if
they were not trained using 12 CPUs because they would be around x12 slower; we
also tried also using 24 (half node), and 48 CPUs (full node) but empirically 12 CPUs
yielded faster total execution times. It is worth noting that we are able to thanks to
HPC capabilities of MareNostrum which has 48 CPUs per node and 96 GB of RAM,
allowing all tasks to load the training data into memory at the same time and inter-
leave the executions of models with 1 and 24 CPUs. Next, the neural networks are
the slowest on average, but they also have the highest variance (probably because
their parameter, hidden layer size, directly affects the training time). SVMs take on
average similar times to the neural networks but their variance much lower. Finally,
AdaBoost is the fastest method.

The execution times between models vary a lot and these times can be further
increased for larger datasets. Having very slow and fast methods coexisting causes
work unbalance. In our experiments, the unbalance overhead was never too critical.
However, for larger datasets this might become a bottleneck and degrade the scal-
ability. We leave as future work trying a �ner task granularity where each training
step is done in different tasks not together in a single one.
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FIGURE 5.2: Trace�les of the strong scalability tests reported in Fig-
ure 5.1 from 1 node (top) to 32 nodes (bottom). Please note that each
trace�le has a different time axis (roughly halving for each execu-
tion from top to bottom). Red tasks evaluate parallel models with
12 CPUs, green and yellow tasks evaluate the regression and classi�-

cation models, with a single CPU, respectively.
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FIGURE 5.3: Execution times (left) and speedup (right) of the weak
scaling experiments evaluating 50, 150, 350, 750, 1550, and 3150 con-
�gurations with 1, 2, 4, 8, 16, and 32 nodes respectively trading yearly

from 2009 to 2018.

Model Execution time (s)
Linear Regression 0.93� 0.12

Random Forest Classi�cation 17.06� 9.51
Random Forest Regression 58.12� 44.02

Graham's Criteria 37.13� 3.35
AdaBoost Regression 39.87� 16.49

AdaBoost Classi�cation 45.43� 30.13
SVM Classi�cation 89.80� 30.50

NN Regression 91.59� 90.29
SVM Regression 99.25� 11.81

NN Classi�cation 150.01� 115.72

TABLE 5.1: Mean and standard deviation of the time required to eval-
uate each model throughout all three trading performance experi-
ments 5.2 ordered from fastest to slowest. Random forests training
is multithreaded ( n_jobs= 12 CPUs) while all others models use a

single CPU.
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FIGURE 5.4: Trace�les of the weak scalability tests reported in Fig-
ure 5.3 from 1 node (top) to 32 nodes (bottom). Please note that all
trace�les have the same time axis. Red tasks evaluate parallel mod-
els with 24 CPUs, green and yellow tasks evaluate the regression and

classi�cation models, with a single CPU, respectively.
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