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Abstract—Elastic systems, either synchronous or asynchronous, can be optimized for the average-case performance when they have units with early evaluation or variable latency. The performance evaluation of such systems using analytical methods is a complex problem and may become a bottleneck when an extensive exploration of different architectural configurations must be done.

This paper proposes an analytical method for performance evaluation using symbolic expressions. Two version of the method are presented: an exact method that has high run time complexity and an efficient approximate method that computes the lower bound of the system throughput.

I. INTRODUCTION

Elastic systems [8], [15], [12] are insensitive to latency variations. The latencies of computations and communications in these designs are decoupled from the functional correctness.

Elastic designs provide a natural framework for design optimizations using variable-latency (or telescopic) units [4] and early evaluation [5], [11], [9]. These methods allow the designer to optimize systems for the typical case rather than the worst case.

Performance analysis of synchronous elastic systems is closely related to the performance analysis of asynchronous systems. Their dynamic behavior can be modeled by marked graphs, a subclass of Petri nets [20]. Different approaches have been taken to analyze the performance of these systems, such as computing the minimum mean-weight cycle [17], performing timing simulations [21], or analyzing systems with min-max functions [14]. However, none of these methods work directly for systems with early evaluation or variable-latency. A method for computing the upper bound of the system throughput has been proposed in [16] using linear programming. An exact method using Markov chains with an exponential complexity is also presented there.

This paper presents an alternative method that combines timing simulations and symbolic algebraic expressions for analyzing the performance of elastic systems with early evaluation and variable-latency units. First, an exact version of this method with an exponential worst case complexity is presented. Then, a fast approximate version of this method is presented that prunes away low impact event correlations and computes a lower bound of the system throughput.

Elastic systems can be used to automatically perform architectural exploration [10]. Even for small architectural graphs, there can be hundreds of different configurations whose performance must be analyzed. A fast method to estimate the throughput can significantly speed up such exploration. Furthermore, a lower bound on the throughput provides extra value to the already available upper bound method.

II. OVERVIEW

Figure 1(a) shows an example timed graph with early evaluation and variable-delay transitions. Timed multi-Guarded marked Graphs with Variable-delay (TGVs) will be presented formally in Section III-A. In this Figure, transitions of the marked graph are represented as thick vertical lines, places as the edges between transitions, and tokens as dots over the edges.

When a transition fires, it removes one token from each input place and it adds one token to each output place, as shown in Figure 1(b). The enabling of regular transitions is based on AND-causality, a transition can fire when all inputs have at least one token. Early evaluation transitions can fire even if some of the inputs have no tokens. Their main purpose is to model multiplexors. The selection of the required branch in the datapath is abstracted in the model by using nondeterministic choices. After each firing, the transition chooses which of the inputs will be required for the next firing. Then, the transition becomes enabled once the selected place has a token available. A negative token is inserted into every input place that does not have a token at the moment of transition firing in order to avoid premature firing at the arrival of these irrelevant tokens and to preserve correct behavior. Early evaluation firing is shown in Figure 1(c). Early evaluation transitions are drawn as special boxes, like transition $t_4$ in Figure 1(a).

Each input of an early evaluation transition is assigned a probability to allow performance analysis. After each firing, early evaluation transitions choose which input will be required for the next firing using these probabilities. In Figure 1(a), the input from $t_1$ is selected with probability 0.4, and the input from $t_5$ is selected with probability 0.6.

Each transition is assigned a delay, drawn on top of the transition in Figure 1(a). Once it is enabled, $t_1$ needs 1 time unit to fire, and transition $t_4$ fires in zero time. It is possible for a transition to have several possible delays, modeling variable-latency units. Each possible delay is assigned a probability. For example, transition $t_3$ will need 0 time units to fire with probability 0.8 and 4 time units with probability 0.2. It may represent an ALU with a short operation that finishes combinatorially and a long operation that needs 4 clock cycles. The delay of variable-delay transitions is represented as a set of delay-probability pairs: $[0,0.8,(4,0.2)]$.

The throughput of a TGV is defined as the number of times a transition fires per second. The average firing rate of a transition is the sum of all firing times multiplied by their respective probabilities. Therefore, for a transition with several possible delays, the average delay of the transition (0.8 for $t_3$) is used.

The throughput of a TGV is defined as the number of times a transition fires per second. The average firing rate of a transition is the sum of all firing times multiplied by their respective probabilities. Therefore, for a transition with several possible delays, the average delay of the transition (0.8 for $t_3$) is used.

The throughput of a TGV is defined as the number of times a transition fires per second. The average firing rate of a transition is the sum of all firing times multiplied by their respective probabilities. Therefore, for a transition with several possible delays, the average delay of the transition (0.8 for $t_3$) is used.

The throughput of a TGV is defined as the number of times a transition fires per second. The average firing rate of a transition is the sum of all firing times multiplied by their respective probabilities. Therefore, for a transition with several possible delays, the average delay of the transition (0.8 for $t_3$) is used.

The throughput of a TGV is defined as the number of times a transition fires per second. The average firing rate of a transition is the sum of all firing times multiplied by their respective probabilities. Therefore, for a transition with several possible delays, the average delay of the transition (0.8 for $t_3$) is used.

The throughput of a TGV is defined as the number of times a transition fires per second. The average firing rate of a transition is the sum of all firing times multiplied by their respective probabilities. Therefore, for a transition with several possible delays, the average delay of the transition (0.8 for $t_3$) is used.

The throughput of a TGV is defined as the number of times a transition fires per second. The average firing rate of a transition is the sum of all firing times multiplied by their respective probabilities. Therefore, for a transition with several possible delays, the average delay of the transition (0.8 for $t_3$) is used.
bound method measures 0.449. Consider \( t_2 \) in Figure 1(a). Since it is enabled at the beginning of the simulation and it has delay 1, its first firing occurs at time 1 if \( f(t_{20}) = 1 \), where \( f(t_n) \) means the firing time of the \( j \)-th firing of transition \( i \). Similarly, \( t_3 \) and \( t_4 \) are initially enabled and they can fire (if \( f(t_{30}) = 1 \), \( f(t_{40}) = 1 \)).

Then, \( t_0, t_2 \) and \( t_6 \) are enabled. Their firing times are obtained by adding their delays to their arrival times: \( f(t_{00}) = f(t_{00}) + 0 = 3 \), \( f(t_{20}) = f(t_{20}) + 2 = 5 \), and \( f(t_{60}) = f(t_{60}) + 1 = 7 \). Since \( t_3 \) is a variable-delay transition, the firing time becomes probabilistic. Its firing time is 2 with probability 0.8, and 6 with probability 0.2: \( f(t_{30}) = f(t_{30}) + [(0, 0.8), (4, 0.2)] = [(1, 0.8), (5, 0.2)] \)

Transition \( t_4 \) has an early evaluation enabling function. Therefore, if it chooses the lower edge, which happens with 0.6 probability, its arrival time is the firing time of \( t_{00} \). If it chooses the upper edge, its arrival time is the firing time of \( t_{30}: f(t_{40}) = 0.6 \cdot f(t_{40}) + 0.4 \cdot f(t_{30}) = [(1, 0.32), (2, 0.6), (5, 0.08)] \)

When a transition has more than one input and it is not early evaluated, the maximum of the firing times of the inputs must be computed in order to obtain the arrival time of the transition. For \( f(t_{3i}) \), one arrival time is \([(1, 0.32), (2, 0.6), (5, 0.08)] \) from \( t_{40} \) and the other one is 1 from \( t_{70} \). If each arrival time has several possible delays, the expression is evaluated by taking each combination, and assigning to the maximum of the delays the multiplication of the probabilities. In this case, \( f(t_{40}) \geq f(t_{70}) \):

\[
f(t_{31}) = 1 + \max(f(t_{30}), f(t_{50}))
\]

\[
= 1 + \max(f(t_{30}), f(t_{50})) = [(2, 0.32), (3, 0.6), (6, 0.08)]
\]

We can calculate the average firing time of a transition by computing a mean of the above expression:

\[
\mathcal{T}(t_{31}) = 2 \cdot 0.32 + 3 \cdot 0.6 + 6 \cdot 0.08 = 2.92
\]

The following table shows the firing times of \( t_2 \), the time distance between firings and the average firing time distance, \((f(t_{2j}) - f(t_{2i})) / i\).

<table>
<thead>
<tr>
<th>( t_{21} )</th>
<th>( t_{22} )</th>
<th>( t_{23} )</th>
<th>( t_{24} )</th>
<th>( t_{25} )</th>
<th>( t_{26} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>5.92</td>
<td>8.43</td>
<td>10.86</td>
<td>13.37</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>1.92</td>
<td>2.51</td>
<td>2.94</td>
<td>2.51</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>2.46</td>
<td>2.48</td>
<td>2.47</td>
<td>2.48</td>
</tr>
</tbody>
</table>

Only two decimals of the firing time are shown for space reasons. The separation between two consecutive events stabilizes at 2.52, and the average distance between events would also converge to 2.52 if more firings were shown, or if the first firings where ignored to compute this average. By definition, the throughput is the inverse of the average separation between firings of the same transition. Indeed, 1/2.52 = 0.3968, which is very close to the throughput obtained by simulation, 0.397.

### III. Problem Formulation

This section defines the problem to be solved. We assume the reader is familiar with basic Petri nets concepts (see [20] for a tutorial).

#### A. Multi-guarded Marked Graph

**Definition 1 (TGV):** A Timed Multi-Guarded Marked Graph with Variable-Delay (TGV) is a tuple \( \mathcal{G} = (P, T, \text{Pre}, \text{Post}, G, m_0, \delta, \rho) \) where:

- \( P \) is a finite set of places, and \( T \) is a finite set of transitions. The *preset* and *postset* of a node \( x \in P \cup T \) are denoted as *x* and *x*.

The Petri net is a marked graph: \( \forall p \in P, |p| = |p| = 1 \).

- \( \text{Pre}: P \times T \rightarrow \mathbb{N} \cup \{0\} \) and \( \text{Post}: P \times T \rightarrow \mathbb{N} \cup \{0\} \) are the pre and post incidence functions that specify the arc weights. The incidence matrix of the net is \( \mathcal{C} = \text{Post} - \text{Pre} \).

- \( m_0: P \rightarrow \mathbb{Z} \) assigns an initial number of tokens to each place (the initial marking).

- \( G: T \rightarrow 2^{\mathbb{R}} \) assigns a set of guards to every transition. The following conditions must be satisfied: a) \( \forall g \in G(t) \), \( g \subseteq t \); b) \( \sum_{g \in G(t)} |g| = 1 \).

- \( \delta: T \rightarrow \{[d, p]\} \) assigns a list of delay-probability pairs to every transition. It must hold that \( d_i \in \mathbb{R} \cup \{0\} \) and for every \( t_{\text{end}} \), \( p = 1 \).

This definition is an extension of the definition of a Timed Multi-Guarded Marked Graph in [16]. The difference is that each transition is assigned a list of possible delays, instead of a single real delay. The delay of each transition \( t \), described by a set of pairs delay-probability \( (\{d, p\}) \), represents the number of time units (clock cycles in a latency insensitive design) that \( t \) spends computing. If the delay is equal to 0, it means the transition fires immediately, acting like a combinational circuit. The average delay of a set of delay-probability pairs is the mean of the distribution:

\[
\mathbb{E}(t) = \sum_{(d, p) \in \delta(t)} d \cdot p
\]

The guards of transitions model early evaluation. A regular transition has a single guard corresponding to its inputs \( G(t) = \{t\} \). On the other hand, a multiplexor with two possible input places, \( p_0 \) and \( p_1 \), will have the guards \( G(t) = \{[p_0], [p_1]\} \). Without losing expressive power, we assume that all early evaluation transitions have one guard for each input. An early evaluation transition with input places \( p_0, p_1,..., p_n \) will have \( n \) guards, \( \{[p_0], ...,[p_n]\} \). For example, \( t_4 \) from Figure 1(a) has two guards, one for the edge \( (t_0, t_4) \) and one for the edge \( (t_1, t_4) \). Each guard is assigned a probability, \( \alpha(g) \), used on simulations and performance analysis to decide how often a guard is selected.

Note that the marking of a place can be negative, modeling the counters that are used in the different early evaluation implementations that have been presented in the literature [9]. Negative tokens appear when an early evaluation transition fires and one of the input places does not have a positive token, as shown in Figure 1(c).

**Definition 2 (Firing semantics):** The dynamic behavior of a TGV system is determined by its firing rules. The execution of a transition \( t \) can be described as follows:

- **Guard selection.** A guard \( g(t) \in G(t) \) is selected nondeterministically. Once it is selected, it cannot change until \( t \) fires.

- **Delay selection.** A delay \( d \in \delta(t) \) is selected nondeterministically. Once it is selected, it cannot change until \( t \) fires.

- **Enabling.** Transition \( t \) becomes enabled if every place \( p \in g(t) \) is positively marked.

- **Firing.** Given a marking \( m \), an enabled transition \( t \) can fire leading to a new marking \( m' \) such that \( m' = m + C(t,p) \), where \( C(t,p) \) is the column of \( C \) corresponding to \( t \). The firing is performed right after \( d \) time units starting from the enabling of the transition.

- **Single-server semantics.** No multiple-instances of the same transition can fire simultaneously. A guard selection is produced for each transition firing, and a transition cannot be enabled again while the previous firing has not completed.

For simplicity, we restrict ourselves to bounded strongly connected graphs.

#### B. Unfoldings

An unfolding of a marked graph [13], [19] is an acyclic marked graph, where each transition corresponds to the firing of one of the transitions in the original marked graph. An unfolding can be divided into periods. The \( i \)-th period contains the \( i \)-th instantiation of each event.

For example, the marked graph in Figure 2(c) is an unfolding of four periods from the marked graph in Figure 2(a) (if dashed arrows are not considered). At the beginning of the unfolding, \( t_1, t_3, t_6 \) are enabled.
Thus, in the unfolding they are the first ones to fire \((t_{1,0}, t_{3,0}, t_{0,0})\), where \(t_{i,j}\) means the \(i\)-th firing of transition \(t_i\). The firing of \(t_0\) enables the second firing of \(t_1\) and \(t_3\) \((t_{1,1}, t_{3,1})\), and so on. Each transition \(t_i\) in the unfolding can be mapped to a transition \(\pi(t) = t\) in the original marked graph, and the same can be applied to the places. For example, \(\pi(t_{1,1}) = t_1\).

C. Single-Server Semantics

In order to ensure single-server semantics, some extra edges must be added to the unfolding. These edges make sure that the transition is not re-entrant, i.e. the \((i + 1)\)-th occurrence of a transition is not enabled before the \(i\)-th occurrence has been fired. For each transition \(t_i\), a single-server semantic place must be added from \(t_i\) to \(t_{i+1}\), for all \(i\). These places correspond to the dashed edges in Figure 2(c), which ensure single-server semantics for transition \(t_3\).

Adding single-server semantics places for all transitions can significantly increase the number of edges in the unfolding. Fortunately, it is not necessary to add them for all transitions. It is sufficient to add them for transitions with delay greater than 1 and for transitions which have a fan-in greater than one. It is easy to show that the rest of single-server semantics places become redundant.

D. Throughput

Definition 3 (Steady state throughput): The steady state throughput of a transition \(t\), \(\Theta(t)\), of a TGV is defined as:

\[
\Theta(t) = \lim_{\tau \to \infty} \frac{\sigma(t, \tau)}{\tau}
\]

where \(\tau\) represents time and \(\sigma(t, \tau)\) is the firing count of \(t\) at time \(\tau\), i.e., it indicates how many times \(t\) has fired at time \(\tau\).

The firing process is weakly ergodic if the limit in equation 2 exists [7]. It can be shown that this limit does exist for a TGV and that it is the same for all transitions [16].

E. Timing Simulation of a TGV

The objective of this work is to determine the throughput of an elastic system by determining the firing time or occurrence time of each transition in an unfolding which is long enough. In [21], the occurrence time of the events of an unfolding is computed in order to obtain the cycle time of an asynchronous circuit with only AND-causality transitions. The firing time of a transition becomes a probability distribution if there is early evaluation or variable-latency in the system.

Definition 4 (Firing time of a transition of an unfolding): The probability distribution for the firing time of a transition \(t\) in an unfolded TGV can be defined as follows:

\[
P(f(t) = X) = \mathbb{P}(\delta(t) + \max(f(t')) | t' \in \mathcal{G}(t)) = X)
\]

where \(\delta(t)\) is a shortcut for \(\delta(\pi(t))\).

If \(t\) belongs to the set of initial events of the unfolding \((t = 0)\), then the probability that the firing time is equal to \(X\) the probability that its delay is \(X\). Otherwise, the probability that \(f(t) = X\) is the probability that the chosen delay \(f(t)\) plus the maximum of the firing times of the transitions of the chosen guard \(X\). The average of the firing time for a transition \(t\) in the unfolding is denoted as \(\bar{f}(t)\).

Theorem 1 (Steady state throughput using firing times): Let \(G\) be a TGV, and \(t\) be a transition of \(G\). The steady state throughput of \(t\) is:

\[
\Theta(t) = \lim_{\tau \to \infty} \frac{\delta(t)}{\bar{f}(t)}
\]

where \(\delta(t)\) is the \(i\)-th instantiation of \(t\) in the unfolding of \(G\).

By definition 3, the throughput is \(\sigma(t, \bar{f})/\bar{f}\), where the time \(\bar{f}\) tends to infinity. Since \(\delta(t)\) is the \(i\)-th instantiation of \(t\) in the unfolding of \(G\), \(t\) will fire on average \(i\) times at time \(\bar{f}(t)\). Therefore, if \(\bar{f} = \bar{f}(t)\), then

\[
\frac{\sigma(t, \tau)}{\tau} = \frac{i}{\bar{f}(t)}
\]

IV. MAX-PLUS ALGEBRA WITH EARLY EVALUATION

Instead of directly computing the firing time of each event in the unfolding, our method creates a symbolic expression for each firing time first. The advantage of using symbolic expressions is that they can capture correlations that are lost otherwise. Consider the portion of an unfolding shown in Figure 2(b). Assume that the firing time of \(t_{1,0}\) is \(f(t_{1,0}) = [4, 0.2], (5, 0.8)\). Then, \(f(t_{1,1}) = f(t_{1,0}) + \delta(t_{1,0})\) and \(f(t_{1,2}) = f(t_{1,1}) + \delta(t_{1,1})\). If both \(t_{1,0}\) and \(t_{1,1}\) have unit delay, then \(f(t_{1,2}) = f(t_{1,1}) = [5, 0.2], (6, 0.8)\). In order to compute the arrival time of \(t_{1,2}\), one must compute the maximum of \(f(t_{1,0})\) and \(f(t_{1,2})\). The resulting firing time if each possible combination is taken into account is:

\[
\begin{bmatrix}
(5, 0.2) & (5, 0.2)
\end{bmatrix} \begin{bmatrix}
(6, 0.8)
\end{bmatrix}
\]

The previous computation is not correct. Firing times \(f(t_{1,0})\) and \(f(t_{1,2})\) are correlated, because they both depend on \(f(t_{1,0})\). It is never the case that \(f(t_{1,0}) \neq f(t_{1,2})\). The correct computation is \(\max(f(t_{1,0}), f(t_{1,2})) = [(5, 0.2), (6, 0.8)]\). Using symbolic expressions, some correlations can be structurally detected and fixed. For example, if \(\delta(t_{1,0}) = 0\), \(f(t_{1,0})\) from Figure 2(b) is:

\[
\begin{align*}
\bar{f}(t_{1,0}) &= 0 + \max(f(t_{1,0}) + \delta(t_{1,0}), f(t_{1,1}) + \delta(t_{1,1})) \\
&= \bar{f}(t_{1,1}) + \max(\delta(t_{1,0}), \delta(t_{1,1})) \\
&= \begin{cases}
(4, 0.2), (5, 0.8) & \text{if } \max(1, 1) \\
(5, 0.2), (6, 0.8) & \text{if } \delta(t_{1,0}) = 0
\end{cases}
\end{align*}
\]

This section shows how to build and evaluate symbolic expressions that represent the firing time of each transition of an unfolding. Two algorithms are provided. The first one, A_exact, computes the exact probability distribution of each firing time, but it has an exponential worst case complexity. The second one, A_prune, is an efficient algorithm that obtains a statistical upper bound of each firing time. Since A_prune returns upper bounds of the actual firing times \(\bar{f}(t)\), the throughput of the system obtained from this method will be a lower bound of the actual throughput (see equation 4).

A. Definitions

Max-plus algebra [2] has been used in the literature in order to find the cycle time during the steady state of asynchronous circuits with AND-causality. It has also been extended to Min-Max functions in order to perform timing analysis of asynchronous circuits with OR-causality and latch-controlled synchronous circuits with clock schedules [14].

In these papers, AND-causality join structures are translated to max functions and OR-causality to min functions. In order to adapt max-plus
algebra to elastic systems with early evaluation and variable-latency, besides max operation, a new early evaluation operation is needed. Furthermore, leaf variables are sets of delay-probability pairs instead of positive real numbers. While some properties of Max-Min functions are probably lost, some basic useful properties are still maintained in this algebra.

**Definition 5 (MPEE expression):** A max-plus expression with early evaluation (MPEE), $e$, is a term in the grammar:

$$ e := \delta \mid x \mid e_1 + e_2 \mid e_1 \land e_2 \mid e_1^+ \lor e_2^+ $$

where $\delta$ is a constant, $x$ is a variable, $e_1$ and $e_2$ are MPEE expressions, and $\alpha$ are early evaluation probabilities. Constants are sets of delay-probability pairs, and variables must be assigned to sets of delay-probability pairs for evaluation. For every early evaluation operator, the sum of probabilities must be 1.

Operator $\land, \lor$ represent the sum, max and early evaluation operations for sets of delay-probability. Let us define a grouping operation on sets of pairs by a simple example: 

$\text{group}((1,0.1),(2,0.3),(1,0.6)) = \{ (1,0.7),(2,0.3) \}$

Now the operations on delay-probability pairs can be defined as follows:

**Definition 6 (Addition of two sets of delay-probability pairs):**

Given two sets of delay-probability pairs, $\delta_1 = \{ (d, p) \}$, $\delta_2 = \{ (d, p) \}$, their addition is the set of delay-probability pairs $\text{group}(\{ (d_1 + d_2, p_1 \times p_2) \}) \in \delta_1 \land (d_2, p_2) \in \delta_2$. For example:

$$\begin{align*}
(2,0.4) & \land (1,0.8) = (3,0.32) \\
(3,0.6) & \land (2,0.2) = (4,0.08)
\end{align*}$$

In all operations, different pairs that have the same delay are grouped into a single pair, and their probabilities are added, like the pairs with delay 4 in the previous example.

**Definition 7 (Maximum of two sets of delay-probability pairs):**

Given two sets of delay-probability pairs, $\delta_1 = \{ (d, p) \}$, $\delta_2 = \{ (d, p) \}$, their maximum is the set of delay-probability pairs $\text{group}(\max (d_1, d_2), p_1 \times p_2) \in \delta_1 \land (d_2, p_2) \in \delta_2$.

For example:

$$\begin{align*}
(2,0.4) & \lor (1,0.8) = (3,0.32) \\
(3,0.6) & \lor (2,0.2) = (4,0.08)
\end{align*}$$

**Definition 8 (Early evaluation operation):**

Given two sets of delay-probability pairs, $\delta_1 = \{ (d, p) \}$, $\delta_2 = \{ (d, p) \}$, and two real numbers, $a_1, a_2$ such that $0 \leq a_1, a_2 \leq 1$ and $a_1 + a_2 = 1$, the early evaluation operation results in the delay-probability pairs $\text{group}(\cup_{i=1,2} (d, p \times a_i)) \in \delta_1$. For example:

$$\begin{align*}
(2.0,4) & \uplus (1,0.8) = (3.0,0.06) \\
(3.0,6) & \uplus (4,0.2) = (4.0,18)
\end{align*}$$

All operations have arity two, but they can be easily extended to arity $n$. We assume that $+\land$ has a higher binding than $\land \lor$. Operations $\land$ and $\lor$ are associative and commutative. Addition distributes over both $\land$ and $\lor$.

$$\begin{align*}
e_1 + (e_2 \land e_3) & = e_1 + e_2 \land e_1 + e_3 \\
e_1 + (e_2^+ \lor e_3^+) & = (e_1 + e_2)^+ \land (e_1 + e_3)^+
\end{align*}$$

**B. Building MPEE Expressions**

Given an unfolding of a TGV, an MPEE expression is built for each transition. Expressions have a unique pointer in memory, using a technique similar to BDD databases [6]. This way, memory usage is lower and evaluation of expressions is faster, since results can be reused. This is useful, for example, when several transitions share the same set of inputs, since the expression built to compute the arrival time will be shared. Notice that it will cause the expression to form an acyclic graph instead of a tree.

---

**Algorithm 1: BuildMPEE**

**Input:** A TGV $G$ and a transition $t$

**Output:** An MPEE expression for the firing time of $t$

1. If $t \in \text{BuiltExpressions}$ then
   - return BuiltExpressions[$t$]
2. For $p \in \text{Probs}$ do
   - $e = \text{BuildMPEE}[*p]$
   - arrival = arrival $\cup \{e\}$
3. If Early($t$) then
   - $e_a = \text{MakeEarly(arrival, Probs(t))}$
   - else
   - arrival = SimplifyMax(arrival)
   - $e_a = \text{MakeMax(arrival)}$
   - $e_a = \text{FactorOut}(e_a)$
   - $e = \text{MakePlus}(e_a, \text{MakeLeaf}(\delta(t)))$
4. BuiltExpressions[$t$] = $e$

**return $e$**

---

**Fig. 3.** Graph representation of an MPEE expression for unfolding in Figure 2(c). $x_1$ represents $\delta(t_{x1})$ and $y_1$ represents $\delta(t_{y1})$.

Algorithm 1 calls the following procedures:

- **Early.** Checks whether the given transition is early evaluation.
- **Probs.** Returns the guard probabilities for the input transitions.
- **MakeLeaf.** Returns an expression associated with the delay of a transition. If it is not a variable-delay transition, then a constant is returned. Otherwise, a new variable is generated.
- **MakePlus, MakeMax, MakeEarly.** Given a list of expressions, a new expression is created which is either the addition, max or early of the given list. MakeEarly receives a list of probabilities. If an expression with the same operators and operation already exists in memory, then the existing expression is returned. A lower and upper bound for the expression is computed and recorded. Some basic simplifications are done, e.g., constants are grouped ($0 \land 1 \land e_1 = 1 \land e_0$).
- **SimplifyMax.** Given a list of expressions, it checks whether some of them is subsumed by the rest when computing the maximum of the expressions. It uses the upper and lower bounds of the expressions.
- **FactorOut.** Given an early or max expression, it applies the distributive property in order to factor out common sub-expressions.

Given the following delays $\delta(t_0) = \delta(t_2) = 0, \delta(t_3) = 1$, $\delta(t_4) = \delta(t_7) = \{ (1,0.5), (2,0.5) \}$; the firing time of $t_{s2}$ ($f(t_{s2})$) in Figure 2(c) is described by the expression graph in Figure 3. In this Figure, $x_1$ is a short-cut for $\delta(t_{x1})$ and $y_1$ is a short-cut for $\delta(t_{y1})$. It can be seen how expressions are reused to compute different firing times, such as $f(t_{s2})$ or $f(t_{s1})$. In fact, there is a unique expression graph which receives pointers from the firing times of all transitions. They are not drawn in this Figure in benefit of simplicity.
C. Lower and Upper Bounds of Expressions

In order to discard redundant expressions when a new max expression is added, the lower and upper bound of each expression is recorded. These bounds can be computed using the following rules:

\[ \begin{align*}
  e = \delta(t) & \rightarrow ub(e) = ub(\delta(t)) \quad lb(e) = lb(\delta(t)) \\
  e = e_1 + e_2 & \rightarrow ub(e) = ub(e_1) + ub(e_2) \quad lb(e) = lb(e_1) + lb(e_2) \\
  e = e_1 \cdot e_2 & \rightarrow ub(e) = \max(ub(e_1), ub(e_2)) \quad lb(e) = \min(lb(e_1), lb(e_2)) \\
  e = e_1 \vee e_2 & \rightarrow ub(e) = \max(ub(e_1), ub(e_2)) \quad lb(e) = \min(lb(e_1), lb(e_2)) \\
  e = e_1 \lor e_2 & \rightarrow ub(e) = max(ub(e_1), ub(e_2)) \quad lb(e) = max(lb(e_1), lb(e_2)) \\
  e = e_1 \lor e_2 & \rightarrow ub(e) = max(ub(e_1), ub(e_2)) \quad lb(e) = min(lb(e_1), lb(e_2))
\end{align*} \]

For leaf expressions, the upper and lower bounds are the upper and lower bounds of the corresponding set of delay-probability pairs. If the expression is a sum of the expressions, then the upper bound is the sum of upper bounds, and the lower bound the sum of lower bounds. The same rationale can be applied to the upper and lower bound of a max operation. For an early evaluation operation, the upper bound corresponds to the case where the selected branch is the one with the greatest upper bound. Similarly, the lower bound corresponds to the case where the selected branch is the one with the lowest lower bound.

The SimplifyMax operation discards redundant expressions given a list of expressions whose maximum is going to be computed. In order to do so, the maximum of the lower bounds is computed \( (\max \, lb) \). Then, for each expression with bounds \( lb, ub \), if \( ub < max \, lb \), the expression is discarded.

Although more sophisticated methods to discard redundant branches have been tried, none of them was fast enough so that it could be used while the MPEE expressions are generated. For example, an SMT [3] solver was called in order to discard redundant expressions. This solution could take into account correlations between expressions in order to determine if an expression is redundant (e.g., it could detect that \( a + c \) and \( b + c \) are redundant in \( a + b + c \land a + c \land b + c \)), but it was computationally too expensive, specially when the depth of the MPEE expression is very big.

D. Exact Evaluation of MPEE Expressions

Once an MPEE expression has been built for every transition, the expressions must be evaluated in order to be able to obtain the throughput. The accuracy of the solution decreases for every max operation in which the operands are correlated. In this case, the result does not correspond any more to the result that would result by correctly evaluating equation 3.

The cause of these correlated expressions are re-convergent paths, like the one shown in Figure 2(b). Both [1] and [18] identify this problem when doing statistical timing analysis of circuits and propose exact solutions with exponential time cost. They identify nodes that are the sources of re-convergent paths, and then they obtain an exact result by evaluating each possible delay by itself in the sources of re-convergent paths. Given an MPEE expression, it is possible to identify which sub-expressions are the sources of re-convergent paths by traversing the expression.

Definition 9 (Correlated Expression): Given an MPEE expression \( e = e_1 \land e_2 \land \ldots e_n \), an expression \( e' \) is correlated with regard to \( e \) if there exists at least two sub-expressions of \( e (e_i, e_j) \), such that there is a path in the expression graph from \( e_i \) to \( e' \) and from \( e_j \) to \( e' \).

Correlated expressions are the sources of a re-convergent path in the expression graph, which means there is a re-convergent path in the unfolding which could not be factored out. We are only interested in the correlated expressions that may introduce a set of delay-probability pairs with more than one element, even if their inputs are a single delay-probability pair. These are leaf expressions which represent variable-delay transitions, and early evaluation expressions. The set of correlated expressions for a given max expression can be found by traversing its expression graph.

Symbolic MPEE expressions may alleviate the problem of re-convergent paths since expression manipulation can factor out common expressions in a max operation. However, there are some cases where this is not possible. For example, in Figure 3, either \( x_2 \) and \( y_2 \) are correlated expressions or \( x_0 \) and \( y_0 \) are correlated expressions. It is not possible to transform the expression using the algebra properties so that none of them is a correlated expression.

Algorithm 2: Evaluate

```
Input: Expression e, an integer i, a list of CorrelatedExpressions and a probability prob
if i < 0 then
  Eval(e)
else
  ce = CorrelatedExpressions[i]
  if Early(ce) then
    for each guard \((g, p)\) of ce do
      SelectGuard(ce, p)
      Evaluate(e, i - 1, CorrelatedExpressions, prob \times p)
  else
    ce is a leaf expression with variable-delay
    for each delay \((d, p)\) of ce do
      SelectDelay(ce, d)
      Evaluate(e, i - 1, CorrelatedExpressions, prob \times p)
```

To obtain the exact result of an expression \( e \) even if there are correlated expressions, we must do a case by case evaluation. For each possible selection of delays in the correlated expressions, \( e \) must be evaluated and its result scaled to the selection probability. Algorithm 2 shows how evaluation case by case can be computed using a recursive algorithm. The top most call must be \( 
\text{Evaluate}(e, size(\text{CorrelatedExpressions}), \text{CorrelatedExpressions}, 1) \), where \( \text{CorrelatedExpressions} \) is the list of correlated expressions with regard to \( e \).

For each correlated expression, it selects all possibilities one by one and calls the algorithm recursively. The accumulated probability is kept. Once all the correlated expressions have been traversed, the procedure \( \text{Eval} \) is called, which evaluates the expression using definitions 6, 7 and 8. \( \text{Eval} \) is a recursive function that will evaluate sub-expressions if it is needed. After evaluation, the partial result is stored after scaling it with the accumulated probability \( \text{prob} \).

For the example in Figure 3, the correlated expressions are \( x_0 \) and \( y_0 \). If all variables \( x_i \) and \( y_i \) have a delay equal to \( [(1, 0.5), (2, 0.5)] \), the four different evaluations to do are:

<table>
<thead>
<tr>
<th>Delays</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_0 = 1, y_0 = 1 )</td>
<td>([4, 0.0625], (5, 0.5), (6, 0.4375))</td>
</tr>
<tr>
<td>( x_0 = 1, y_0 = 2 )</td>
<td>([5, 0.125], (6, 0.625), (7, 0.25))</td>
</tr>
<tr>
<td>( x_0 = 2, y_0 = 1 )</td>
<td>([5, 0.125], (6, 0.625), (7, 0.25))</td>
</tr>
<tr>
<td>( x_0 = 2, y_0 = 2 )</td>
<td>([5, 0.0625], (6, 0.5), (7, 0.4375))</td>
</tr>
</tbody>
</table>

Each combination has a probability of 0.25. The final probability distribution is obtained by scaling each distribution by its probability and combining them together: \( [(4, 0.015625), (5, 0.203125), (6, 0.546875), (7, 0.234375)] \). The final average firing time is 6.0.

After evaluation for the case \( x_0 = 1, y_0 = 1 \), the evaluation for the case \( x_0 = 1, y_0 = 2 \) is performed. Notice that not all expressions must be reevaluated, only the ones that depend on the value of \( y_0 \) since \( x_0 \) has not changed. For this example, this would save 5 evaluations. This optimization is taken into account by the evaluation algorithm.

Algorithm \( A_\text{exact}(k) \) creates an unfolding of \( k \) periods. Then, Algorithm 1 is called in order to build the expression graph for all the
transitions in the unfolding. Finally, Algorithm 2 obtains the probability distribution for the firing time of each transition. Assuming \( k \) is large enough, the throughput can be obtained by using equation 4. The running time of this method is exponential with regard to the number of correlated expressions in the expression graph.

**E. Upper Bound Evaluation of MPEE Expressions**

For most examples, \( A \_\text{exact} \) is infeasible because correlations cannot be factored out when building the expressions and the runtime becomes exponential. Algorithm \( A \_\text{prune} \) introduces a couple of heuristics that significantly reduce its complexity. First, the size of the sets of delay-probability pairs must be kept small enough so that operations do not take too much time. Second, some correlated variables and early evaluation expressions can be ignored and computed if they did not add re-convergent paths. \( A \_\text{prune} \) computes an upper bound of the firing times of each transition. Therefore, the obtained throughput will be a lower bound of the actual throughput.

1) **Size of Sets of Delay-Probability Pairs:** As the expressions grow and have a larger depth, the number of possible delays in the solution also grows. Computing max and plus operations has a quadratic cost on the size of the operands. Thus, if \( \delta_0 \land \delta_1 \) is computed, and \( \delta_0 \) is a set of delay-probability pairs with 20 possible delays, and \( \delta_1 \) has another 20 possible delays, 400 max operations plus 400 multiplications of probabilities will be computed.

Corner cases tend to have smaller and smaller probabilities. If a variable-delay transition \( t \) has delay 1 with probability of 0.1, after 10 periods of the unfolding, there will be one delay-probability pair with probability \( 10^{-10} \) corresponding to the case where all instantiations of \( t \) selected delay 1.

The probability distribution of the firing time of transitions after some periods of the unfolding typically has the form of a mountain chain, where the greatest delays and the smallest delays have the smallest probabilities. One optimization that can reduce the running time with no significant cost on the accuracy of the results is to remove delays with low probability. Neighboring expressions with probabilities lower than a threshold are grouped together into a single pair with a value that does not change the average of the set.

For example, consider the delay \([10, 10^{-4}), (11, 1.5 \times 10^{-4}), (12, 0.1), (13, 0.2), \ldots \]. If the threshold is \( 10^{-3} \), then the first two delays should be grouped into the third one. The resulting delay \( d \) and probability \( p \) are computed as follows:

\[
p = 10^{-4} + 1.5 \times 10^{-4} + 0.1 = 0.10025
\]

\[
d = (10 \times 10^{-4} + 11 \times 1.5 \times 10^{-4} + 12 \times 0.1)/p = 11.9965
\]

A high threshold may force too much grouping, which may actually slow down the computation. Empirically, this value has been set to \( 10^{-20} \). To ensure that results do not grow too much, if the size of the set is larger than some value, for example, 64, some extra grouping may be performed with a larger threshold.

2) **Ignoring Correlated Expressions:** Some correlations may be completely ignored. The condition to end the recursion in Algorithm 2 \((i < 0)\) can be changed to:

\[
i < \max(0, \text{size(CorrelatedExpressions)} - \text{max correlated expr} + 1)
\]

If \( \text{max correlated expr} = 0 \), then all correlations are ignored by Algorithm 2, which directly evaluates the expression. If \( \text{max correlated expr} = 2 \), then the only the two first correlated expressions in CorrelatedExpressions will be considered. Notice that even if \( \text{max correlated expr} = 0 \), some correlations are still taken into account, since they are captured and simplified away when building the MPEE expression in Algorithm 1.

For the example in Figure 3, if only correlations due to \( x_0 \) are taken into account, only two evaluations must be done:

<table>
<thead>
<tr>
<th>Delays</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_0 = 1 )</td>
<td>( [4, 0.015625], (5, 0.296875), (6, 0.5625), (7, 0.125) )</td>
</tr>
</tbody>
</table>
| \( x_0 = 2 \) | \( [(5, 0.09375), (6, 0.5625), (7, 0.34375)] \)

Since each combination has a probability of 0.5, the final result is \([4, 0.0078125], (5, 0.1953125), (6, 0.5625), (7, 0.234375)\], which has an average of 6.02. The exact average firing time was 6.

3) **Upper Bound Theorem:** As the previous example shows, ignoring correlations yields an upper bound of the firing time. Since the throughput of an elastic system is computed using \( \frac{i}{f(t)} \), the throughput computed ignoring correlated expressions will be a lower bound of the real throughput.

**Definition 10 (Definition 5 from \[1\]):** A cumulative distribution function (CDF) \( Q(x) \) is a statistical upper bound of another CDF \( S(x) \) if and only if for all \( x \), \( Q(x) \leq S(x) \).

Using definition 10, we can state that, for each transition \( t_i \) of the unfolding, the firing time probability distribution that \( A \_\text{prune} \) computes for \( t_i \) is a statistical upper bound of the actual firing time probability distribution of \( t_i \).

**Theorem 2:** Let \( e \) be an MPEE expression representing the firing time of transition \( t_i \) of the unfolding. Let \( Q(x) \) be the CDF of the probability distribution computed by using definitions 6, 7 and 8 on \( e \), and let \( S(x) \) be the probability distribution which is the solution of equation 3 for transition \( t_i \). \( Q(x) \) is a statistical upper bound of \( S(x) \).

The proof for this theorem is omitted due to space limitation. It is done using a technique similar to the proof of Theorem 2 in \[1\] with an extension to handle the early evaluation operation.

**V. Number of Periods of the Unfolding**

The final question that needs to be answered is how many times the TGV should be unfolded, for both \( A \_\text{exact} \) and \( A \_\text{prune} \) algorithms. In \[21\], an upper bound of the periods of an unfolding is found, so that it can be guaranteed that the exact cycle time is correctly computed. Unfortunately, variable latency and early evaluation make this result invalid, although some other results from the paper still hold. A dynamic algorithm is used in order to determine the number of periods for the unfolding. This section presents some theoretical background to justify this dynamic algorithm.

**A. Convergence of \( A \_\text{exact} \)**

**Definition 11 (Average separation between occurrences):** The average separation between two occurrences of the same transition \( t, \, i \) and \( j, \, i \), is defined as:

\[
\Delta(t_i) = \frac{\bar{f}(t_i) - \bar{f}(t_i)}{j - i}
\]

The first firing times of a timing simulation can have some perturbations because the steady state has not been reached yet. However, using a technique similar to \[21\], it can be proven that for any transition \( t \), after some initial number of periods \( \bar{t} \),

\[
\max|\Delta(t_i)| \leq \frac{1}{\Theta}
\]

That is, the throughput estimate computed as an inverse of the average separation between occurrences over some length of simulation is an upper bound on the exact throughput.

The limit from the throughput definition (equation 4) exists, as pointed out in Section III-D. Equation 7 is monotonically improving the bound because of the maximum operation. The longer the unfolding, the closer equation 7 gets to the exact throughput. While this equation may only reach its limit in the infinity, the following property can
be shown based on a desired error \( \epsilon > 0 \) for computing the average separation between the occurrences:

\[
\forall \epsilon > 0, \exists k > 0, \max_{t \in T} |\Delta(t)| \geq (1 - \epsilon) \cdot 1/\Theta
\]

This equation justifies the following algorithm. Iteratively, a number of periods is added to the unfolding and then the firing times for the new transitions are computed. Let \( A_{\text{exact}}(k) \) be \( \max_{t \in T} |\Delta(t)| \), the result obtained by running \( A_{\text{exact}} \) on a \( k \)-period unfolding.

First, \( A_{\text{exact}}(T/2) \) is computed, where \( T \) is the number of tokens in the TGV. Next, \( T/2 \) periods are added at each iteration, until the result stabilizes, i.e., \( A_{\text{exact}}(i \cdot T/2) + (1 - \epsilon) \geq A_{\text{exact}}((i + 1) \cdot T/2) \), where \( \epsilon \) is a small number that can be tuned to decide the acceptable error of the algorithm. The number of tokens \( k \) is chosen since it scales together with the size and the complexity of the TGV.

**B. Convergence of the Upper Bound Method, \( A_{\text{prune}} \)**

The dynamic method to decide when to stop adding periods to the unfolding can also be applied to \( A_{\text{prune}} \) algorithm. For every transition in the unfolding \( t_i \), \( A_{\text{prune}} \) computes a firing time probability distribution \( \hat{f}(t_i) \) which is a statistical upper bound of \( f(t_i) \). There are two important facts to consider:

1. By construction, the upper bound of both distributions is the same, \( \hat{ub}(f(t_i)) = ub(f(t_i)) \).
2. Since each max expression which has correlated expressions adds some extra overhead to the upper bound, and no other type of operation modifies the accuracy of the result, \( \hat{ub}(t_i) = \hat{ub}(t_i) + k \Rightarrow \hat{ub}(t_i) \geq \hat{ub}(t_i) + k \).

Due to the second item, the estimation of the average occurrence distance based on the upper bound, \( \hat{ub}(t_i) \), cannot decrease with iterations, and due to the first item, it is always limited from above. Hence the difference between the actual firing time and its computed upper bound is bounded, and it cannot decrease if more periods are added to the unfolding.

Let \( \Theta^\text{ub} \) be the throughput returned by applying \( A_{\text{prune}} \) to an infinite unfolding. Considering that \( \hat{ub}(t_i) \geq f(t_i) \), it can be derived that \( \Theta^\text{ub} \leq \Theta \). If the previously defined dynamic method is applied to \( A_{\text{prune}} \), it will return a throughput \( \Theta^\text{ub} / \epsilon \), where \( \epsilon \leq 1 \). It must be ensured that \( \Theta^\text{ub} / \epsilon \) \( \leq \Theta \), because our objective is to obtain a lower bound of the throughput. Since \( A_{\text{prune}} \) is a fast algorithm, the accuracy parameter \( \epsilon \) in the dynamic algorithm can be set to a small enough value so that the resulting throughput will either be a lower bound of the \( \Theta \) or it will be equal to \( \Theta \) for enough significant digits.

**C. Example**

Figure 4(b) shows the throughput of the TGV in Figure 4(a) with different number of unfoldings and different correlation strategies. In Figure 4(a), the number below each transition is its delay. There is one early evaluation transition and one variable-delay transition. The throughput obtained by simulating the elastic system is 0.537. The throughput obtained by the linear programming method in [16] is 0.618.

The two horizontal lines in Figure 4(b) correspond to the simulation throughput and the LP throughput. The other three lines correspond to \( A_{\text{exact}}(k) \), \( A_{\text{prune}}(k) \), and a third algorithm where \( \text{max}_{\text{correlated expr}} \) (presented in Section IV-E2) has been set to 12. The reader should keep in mind that the Figure shows the throughputs, which are the inverse of the average firing times.

It can be seen that \( A_{\text{exact}}(k) \) complies with equation 7. The computed throughput is always greater than the simulation throughput, and after 5 periods it converges, returning the exact throughput.

\( A_{\text{prune}} \) is initially over the throughput, but after 3 periods it crosses the line representing the simulation throughput. As it has been explained, it is possible that this happens if the unfolding does not have enough periods. Afterwards, it converges to 0.470, which is indeed a lower bound of the throughput.

While the firing time expression has less than 12 correlated expressions, which happens for the first 6 periods, the line for \( \text{max}_{\text{correlated expr}} = 12 \) behaves like \( A_{\text{exact}} \). Afterwards, it starts losing accuracy, and it converges at 0.475.

**VI. EXPERIMENTAL RESULTS**

This section presents a set of experiments with random graphs. The relative error of the different methods is evaluated.  

**A. Random Graphs**

To show the accuracy of the presented method, a set of experiments has been performed on sequential circuits from the MCNC benchmarks. For each circuit, the graph structure was extracted, and the largest strongly connected component was saved. Then, each edge was assigned a token with a random probability between 0.25 and 0.6. Next, each transition was assigned unit delay with a random probability greater than 0.5, otherwise its delay was set to zero. Variable delays were added to 10% of the nodes. These nodes were assigned two random possible delays between 0 and 10. Each delay was assigned a random probability. Finally, 25% of the nodes with 2 or more inputs were configured as early evaluated. The probability of each input was generated randomly.

Table I shows the list of graphs and their throughputs. For each graph, three versions were saved. One with only variable-delay nodes, one with only early evaluation nodes, and one with both early evaluation and variable-delay. We compare our results against the upper bound method (LP) in [16] that uses linear programming.

The maximum number of correlations taken into account by the evaluation algorithm was set to 0 in order to obtain the fastest possible run-times. When building the expressions, some correlations can already be factored out. For the case where there is only early evaluation and no variable-delay, the average errors for the upper bound method and the lower bound method are 6.8% and 3.5% respectively. Both methods are quite accurate, although there are two graphs where the error of the upper bound method is over 10%.

The LP method is less accurate on graphs with variable-delay nodes since it does not know the possible delays of these transitions.
Experimental results. N: nodes, E: edges; early evaluation nodes, VD: variable-delay nodes, T: tokens, D: nodes with $\delta > 0$, UB: upper bound throughput (LP), SIM: simulation throughput, LB: lower bound throughput, $\Delta UB$: UB error w.r.t. SIM, $\Delta LB$: LB error w.r.t. SIM.

<table>
<thead>
<tr>
<th>Graph</th>
<th>Throughput</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>E</td>
<td>VD</td>
</tr>
<tr>
<td>s430</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>s383</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>s208</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>s27</td>
<td>18</td>
<td>28</td>
</tr>
<tr>
<td>s382</td>
<td>48</td>
<td>66</td>
</tr>
<tr>
<td>s526</td>
<td>56</td>
<td>77</td>
</tr>
<tr>
<td>s400</td>
<td>54</td>
<td>74</td>
</tr>
<tr>
<td>s444</td>
<td>70</td>
<td>94</td>
</tr>
<tr>
<td>s386</td>
<td>59</td>
<td>142</td>
</tr>
<tr>
<td>s1488</td>
<td>180</td>
<td>619</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Delay</th>
<th>Early Evaluation</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>s430</td>
<td>9 10 1 0 2 4</td>
<td>0.287</td>
</tr>
<tr>
<td>s383</td>
<td>9 10 1 0 2 4</td>
<td>0.287</td>
</tr>
<tr>
<td>s208</td>
<td>9 10 1 0 5 8</td>
<td>0.765</td>
</tr>
<tr>
<td>s27</td>
<td>18 28 4 0 10 28</td>
<td>0.197</td>
</tr>
<tr>
<td>s382</td>
<td>48 66 0 15 39</td>
<td>0.254</td>
</tr>
<tr>
<td>s526</td>
<td>56 77 6 0 21 46</td>
<td>0.250</td>
</tr>
<tr>
<td>s400</td>
<td>54 74 8 0 38 60</td>
<td>0.713</td>
</tr>
<tr>
<td>s444</td>
<td>70 94 12 0 33 45</td>
<td>0.867</td>
</tr>
<tr>
<td>s386</td>
<td>59 142 11 0 53 129</td>
<td>0.250</td>
</tr>
<tr>
<td>s1488</td>
<td>180 619 47 0 139 340</td>
<td>0.333</td>
</tr>
</tbody>
</table>

The presented method has been implemented in C++. A fast method to estimate the performance of an elastic system is important because it allows architectural exploration without running any simulations, which are too time consuming for an exploration framework.
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