Abstract—Among the different techniques available for measuring the atmospheric water vapor content, Raman lidars stand out as accurate instruments providing detailed profiles with high temporal and altitude resolution. Their principle is based on obtaining the range-resolved ratio of the lidar signals corresponding to Raman returns from water vapor and nitrogen molecules, which is proportional to the water vapor mixing ratio. To do this, it is necessary to determine a calibration factor, specific of each lidar instrument. A method for obtaining this parameter, based on zenith measurements of diffuse sunlight, on Raman scattering models and on simulations, using a radiative transfer model, to estimate sky radiances at the wavelengths of interest, has been applied to the lidar system of Universitat Politècnica de Catalunya (UPC; Technical University of Catalonia, Barcelona, Spain). A set of calibrations, performed between 2016 and 2017, has permitted assessing the calibration procedure and analyzing the stability of the calibration factor in the UPC instrument. Results show that although the calibration factor can remain stable for long periods of time, it can suffer sudden variations that make indispensable to implement a convenient and reliable procedure to perform regular calibrations. We show that the method, which can be applied to any lidar with water vapor and nitrogen Raman channels, can completely dispense with radiosonde data. The calibration method is validated by comparison with simultaneous radiosonde water vapor measurements. Limitations of radiosondes for validating—and eventually calibrating—water vapor Raman lidars have been revealed.

Index Terms—Calibration, lidar, Raman, water vapor.

I. INTRODUCTION

WATER vapor is one of the most important constituents in the earth’s atmosphere. It plays a key role in the global radiative budget and in energy transport mechanisms and is one of the main contributors to the greenhouse effect [1]. Moreover, it affects the cloud formation and microphysics and modifies aerosol particle properties through hygroscopic growth [2], thus indirectly contributing to changes in the atmospheric radiative forcing.

Because of water vapor temporal and spatial variability, highly resolved observations are the key to gain insight into its role on earth’s climate. Balloon-borne radiosondes are widely used for water vapor measurements. Despite providing accurate measurements with large vertical and spatial coverage, they present the major drawbacks of a low temporal resolution (one or two launches per day) and elevated cost [3]. Furthermore, water vapor measurement techniques include satellites, microwave radiometry [4], [5], lidar, sun photometry [6], star photometry [7], DIAL [8], and infrared [9] spectrometry or GPS [10].

Raman lidars have emerged in the last decades as a powerful tool for providing detailed water vapor profiles with high vertical and temporal resolutions [11]–[13]. The water vapor Raman lidar technique consists in obtaining the range-resolved ratio of rotational–vibrational Raman scattering intensities from water vapor and nitrogen molecules, which is proportional to the water vapor mixing ratio (WVMR) [14]. To do this, a calibration factor specific of each lidar instrument has to be determined (Section II). Typical methods to derive this factor are based on comparisons with simultaneous co-located measurements from reference instruments, such as radiosondes [13], [14], providing water vapor profiles, or microwave radiometers [4], [5], and measuring the column-integrated water vapor content. Other methods use calibrated sources of light with known spectral features to determine the overall system transmission at both Raman wavelengths [15], [16].
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Index Terms—Calibration, lidar, Raman, water vapor.
In 1999, Sherlock et al. [17] described an alternative method for obtaining the calibration factor of a Raman water vapor lidar that is not dependent on other reference instruments nor on calibrated sources of light. Their method has been applied to the lidar system of Universitat Politècnica de Catalunya (UPC; Technical University of Catalonia, Catalonia, Spain), which is fully described in [18]. The method relies on zenith lidar measurements of diffuse sunlight, on simulations using a radiative transfer model (GAME) [19] to determine sky radiances at water vapor and nitrogen Raman wavelengths and on calculations involving well established Raman scattering models [20]–[22] and system elements data (Section III). Sherlock et al. [17] found that independent aerosol measurements are essential for constraining the parameters of the radiative transfer model and reducing the uncertainty of the calibration. When they applied the method to the Observatoire de Haute Provence Raman lidar system in 1999, they could not have available such information. In our case, simultaneous sun photometer data and aerosol lidar products have been used as inputs of GAME. Other auxiliary measurements required by the model include profiles of meteorological variables, which can be obtained either from radiosonde data or from surface measurements and atmospheric models. The latest option has been our choice in order to define a calibration procedure dependent uniquely on auxiliary instrumentation run at the same lidar station. Calibrations using this method were performed between 2016 and 2017 under different meteorological conditions, and the stability of calibration factors was analyzed (Section IV). Comparisons between lidar water vapor measurements using these calibrations and available radiosonde data have been used to validate the results of the method (Section V). Some limitations and uncertainties associated with the use of radiosondes as reference instruments have in turn been revealed.

II. WATER VAPOR MIXING RATIO FROM LIDAR SIGNALS

The atmospheric WVMR is defined as the ratio between the water vapor mass in a given volume and the mass of the rest of the volume. As the water vapor mass is always much lesser than the mass of the rest of molecules in the volume, the latter can be approximated by the mass of dry air that occupies the same volume. Taking into account, moreover, that the molecular weight of water molecules is 18 g/mol, that the mean molecular weight of the air is 28.96 g/mol [23] and that the nitrogen (N\textsubscript{2}) volume proportion in the air (hence the proportion of its molecule number concentration) is 78.08\%, the mixing ratio, \( \omega \), can be expressed as

\[
\omega = \frac{0.7808 \times 18 \times N_W}{28.96 \times N_N}
\]

(1)

where \( N_W \) is the number concentration of water vapor molecules and \( N_N \) the number concentration of nitrogen molecules. The detected signal voltage (or the count rate per bin) from a given range \( R \) in the nitrogen and water vapor Raman channels of a lidar instrument, once “dark-current” offset and diffuse sky radiation have been subtracted, is given by the lidar equation

\[
S_X(R) = \frac{E \cdot A_r \cdot c \cdot K_X \cdot O_X(R) \cdot N_X(R) \cdot \frac{\partial \sigma_{X\text{eff}}}{\partial \Omega}}{2R^2} \times \exp \left\{ - \int_0^R \left[ a(r, \lambda_0) + a(r, \lambda_X) \right] dr \right\}
\]

(2)

where \( X \) is either \( W \) or \( N \) (referring, respectively, to water vapor and nitrogen channels), \( E \) is the emitted pulse energy [J], \( \lambda_0 \) is the emitted wavelength [m], \( A_r \) is the effective receiving area [m\(^2\)], \( c \) is the speed of light [ms\(^{-1}\)], \( K_X \) [N/W] is a system constant that takes into account the end-to-end transmittance of the receiving optics photodetector responsivity and the transducer constant, at each detection wavelength, \( O_X(R) \) is the overlap function profile at each detected wavelength, the exponential term takes into account the extinction along the propagation path of both the emitted (\( \lambda_0 \)) and Raman-shifted backscattered radiation (\( \lambda_X \)), and \( \frac{\partial \sigma_{X\text{eff}}}{\partial \Omega} \) is the effective differential Raman backscatter cross section of the species, which takes into account the frequency selection produced in the narrowband interference filters [16], [24] and is in general temperature—and hence altitude—dependent. In the case of the UPC lidar, this dependence can, however, be neglected (see Section III-A).

From (1) and (2)

\[
\omega(R) = 0.4853 \times \frac{K_N}{K_W} \frac{O_N(R)}{O_W(R)} \frac{\frac{\partial \sigma_{R\text{eff}}}{\partial \Omega}}{\frac{\partial \sigma_{N\text{eff}}}{\partial \Omega}} \frac{S_W(R)}{S_N(R)} \times \exp \left\{ \int_0^R \left[ a(r, \lambda_W) - a(r, \lambda_N) \right] dr \right\}
\]

(3)

Differences in transmission at the Raman frequencies accounted for in the exponential term on the right of (3) above can be neglected in common situations. Thus, the Rayleigh contribution, which has been computed using atmospheric models, results in differences below 3% for altitudes where water vapor content is meaningful, while differences in aerosol extinction would only produce significant errors in heavily aerosol loaded atmospheres [typically, for aerosol optical depth (AOD) larger than 2] [14]. Although mere geometrical considerations indicate that the overlap functions ratio, \( O_N(R)/O_W(R) \), of two channels sharing the same optical setup should be equal to unity independently of the particular implementation of the system, in real systems this might not be strictly true in the near range. Whiteman et al. [25] found for a typical system that this ratio was 1 only above 750 m and decreased to 0.94 at 300 m. In this paper, we have used their errorless altitude as a security reference, and therefore we present WVMR measurements at altitudes greater than 750 m, assuming identical overlap functions above that height. If accurate lower altitude water vapor measurements were required, a residual overlap correction function should be also determined and applied to the retrieved water vapor profiles [25], [26]. In our case, the WVMR can be, therefore, obtained by multiplying the ratio between the signal profiles corresponding to water vapor and nitrogen Raman channels by a calibration factor that has to be estimated for the particular lidar instrument. This factor depends on both the effective Raman backscatter cross sections and the system constants.
in each channel
\[ \omega(R) = \frac{F_{CAL} S_W(R)}{S_N(R)} \]  
\[ \text{with} \]
\[ F_{CAL} = 0.4853 \times \frac{\frac{\Delta \sigma_{\text{eff}}}{\partial \Omega}}{\frac{\Delta \sigma_{\text{R, N}}}{\partial \Omega}} K_N. \]  

III. ESTIMATION OF THE CALIBRATION FACTOR

The method applied in the UPC Raman lidar to determine the calibration factor above consists of determining both the effective cross-sectional ratio \((\frac{\Delta \sigma_{\text{eff}}}{\partial \Omega})/(\frac{\Delta \sigma_{\text{R, eff}}}{\partial \Omega})\) and the system constants ratio \(K_N/K_W\) appearing in (5). For determining the former term, the effective differential Raman backscatter cross section of each channel is calculated as a summation of the spectral lines corresponding to the rotational–vibrational transitions, a frequency selected by the interference filter. [16]. Formally

\[ \frac{\Delta \sigma_{\text{X, eff}}}{\partial \Omega} = \sum_i \frac{\Delta \sigma_{\text{X}}(\lambda_i)}{\partial \Omega} t_X(\lambda_i) \]  
where \(\lambda_i\) is the wavelength corresponding to each line of the Raman spectrum and \(\frac{\Delta \sigma_{\text{X}}(\lambda_i)}{\partial \Omega}\) and \(t_X(\lambda_i)\) are, respectively, the differential backscatter cross section for the specie \(X\) and the normalized transmission function of the corresponding interference filter at line wavelength \(\lambda_i\).

The ratio between system constants \(K_N/K_W\) needed to find the calibration factor in (5) can be determined from the measurement of diffuse sky radiation in the nitrogen and water vapor channels of the lidar instrument [17]. Once the “dark-current” offset—due to electronics and photodetector dark current in the case of an analog channel, or to dark counts in a photon-counting channel—has been removed from the detected signal, we obtain a background-radiation induced dc voltage \(S_{BX}\) defined as

\[ S_{BX} = K_X A_X \Omega_X B_X L_{\lambda X} \]  
where \(\Omega_X\) is the receiver field of view (sr), \(L_{\lambda X}\) is the spectral radiance (\(W \cdot \text{nm}^{-1} \cdot \text{m}^{-2} \cdot \text{sr}^{-1}\)) at the corresponding Raman-shifted wavelength, which is considered spectrally flat in the interference filters bandpass intervals, and \(B_X\) can thus be identified as the interference filter effective bandwidth (nm) \(\int t_X(\lambda) d\lambda\). Therefore,

\[ \frac{S_{BN}}{S_{BW}} = \frac{K_N \Omega_N B_N L_{\lambda N}}{K_W \Omega_W B_W L_{\lambda W}}. \]  

Equation (8) shows that if the ratios between \(\Omega_X\), \(B_X\), and \(L_{\lambda X}\) are known, the ratio between the system constants \(K_N\) required in (5) for calculating the calibration factor \(F_{CAL}\), can be obtained by computing the ratio of the measured background-radiation induced offsets \(S_{BX}\)

\[ \frac{K_N}{K_W} = \frac{\Omega_W B_W L_{\lambda W} S_{BN}}{\Omega_N B_N L_{\lambda N} S_{BW}}. \]  

A. Determination of the Effective Cross-Sectional Ratio

The filter frequency transmission functions used in (6) to calculate the effective differential Raman backscatter cross section of each channel have been provided by the filter manufacturer with a resolution of 1 nm. A standard curve-fitting procedure has been applied to interpolate the transmission at each wavelength of the Raman spectra. The differential Raman cross sections for each spectral line have been computed following [20], [24] in the case of water vapor and [21] in the case of Nitrogen. Figs. 1 and 2 show, in arbitrary units, the distribution of the spectral lines for nitrogen and water vapor at 280 K and the normalized frequency response of the corresponding interference filters used in the UPC lidar.

In the case of UPC lidar, when a temperature of 280 K is considered, the effective differential Raman backscattered cross sections have resulted \(2.40 \times 10^{-34}\) \(\text{m}^2/\text{sr}\) for the nitrogen (computed between 384 and 390 nm) and
7.03 \times 10^{-34} \text{ m}^2/\text{sr} for the water vapor (computed between 405 and 410 nm). The ratio of the effective cross sections is thus 0.34. However, the intensity of the rotational–vibrational Raman scattering spectral lines, and therefore also this ratio, depends on the temperature in the observed region. This makes the calibration factor being also temperature—and hence altitude—dependent [16], [17], [24]. This dependence, however, is strong for individual lines but not so much if the total backscatter is taken into account, resulting more significant if narrowband interference filters are used. In the case of the filters used in the UPC lidar, a temperature variation between 200 and 300 K, which can be assumed as reasonable in the range of sensed altitudes, implies a difference in the effective cross-sectional ratio, and as a consequence in the calibration factor, of 2.3% in the worst case. The effective cross-sectional ratio used in the tests presented here has been calculated for a temperature of 280 K, typical at low altitudes, and, therefore, this worst case will occur likely only in the upper troposphere, where water vapor signals are very weak and accurate measurements are anyway not possible. Another source of uncertainty arises from the determination of the spectral response of the interference filters, which might be not easily measurable and can vary in time. Among other filter features, the effective cross sections are especially sensitive to variations of the response peak location [17]. When extreme shifts of ±0.05 nm are considered in the response of the filters used in the UPC lidar, the calculated error in the effective cross-sectional ratio results to be, respectively, ∼+5% and −2%. Both estimated errors—the ones related, respectively, to the temperature and the filter peak-frequency uncertainties—will be included in the error bars calculation of the water vapor measurements.

### B. Determination of the System Constants Ratio

Regarding the computation, following (9), of the system constants ratio, we have first assumed as an approximation that the field of view in both channels is approximately the same since the receiving optics defining the receiver field of view is common to both channels [18] and given the proximity of the corresponding wavelengths. Regarding the data provided by the manufacturer of the filters, it has been also assumed that the effective bandwidths ratio \( B_W / B_N \) is 0.91. The ratio between the sky spectral radiances at a given observation angle \( L_{\lambda W} / L_{\lambda N} \) depends on the location, the day of the year, the time of the day, the aerosol loading, and the meteorological conditions. This ratio can be estimated for each individual calibration using the radiative transfer model GAME [19] and auxiliary measurements (lidar, sun photometer, and meteorological variables) providing input parameters for the model. GAME accounts for the scattering and absorption processes due to gases and aerosols. Gaseous absorption (H\(_2\)O, CO\(_2\), O\(_2\), and O\(_3\)) is treated with the correlated k distribution, using a line by line code [27] and multiple scattering effects are treated using the discrete ordinates method [28]. GAME allows accurate treatment of scattering and absorption by aerosols and molecules [29]. Calibrations were performed in cloud-free conditions for accurate radiance simulations. Figs. 3 and 4 illustrate the influence of the day of the year, the time during the day, and the aerosol loading conditions in the estimation of the spectral radiances ratio. Fig. 3 shows the diurnal evolution of \( L_{\lambda W} / L_{\lambda N} \) at two solstices for a fixed AOD of 0.15 and the same predefined aerosol vertical distribution, while Fig. 4 shows the variation of \( L_{\lambda W} / L_{\lambda N} \) as a function of AOD for a given day, time, and aerosol vertical distribution. One sees that at the coordinates of Barcelona, \( L_{\lambda W} / L_{\lambda N} \) can vary, in the same day (summer solstice), between 1.51 and 1.83 (21%) depending on the time of the day. In turn, if the simulations are performed for the same time (12:00), variations of the radiances ratio can range between 1.57 and 1.83 (17%) depending on the day of the year. Another interesting result is the influence of the aerosols, which tend to increase the ratio \( L_{\lambda W} / L_{\lambda N} \). If we take an AOD of 0.2, the increase of \( L_{\lambda W} / L_{\lambda N} \) with respect to a situation without aerosols (AOD = 0) and with the assumed aerosol vertical distribution is 18%. These calculations show the importance of accurate simulations of the radiances when determining the calibration factor.
Finally, the background-induced signals, $S_{BN}$ and $S_{BW}$, can be obtained either directly from diffuse sky background-radiation measurements or from lidar signals at 25–30 km, where the backscatter contribution can be assumed to be negligible. In practice, lidar signals are the preferred source because at the same time they provide the vertical aerosol structure required as input in the radiative transfer model.

Fig. 5 shows schematically the calibration procedure described above. Sun photometer data, obtained from aerosol robotic network (AERONET; http://aeronet.gsfc.nasa.gov) [30], provide inputs [AOD, albedo, single scattering albedo, and the asymmetry factor (asy)] for GAME. A lidar measurement provides both the sky background signals, $S_{BN}$ and $S_{BW}$, and, after proper processing, the extinction profile, $\alpha(R)$, used as a qualitative information by GAME to distribute the column-integrated AERONET parameters in layers. In our case, the extinction profiles for daytime measurements are obtained performing the Klett–Ferland’s algorithm [31], using sun photometer data to constrain the AOD and determine the required lidar ratio. Overlap functions are periodically assessed from nighttime Raman measurements using the procedure proposed by Wandinger and Ansmann [32], and used to correct the lidar signals for both obtaining the extinction profile in the lowest altitudes and minimizing bias errors. Not having accurate information about the vertical distribution of the aerosols in the boundary layer would imply an additional uncertainty of 1%. This induced error has been empirically estimated by using a large enough number of different profiles (corresponding to different dates) and computing the standard deviation (SD) of the simulated radiances ratio when the rest of input parameters remain constant. Profiles of some meteorological variables, namely, pressure $P(R)$ and temperature $T(R)$, which can be obtained from daily radiosoundings at 12:00 AM or by using atmospheric models and surface measurements, are also used as input in GAME. Both alternatives have been tested and no significant differences have been observed (<0.3% in all the cases). Atmospheric models plus local surface measurements have been finally chosen in the tests presented in this paper. This choice states the calibration method as not dependent on radiosondes launchings, what permits performing calibrations at any time during the day.

An accurate knowledge of the frequency response of the interference filters of the nitrogen and water vapor Raman channels, $t_N(\lambda)$ and $t_W(\lambda)$, is also needed for determining the bandwidth ratio ($B_W/B_N$) in (9) and, as well as the differential cross-sectional Raman spectra, for calculating the effective Raman cross sections, as described in Section III.

IV. RESULTS

A set of calibration measurements during 2016 and 2017 has been used to obtain the ratio of background photon-counting mode signals in the lidar instrument. Simulations with GAME to determine in each case the ratio of spectral radiances have also been performed. With these results and with the rest of estimated parameters, the calibration factor $F_{\text{CAL}}$ has been then calculated using (5) and (10). Fig. 6 shows, as examples, the resulting values for two sets of multiple calibrations performed in (a) February 23, 2016 between 8:00 UTC and
TABLE I
RESULTS OF CALIBRATIONS BETWEEN
FEBRUARY 2016 AND MARCH 2017

<table>
<thead>
<tr>
<th>Date</th>
<th>nCAL</th>
<th>FCAL</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>2016/02/22</td>
<td>13</td>
<td>0.230</td>
<td>1.11%</td>
</tr>
<tr>
<td>2016/02/23</td>
<td>16</td>
<td>0.227</td>
<td>1.45%</td>
</tr>
<tr>
<td>2016/04/11</td>
<td>1</td>
<td>0.208</td>
<td>-</td>
</tr>
<tr>
<td>2016/04/13</td>
<td>1</td>
<td>0.207</td>
<td>-</td>
</tr>
<tr>
<td>2016/04/18</td>
<td>1</td>
<td>0.205</td>
<td>-</td>
</tr>
<tr>
<td>2016/05/03</td>
<td>1</td>
<td>0.205</td>
<td>-</td>
</tr>
<tr>
<td>2016/06/20</td>
<td>1</td>
<td>0.206</td>
<td>-</td>
</tr>
<tr>
<td>2016/06/23</td>
<td>9</td>
<td>0.209</td>
<td>1.47%</td>
</tr>
<tr>
<td>2017/02/17</td>
<td>1</td>
<td>0.212</td>
<td>-</td>
</tr>
<tr>
<td>2017/02/21</td>
<td>1</td>
<td>0.214</td>
<td>-</td>
</tr>
<tr>
<td>2017/03/07</td>
<td>1</td>
<td>0.213</td>
<td>-</td>
</tr>
<tr>
<td>2017/03/15</td>
<td>9</td>
<td>0.211</td>
<td>1.50%</td>
</tr>
<tr>
<td>2017/03/17</td>
<td>6</td>
<td>0.208</td>
<td>0.82%</td>
</tr>
<tr>
<td>2017/04/04</td>
<td>7</td>
<td>0.198</td>
<td>1.39%</td>
</tr>
</tbody>
</table>


\(N\): Number of calibrations during the day; \(SD\): standard deviation if multiple calibrations available.

V. WATER VAPOR MIXING RATIO PROFILES
COMPARISON WITH radiosonde DATA

In this section, several WVMR profiles obtained from lidar measurements and the corresponding estimated calibration factor are presented. These profiles are compared with the ones calculated from radiosonde data [the air temperature, \(T(R)\), the air pressure, \(p(R)\), and the relative humidity, \(U_w(R)\)] [14]. The WVMR, \(\omega(R)\), is related to the air pressure, which is supplied by the radiosonde and the water vapor pressure, \(e(R)\):

\[
\omega(R) = \frac{e(R)}{p(R) - e(R)}.
\]

In turn, the water vapor pressure can be expressed as a function of the relative humidity (over water), \(U_w(R)\), which is a parameter provided by the radiosonde, and the saturation pressure, \(e_w(R)\):

\[
e(R) = U_w(R) e_w(R).
\]

Finally, the saturation pressure depends on the air temperature

\[
e_w(R) = 6.107 \exp \left( \frac{M_A [T(R) - 273]}{M_B + [T(R) - 273]} \right)\]

\[
T < 273 \text{ K} \rightarrow M_A = 17.84, \quad M_B = 254.4
\]

\[
T > 273 \text{ K} \rightarrow M_A = 17.08, \quad M_B = 234.2
\]

Fig. 7 shows four cases in which water vapor profiles from lidar measurements and from radiosonde data are plotted. In all the cases, lidar retrievals have been obtained from 150 min measurements with spatial smoothing of 150 m below 3 km and 300 m above. The uncertainty in the lidar retrievals, \(\sigma_{\omega}\), represented in the plots of Fig. 7 by error bars, has been calculated applying the error-propagation classic formulation [34] to (4):}

\[
\sigma_{\omega}^2 = \left( \frac{\partial \omega}{\partial F_{CAL}} \right)^2 \sigma_{F_{CAL}}^2 + \left( \frac{\partial \omega}{\partial S_N} \right)^2 \sigma_{S_N}^2 + \left( \frac{\partial \omega}{\partial S_W} \right)^2 \sigma_{S_W}^2
\]

\[
= \left( \frac{S_N}{S_W} \right)^2 \sigma_{F_{CAL}}^2 + \left( \frac{F_{CAL}}{S_N} \right)^2 \sigma_{S_N}^2 + \left( \frac{F_{CAL} S_W}{S_N} \right)^2 \sigma_{S_W}^2
\]

where \(\sigma_{S_N}^2\) and \(\sigma_{S_W}^2\) are the noise variances of both lidar signals at each retrieval altitude and \(\sigma_{F_{CAL}}\) is a statistical error assigned to the calibration factor: 2.3% corresponding to the temperature uncertainty and 5% to the filter location uncertainty (both described in Section III-A). Considering that they are independent sources of error the composite uncertainty assigned to the calibration factor results \(\sigma_{F_{CAL}} = 5.5\%\).

In general, there is a good agreement between profiles regarding rough vertical structural features. Table II shows the mean bias and the relative SD between lidar retrievals and radiosonde data, calculated at altitudes where WVMR is greater than one, for a set of 14 cases between December 2015 and May 2017. The calibration factor used in each lidar retrieval has been the closest available to the date of the measurements. The mean bias is, in eight of the cases, below 3%, in four cases between 5% and 10% and in two cases significantly bigger (14% and 25%). The relative SD is in turn below 10% in three cases, between 10% and 20% in nine of the cases and above 30% for the two cases with the largest biases.

These differences arise mainly from fine details in the profiles that can be partly explained by the lack of both spatial and temporal exact coincidence between lidar and radiosonde measurements. First of all, the lidar and the radiosonde launch
Fig. 7. Four cases of lidar WVMR retrievals along with almost co-located, almost simultaneous radiosonde measurements. (a) December 11, 2015 at 00:46. (b) January 28, 2016 at 00:45. (c) September 17, 2016 at 00:45. (d) November 11, 2016 at 00:46. The calibration factor used in cases (a) and (b) is \( F_{\text{CAL}} = 0.230 \) (calibrated February 22, 2016); for case (c) \( F_{\text{CAL}} = 0.209 \) (calibrated June 23, 2016); and for case (d) \( F_{\text{CAL}} = 0.212 \) (calibrated February 17, 2017).

### TABLE II
**MEAN BIAS AND RELATIVE SD BETWEEN LIDAR RETRIEVALS AND RADIOSONDE DATA AT ALTITUDES WITH WVMR > 1**

<table>
<thead>
<tr>
<th>Date</th>
<th>Bias (%)</th>
<th>SD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015/12/04</td>
<td>2.50</td>
<td>11.50</td>
</tr>
<tr>
<td>2015/12/11*</td>
<td>-0.77</td>
<td>7.49</td>
</tr>
<tr>
<td>2016/01/12</td>
<td>1.88</td>
<td>9.20</td>
</tr>
<tr>
<td>2016/01/21</td>
<td>25.65</td>
<td>30.87</td>
</tr>
<tr>
<td>2016/01/28*</td>
<td>-6.72</td>
<td>17.47</td>
</tr>
<tr>
<td>2016/05/28</td>
<td>-13.78</td>
<td>35.18</td>
</tr>
<tr>
<td>2016/06/20</td>
<td>-0.71</td>
<td>3.77</td>
</tr>
<tr>
<td>2016/07/06</td>
<td>-2.13</td>
<td>17.12</td>
</tr>
<tr>
<td>2016/09/17*</td>
<td>6.55</td>
<td>12.47</td>
</tr>
<tr>
<td>2016/11/11*</td>
<td>2.77</td>
<td>12.40</td>
</tr>
<tr>
<td>2017/01/14</td>
<td>-8.75</td>
<td>14.86</td>
</tr>
<tr>
<td>2017/04/19</td>
<td>1.71</td>
<td>10.89</td>
</tr>
<tr>
<td>2017/04/23</td>
<td>-9.47</td>
<td>13.15</td>
</tr>
<tr>
<td>2017/05/25</td>
<td>-2.05</td>
<td>15.53</td>
</tr>
</tbody>
</table>

* Cases shown in Fig. 7

In particular, the horizontal drifts at 2 and 6 km altitude for the cases presented in Fig. 5 are given in Table III. The location of the lidar station (in a urban environment, at the bottom of a 500-m altitude mountain range, and at a distance of 5 km from the sea) as well as the complex vertical structure usually observed over Barcelona [35] let us think that radiosonde drifts can significantly impact water vapor atmospheric measurements validation.

Besides, temporal coincidence between lidar and radiosonde measurements is not either perfect. Thus, radiosonde launchings take place every night at 00:00 UTC, and they provide instantaneous values for each altitude level, reaching 10-km altitude in 30–35 min. The lidar profiles presented here were synchronized with the overpasses of the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite [36], starting...
Multiple calibrations carried out during the same day, from sunrise to sunset, have yielded that the method is virtually independent of the illumination intensity or the solar zenith angle. In turn, regular calibrations of the UPC lidar over a yearlong have shown that the calibration factor, although remaining approximately constant for relatively long periods, can suffer sudden, unpredictable variations mainly due to systematic changes in the instrument conditions, which makes indispensable frequent regular calibrations of the water vapor channel.

Comparisons between lidar WVMR profiles using the calibration factor obtained with this method and data from reference radiosondes are in good agreement when rough features are assessed. However, differences in the finer details of the vertical water vapor profiles (bias about 5% and relative SD between 10% and 15% in most of the cases), reveal the key uncertainties associated with the use of radiosondes, namely, horizontal drifts, and, up to a point, temporal variations (Section V). Alternatively, the method proposed here overcomes these problems by relying on simultaneous reference lidar, sun photometer, and surface measurements.

VI. CONCLUSION

The calibration factor for water vapor retrievals has been estimated from the characterization of Raman cross sections and system constants at both water vapor and Nitrogen Raman wavelengths. Raman cross sections have been obtained from Raman scattering models and interference filter parameters. Whereas system constants determination requires far-range background-level measurements, interference filters parameters, and auxiliary data (lidar products, sun photometer measurements, and atmospheric variables profiles) to be input of a radiative transfer model for estimating incident radiance levels.
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