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Abstract The particle support volume is crucial for simulating reactive transport with Lagrangian methods as it dictates the interaction among particles. Assuming that it is constant in space, the particle support volume can be selected by means of kernel density estimation theory, an approach that has been shown to provide accurate estimates in simple setups. However, the particle support volume should intuitively vary with the particle position and evolve with time so as to mimic the local behavior of the solute plume. In this paper, we present a new approach to select a locally optimal particle support volume in reactive transport simulations. We consider that each particle has a different support volume that can locally adapt its shape and size with time based on the nearby particle distribution. By introducing a new optimality criterion, closed-form expressions of the particle support volume are presented under certain assumptions. In advection-dominated transport, we propose to orient the support volume along the local velocities. Numerical simulations of solute transport in a randomly heterogeneous porous medium demonstrate that the new approach can substantially increase accuracy with a more rapid convergence to the true solution with the number of particles. The error reduction seen in local approaches is particularly important in regions with extreme (high and low) density of particles. The method is shown to be computationally efficient, displaying better results than traditional histogram or global kernel methods for the same computational effort.

1. Introduction

Numerical models that deal with multiple species and chemical reactions are typically based on Eulerian approaches (e.g., Lichtner et al., 2015; Saaltink et al., 2004; Xu et al., 2014; Yeh et al., 2004). However, the incorporation of physical and biochemical heterogeneities into grid-based Eulerian codes that solve the multicomponent advection-dispersion equation coupled with reactions suffers from numerical problems stemming from the need to fulfill a small grid-Peclet number $\Delta x / a$ to properly simulate reactions, being $a$ the diffusivity and $\Delta x$ the size of the numerical spatial discretization. Knowing that in porous media many chemical reactions are driven by mixing (De Simoni et al., 2005, 2007; Dentz et al., 2011; Gramling et al., 2002; Martinez-Landa et al., 2012) and controlled by very small values of transverse dispersivities (Cirpka et al., 1999, 2015), these numbers are seldom achieved in practical applications, and numerical simulations tend to overpredict the total amount of reaction produced (Benson et al., 2017; Sanchez-Vila & Fernàndez-Garcia, 2016). This renders reactive transport modeling a major challenge in hydrogeology nowadays.

Lagrangian approaches that simulate transport by moving particles with simple mechanisms constitute a more attractive technique to overcome some of these problems. These methods are well established for nonreactive chemical systems. Different authors have compared Eulerian and Lagrangian approaches for nonreactive transport. Salamon et al. (2006a) compared the total variation diminishing scheme in MT3D (Zheng & Wang, 1999) with different Lagrangian approaches. These authors found that the total variation diminishing scheme overestimates dispersion even when the velocity contrast between grid cells is relatively small. This effect was significantly less important in the standard random walk method based on the Ito-Fokker-Planck equation. They also concluded that the random walk method is most advantageous when high resolution or many model runs (stochastic modeling) are needed in advective-dominated problems. Along the same line, Boso et al. (2013) compared several popular Eulerian and Lagrangian schemes. These authors showed that the Eulerian schemes overestimate mixing due to numerical dispersion and truncation errors, while Lagrangian approaches, such as the random walk method (e.g., Salamon et al., 2006a) and smoothed particle hydrodynamics (e.g., Herrera et al., 2009; Tartakovsky & Meakin, 2005), are virtually free
of numerical dispersion. The smoothed particle hydrodynamics was found to be computationally demanding compared to other Lagrangian approaches.

In addition to these numerical features, several authors have demonstrated that the random walk method can also efficiently deal with non-Fickian transport phenomena (Berkowitz et al., 2006; Cvetkovic & Haggerty, 2002; Delay & Bodin, 2001; Dentz & Castro, 2009; Zhang & Benson, 2008) and multiple porosity systems (Benson & Meerschaert, 2009; Huang et al., 2003; Salamon et al., 2006b; Tsang & Tsang, 2001; Willmann et al., 2013). Linear reactive transport problems including network reactions can also be easily handled (Henri & Fernández-Garcia, 2014, 2015). However, these Lagrangian methods have not been sufficiently developed for simulating complex reactive transport problems, even though several advantages are reported in the literature (Sanchez-Vila & Fernández-Garcia, 2016). For instance, the recent comparison of Eulerian and Lagrangian reactive transports reported by Benson et al. (2017) showed that Lagrangian simulations in a heterogeneous velocity field with a bimolecular reaction of the type \( A + B \rightarrow P \) can outperform the most popular Eulerian schemes. These authors reported twice as much excess reaction (due to advection error) in the first-order Eulerian simulations compared to the Lagrangian, using 1 million cells with a grid Peclet number of 10. These results indicated that a very strict constraint on the grid Peclet number is required in Eulerian reactive transport simulations.

However, the random walk method is not free of disadvantages. The discrete nature of particles can lead to statistical fluctuations of the concentrations, which are only eliminated by using an infinite number of particles. In practice, this is not feasible, and one needs to deal with a limited number of particles. This causes a subsampling problem which calls for the definition of the particle support volume. The formal interpretation of the particle support volume is crucial for reactive transport as it defines the interaction of one particle with nearby particles of different species. Different interpretations of the particle support volume can be found in the literature. Some authors (e.g., Benson & Meerschaert, 2008; Edery et al., 2009; Engdahl et al., 2017; Hansen et al., 2014; Tompson, 1993; Tompson et al., 1996) have considered that the particle support volume is a fixed quantity defined based on the numerical discretization of the transport problem or the particle motion. The latter approach was proposed by Benson and Meerschaert (2008) who determined the particle support volume based on the probability of collocation of two particles due to local dispersion. This method has been largely extended in different directions (Bolster et al., 2012, 2016; Paster et al., 2013, 2014) and recently applied to simulate biodegradation in a real field application (Ding et al., 2017). A different approach was introduced by Fernández-Garcia and Sanchez-Vila (2011) who defined the particle support volume based on the kernel density estimation (KDE) theory. This approach expresses the particle support volume as a function of the concentration distribution and the number of particles used. Since concentrations are affected not only by local dispersion but also by the model-scale fluid dynamics, this particle support volume also changes with time depending on the deformation of the particle plume. This kernel-based approach has been demonstrated to largely minimize the errors involved in the reconstruction of concentrations and in quantifying mixing and human health risk (Fernández-Garcia & Sanchez-Vila, 2011; Pedretti & Fernández-Garcia, 2013; Siirila-Woodburn et al., 2015). Moreover, this approach has also been extended to simulate nonlinear reactive transport (Rahbaralam et al., 2015; Schmidt et al., 2017). Recently, Sole-Mari et al. (2017) extended the kernel-based approach to simulate any kind of reactions other than bimolecular monovalent reactions. Until now, in these kernel-based methods, the particle support volume associated with the particles of a given chemical species has been allowed to evolve in time but not in space.

In this paper we explore the potential benefits of allowing the particle support volume to vary not only in time but also in space. We develop a novel approach capable of estimating an optimal locally adaptive kernel function at the particle location based on the minimization of a local error criterion. Then, we compare the new approach with the time-dependent global optimal kernel approach and the traditional binning (histogram) method. To do so, we evaluate the estimation accuracy of the concentrations and the reaction rates in a 2-D heterogeneous reactive transport model.

# 2. Background

## 2.1. KDE and Random Walk Models

KDE is a nonparametric technique that has become popular in the field of data analytics. It is typically used to estimate the underlying probability density function (pdf) of a continuous random variable given a sample...
For illustration, let us consider a chemical reaction $A + B \rightarrow C$ with a reaction rate described as $r = k_f C_A C_B$, where the subscripts $A$ and $B$ refer to the chemical species and $k_f$ is the reaction rate coefficient. In this case, Sole-Mari et al. (2017) suggested that the probability of reaction of particle $A_i$ in a given time interval $[t, t + \Delta t]$ is

$$P(A_i \rightarrow C_i) = \frac{k_f}{\phi} \sum_{\beta=1}^{N_B} m_{i}^B W \left( \mathbf{X}_{A_i}^\beta - \mathbf{X}_{B_i}^\beta, \mathbf{H}_A^\beta + \mathbf{H}_B^\beta \right),$$

where $\mathbf{X}_{A_i}^\beta, \mathbf{X}_{B_i}^\beta, \mathbf{H}_A^\beta,$ and $\mathbf{H}_B^\beta$ are the positions and kernel bandwidth matrices for particles $A_i$ and $B_\beta$, respectively, and the porosity $\phi$ is evaluated at a weighted midpoint:

$$\mathbf{X}_{A_i}^\beta = \left( \mathbf{H}_A^{-1} + \mathbf{H}_B^{-1} \right)^{-1} \left( \mathbf{H}_A^{-1} \mathbf{X}_{A_i}^\beta + \mathbf{H}_B^{-1} \mathbf{X}_{B_i}^\beta \right).$$

This formulation can be extended to more complex stoichiometries and nonlinear reaction rates by simply adding a compensation function (Sole-Mari et al., 2017), as described in Appendix A. In any case, the important point here is that the probability of reaction directly depends on the distance between particles associated with different species and their corresponding bandwidth matrices.
2.2. Selection of the Optimal Bandwidth Matrix

The resulting estimates of concentrations and reactions strongly depend on the choice of the bandwidth matrix \( \mathbf{H} \). If \( |\mathbf{H}| \) is too large, the estimated concentrations will be oversmoothed and reactions overpredicted. If \( |\mathbf{H}| \) is too small, the estimated concentrations will display fluctuations leading to incomplete mixing (Benson & Meerschaert, 2008). Consequently, an optimal bandwidth matrix exists. A common optimality criterion in statistics for the selection of \( \mathbf{H} \) is the Mean Integrated Squared Error, formally written as

\[
\text{MISE}(\mathbf{H}) = \int E \left\{ \left( \hat{p}(\mathbf{x}) - p(\mathbf{x}) \right)^2 \right\} d\mathbf{x},
\]

where \( E(\cdot) \) is the expected value operator. It can be shown that in the limit, when \( N|\mathbf{H}|^{1/2} \to \infty \) and \( |\mathbf{H}| \to 0 \), the MISE approaches an asymptotic value, typically denoted as AMISE (e.g., Härdle, 1991), given by

\[
\text{AMISE}(\mathbf{H}) = \frac{R(W)}{N|\mathbf{H}|^2} + \frac{1}{4} \frac{\mu_2(W)}{N|\mathbf{H}|^2} T(p, \mathbf{H}),
\]

where

\[
R(W) = \int_{\mathbb{R}^d} W^2(\mathbf{y}) d\mathbf{y},
\]

\[
T(p, \mathbf{H}) = \int_{\mathbb{R}^d} \text{tr}^2 \left( \mathbf{H} \frac{\partial^2 p(\mathbf{x})}{\partial \mathbf{x} \partial \mathbf{x}^T} \right) d\mathbf{x}.
\]

The first term on the right-hand side of (10) is the asymptotic integral of the mean variance, and the second term is the asymptotic integral of the mean squared bias. \( \text{tr} \) indicates the trace of a matrix. For completeness, the derivation of expression (10) is given in Appendix B. The optimal bandwidth matrix is the one that minimizes the AMISE with respect to \( \mathbf{H} \). Closed-form solutions to this minimization problem only exist for certain parametrizations of \( \mathbf{H} \) (Wand & Jones, 1993). For \( d > 1 \), the unconstrained case (without a priori assumptions) does not have a closed-form solution, although it can be solved numerically (e.g., Gramacki, 2018). The simplest approach is what we refer to as the Global Isotropically (GI) method, which parametrizes the bandwidth matrix using only one parameter: \( \mathbf{H} = h_{\text{GI}}^2 \mathbf{I}_d \). In this case, the optimal \( h_{\text{GI}} \) (obtained by imposing \( \partial \text{AMISE}/\partial h_{\text{GI}} = 0 \)) can be written as (e.g., Silverman, 1986)

\[
h_{\text{GI}} = \left( \frac{d R(W)}{\mu_2(W)} \right)^{\frac{1}{2d}}.
\]

Since \( h_{\text{GI}} \) in (13) depends on the unknown second spatial derivatives of the true pdf through \( T(p, \mathbf{I}_d) \), a variety of methods have been developed for selecting the bandwidth matrix. The general consensus is that the most useful methods are the plug-in and the cross validation (Jones et al., 1996; Park & Marron, 1990). In this article, we will use the plug-in method (Botev et al., 2010; Sheather & Jones, 1991), which consists in determining \( T(p, \mathbf{I}_d) \) with another kernel estimator. The bandwidth of this kernel depends in turn on the squared integral of higher-order derivatives of \( p(\mathbf{x}) \), which can also be estimated by other kernel estimators. Recursively, this leads to an infinite sequence, which is typically solved by assuming a normal distribution of \( p(\mathbf{x}) \) in the estimation of some high-order integral squared derivatives (Sheather & Jones, 1991).

As presented so far, the minimization of AMISE provides a globally optimal bandwidth matrix, which is assumed constant in space. However, spatially variable degrees of smoothing may be needed in real situations, most particularly at the edges of the particle distributions where fewer data points exist. To overcome this problem, two different types of locally adaptive kernel estimators have been proposed in the literature that allow the bandwidth matrix \( \mathbf{H} \) to vary as a function of the estimation location \( \mathbf{x} \) (balloon estimator) or the particle position \( \mathbf{X}_n \) (sample-point estimation). We refer to Sain (2002) for a detailed review on locally adaptive multivariate KDE approaches. The most popular balloon estimator is the nearest neighbor density estimator introduced by Loftsgaarden and Quesenberry (1965). Assuming an isotropic parametrization \( \mathbf{H} = h^2 \mathbf{I}_d \), this method considers that \( h \) is proportional to the distance from \( \mathbf{x} \) to the \( k \)th nearest data point (which is asymptotically equivalent to considering that \( h \propto 1/p \)). When applied pointwise, the balloon estimator behaves just like the fixed bandwidth estimator (Terrell & Scott, 1992). However, this method is not mass-conservative (the pdf does not need to integrate to 1).
and suffers from severe bias problems as well as discontinuities (Hall, 1983; Mack & Rosenblatt, 1979). In contrast, sample-point estimators (Breiman et al., 1977) associate a different bandwidth matrix with each sample point. Most of these approaches set the bandwidth as proportional to \( h_{gi} \) multiplied by some negative power of a pilot density estimate evaluated at \( X_u \) (e.g., Abramson, 1982; Breiman et al., 1977; Pedretti & Fernàndez-Garcia, 2013; Silverman, 1986). For example, Abramson’s (1982) square root law suggests that \( h \propto p^{-1/2} \). In these sample-point methods, the local bandwidth is not independent from the global one, and it is restricted to be only a function of the magnitude of the density (Sain, 2002). Hence, the effect of more complex features of the local density distribution is neglected. Moreover, these methodologies do not determine the kernel shape in multivariate KDE. A more general approach is the diffusion kernel by Botev et al. (2010), who also define a priori the dependence of the kernel function on a pilot estimate of \( p \). Sain and Scott (1996) proposed dividing the domain of a univariate distribution in a number of bins (5–30) and applying a piecewise constant bandwidth to each bin. They optimized the set of bin bandwidths numerically to minimize the MISE. The method renders a considerable gain in accuracy with respect to the fixed bandwidth estimator. Sain (2002) extended this methodology to implement it on bivariate distributions.

### 3. A Locally Adaptive Kernel Density Estimator

In this section we develop a sample-point estimator that relies on a new local definition of the estimation error used to select the locally optimal kernel bandwidth in 2-D and 3-D problems. As opposed to balloon estimators, a sample-point estimator is inherently mass-conservative (the estimated pdf always integrates to 1). We do not rely on simple rules such as \( h \propto p^{-1/2} \), but the local variations of the kernel in space occur naturally to satisfy a minimum error criterion. Unlike the approach proposed by Sain and Scott (1996), the support volume is not piecewise constant in a set of bins but varies smoothly with the particle location. Under different assumptions on the kernel shape, we give the corresponding expressions of the bandwidth.

#### 3.1. Theoretical Development

Given a random distribution of particles \( \{X_1, \ldots, X_n\} \) obtained from a RWPT simulation at a given time \( t \), the kernel density estimate \( \hat{p}(x) \) of \( p(x) \) is defined as

\[
\hat{p}(x) = \frac{1}{N} \sum_{i=1}^{N} W_{ti}(x - X_i, H_{i}).
\]

where \( H_{i} \) is the bandwidth matrix associated with the \( i \)th particle at the \( X_i \) position, that is, \( H_{i} = H(X_i) \). The bandwidth matrix \( H_{i} \) is determined based on the minimization of the Local Asymptotic Mean Integrated Squared Error centered at the particle position, which we define as

\[
LMISE_{i}(H_{i}) = \int_{\mathbb{R}^d} E\left( (\hat{p}(x) - p(x))^2 \right) W_{ti}(x - X_i, H_{i}) \, dx.
\]

The kernel function \( W_{ti}(x - X_i, H_{i}) \) is used to penalize the error distance away from the particle position where the approximation is centered. The bandwidth matrix \( H_{i} \) controls the strength of this penalty, which is assumed constant for all particles. Assuming that the bandwidth matrix does not substantially vary near the particle position \( X_i \) (i.e., within the support volume defined by \( H_{i} \)), the \( LMISE_{i} \) approaches to an asymptotic expression, in the limit when \( N|H_{i}|^{1/2} \to \infty \) and \( |H_{i}| \to 0 \), denoted here as \( ALMISE_{i} \). This is demonstrated in Appendix B. The \( ALMISE_{i} \) can be formally written as

\[
ALMISE_{i}(H_{i}) \approx \frac{1}{N^2} \left( n_{i}(p)R(W)|H_{i}|^{1/2} + \frac{1}{4} \mu_2^2(W)T_{i}(\rho, H_{i}) \right),
\]

where \( \rho \) is the density of particles defined as the number of particles per unit volume, that is, \( \rho(x) = N \rho(x) \), and

\[
T_{i}(\rho, H_{i}) = \int_{\mathbb{R}^d} W_{ti}(x - X_i, H_{i}) \, tr^2 \left( H_{i} \frac{\partial^2 \rho}{\partial x \partial x} \right) \, dx,
\]

\[
n_{i}(p) = \int_{\mathbb{R}^d} W_{ti}(x - X_i, H_{i}) \, \rho(x) \, dx.
\]
When a full bandwidth matrix parametrization is used, the minimization of \( ALMISE_{\alpha} \) involves \( d(1 + d)/2 \) parameters. Similar to the global case, a closed-form solution does not exist for \( d > 1 \). Although numerical optimization would still be possible, it would entail an unpractical amount of calculations. However, it is possible to derive explicit solutions of \( H_{\alpha} \) under certain assumptions. Let us first decompose the bandwidth matrix into three components (similar to eigenvalue decomposition),

\[
H_{\alpha} = h_{\alpha}^2 V_{\alpha} S_{\alpha} V_{\alpha}^T, \tag{20}
\]

where \( V_{\alpha} \) is the rotation matrix, \( S_{\alpha} \) is the shape matrix that defines the relative elongation of the ellipsoidal kernel, and \( h_{\alpha} \) is the scaling parameter of the kernel. At this point, \( V_{\alpha} \) and \( S_{\alpha} \) are assumed different from \( I_{\alpha} \). At the end of this section we introduce possible assumptions that lead to different variants of the local approach. The shape matrix is a diagonal matrix defined as \( S_{\alpha} = \text{diag} \{ s_1, \ldots, s_d \} \) with \( |S_{\alpha}| = 1 \). Knowing that \(|S_{\alpha}| = 1\), the last component of \( S_{\alpha} \) can be written as \( s_d = \left( \prod_{i=1}^{d-1} s_i \right)^{-1} \). In order to reduce the number of parameters, we considered that the principal directions of the bandwidth matrix \( H_{\alpha} \) are predetermined, that is, the rotation matrix \( V_{\alpha} \) is known. From this, \( ALMISE_{\alpha} \) is a function of the following \( d \) parameters: \( \{h_{\alpha}, s_1, \ldots, s_d \} \). Substituting (20) into (16) and defining the projected Hessian matrix as

\[
G_{\alpha} = V_{\alpha}^T \frac{\partial^2 \rho}{\partial \mathbf{x} \partial \mathbf{x}^T} V_{\alpha}, \tag{21}
\]

we have

\[
ALMISE_{\alpha}(h_{\alpha}, s_1, \ldots, s_d) = \frac{1}{N^2} \left( \frac{n_{\alpha}(p) R(W)}{h_{\alpha}^2} + \frac{h_{\alpha}^4}{4} \mu_{2}^2(W) T_{\alpha}(p, S_{\alpha}) \right), \tag{22}
\]

where

\[
T_{\alpha}(p, S_{\alpha}) = \sum_{i=1}^{d} \sum_{j=1}^{d} s_i s_j \psi_{ij}(p). \tag{23}
\]

\[
\psi_{ij}(p) = \int_{\mathcal{X}} W_{ij}(x - x_{\alpha}, H_{0}) G_{ij}(x) G_{ij}(x) dx. \tag{24}
\]

Here the coefficients \( G_{ij} \) are the diagonal components of \( G_{\alpha} \), which are the projections of the Hessian along the eigenvectors of the local bandwidth matrix \( H_{\alpha} \), and \( \psi_{ij} \) form a symmetric matrix \( \psi_{\alpha} \) designated here as the roughness matrix.

Taking \( \partial ALMISE/\partial h_{\alpha} = 0 \) and \( \partial ALMISE/\partial s_k = 0 \) for \( k = 1, \ldots, d - 1 \), we obtain that the optimal kernel scaling parameter can be written as

\[
h_{\alpha} = \left( \frac{d R(W)n_{\alpha}(p)}{\mu_{2}^2(W) T_{\alpha}(p, S_{\alpha})} \right)^{1/4}, \tag{25}
\]

and the shape matrix components can be written as...
call this parametrization the Local Rotated (LR) approach. The rotation matrix in this case can be written as
\[ s_1 = \left( \frac{\psi_{22}}{\psi_{11}} \right)^\frac{d}{2}, \quad s_2 = \left( \frac{\psi_{11}}{\psi_{22}} \right)^\frac{d}{2}, \quad \text{for } d = 2, \]
\[ s_1 = \left( \frac{\psi_{22} \psi_{33}}{\psi_{11}} \right)^\frac{d}{2}, \quad s_2 = \left( \frac{\psi_{11} \psi_{33}}{\psi_{22}} \right)^\frac{d}{2}, \quad s_3 = \left( \frac{\psi_{11} \psi_{22}}{\psi_{33}} \right)^\frac{d}{2}, \quad \text{for } d = 3. \]

The derivations of these expressions are given in Appendix C. It should be noted that the solution for the case \( d = 3 \) is an approximation. Substituting (26) and (27) into (23), we have
\[ T_a = 2(\psi_{11} \psi_{22})^\frac{d}{2} + 2(\psi_{12})^\frac{d}{2}, \quad \text{for } d = 2, \]
\[ T_a = 3(\psi_{11} \psi_{22} \psi_{33})^\frac{d}{2} + 2(\psi_{23} (\psi_{22} \psi_{33} / \psi_{11})^\frac{d}{2})^\frac{d}{2} + 2(\psi_{13} (\psi_{11} \psi_{33} / \psi_{22})^\frac{d}{2})^\frac{d}{2} + 2(\psi_{13} (\psi_{11} \psi_{22} / \psi_{33})^\frac{d}{2})^\frac{d}{2}, \quad \text{for } d = 3. \]

Note from (25) that smaller values of the optimal scaling parameter \( h_n \) will occur for higher values of the net roughness \( T_a \). This elucidates the mimetic nature of the local adaption: The kernel becomes larger in those areas where concentrations are smoother, and it becomes smaller in the presence of abrupt hills and valleys of the concentrations. Similarly, note from (26) and (27) that the smallest eigenvalue of the kernel shape corresponds to the local dominant orientation of the curvature of the particle densities. That is to say that the local kernel is more elongated along the minimum curvature, where fluctuations are smaller. Based on this, we propose two different ways to choose the rotation matrix \( \mathbf{V}_a \) in RWPT simulations. The first one considers a rotation matrix that aligns the local bandwidth matrix along the mean flow direction or any other foreseeable direction of marked anisotropy in the velocity field. This has the advantage that \( \mathbf{V}_a \) becomes a constant matrix that does not depend on the particle position \( \mathbf{x}_n \). It is therefore computationally more efficient. We call this parametrization the Local Diagonal (LD) approach. The other consists of orienting the kernel bandwidth matrix along the local flow velocity vector, estimated as
\[ \mathbf{v}_a = \int_{\text{space}} \mathbf{W}_a (\mathbf{x} - \mathbf{x}_n, \mathbf{H}_a) \mathbf{v} (\mathbf{x}) d\mathbf{x}, \]
where \( \mathbf{v}(\mathbf{x}) \) is the flow velocity at position \( \mathbf{x} \). This is most appropriate in advection-dominated transport. We call this parametrization the Local Rotated (LR) approach. The rotation matrix in this case can be written as
\[ \mathbf{V}_a = \frac{1}{w_2} \begin{bmatrix} v_1 & -v_2 \\ w_2 & v_1 \end{bmatrix}, \quad \text{for } d = 2, \]
\[ \mathbf{V}_a = \frac{1}{w_2 w_3} \begin{bmatrix} v_1 & -v_2 & v_3 \\ v_2 & w_2 & v_1 & v_3 \\ v_3 & w_3 & v_2 & v_3 \\ 0 & w_2 \end{bmatrix}, \quad \text{for } d = 3. \]
where \( v_i \) is the \( i \)-th component of \( \mathbf{v}_a \), \( w_2 = \sqrt{v_1^2 + v_2^2} \), and \( w_3 = \sqrt{v_1^2 + v_2^2 + v_3^2} \).

In addition to the LD and LR, we also considered a third variant of the method, the Local Isotropic (LI), in which \( \mathbf{S}_a \) is assumed unitary instead of adopting the optimal shape described by (26) and (27). Table 1 summarizes the relevant equations for the three approaches, namely, those defining the factors of the optimal kernel matrix (20) and the main parameters involved in the optimization.

Figure 1 exemplifies the locally adaptive behavior of the three proposed kernels, graphically represented by the 95% confidence region of the Gaussian kernel determined by \( \mathbf{H}_a \), for an illustrative distribution of particles.

### 3.2. Implementation

By examining expressions (21) to (29), we see that the asymptotically optimal bandwidth matrix (20) depends on the second spatial derivatives of the unknown density of particles defined by the Hessian matrix of \( \rho (\mathbf{x}) \). Following the basic ideas of the plug-in method, we estimated these second spatial derivatives with another kernel estimator, defined as
\[ \nabla^2 \rho \frac{\partial}{\partial x_i} \frac{\partial}{\partial x_j} x \left( \frac{1}{C_0 X_\alpha}; H_2 \left( \frac{W_{ij}}{C_16/C_17} \right) \right) \]

(33)

where

\[ W^{(2)}_{ij} = \frac{\nabla^2 W_{ij}}{\nabla x_i \nabla x_j} \]

(34)

**Table 1**

*Summary of Relevant Equations for the Different Local Approaches*

<table>
<thead>
<tr>
<th>Rotation ((V_\alpha))</th>
<th>Shape ((S_\alpha))</th>
<th>Scaling ((h_\alpha))</th>
<th>Net roughness ((T_\alpha))</th>
<th>Roughness ((\psi_\alpha))</th>
<th>Projected Hessian ((G_\alpha))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isotropic (I_d) (I_d)</td>
<td>equation (25)</td>
<td>sums (\sum_{i=1}^{d} \sum_{j=1}^{d} \psi_{ij})</td>
<td>equation (24)</td>
<td>(\nabla^2 \rho \frac{\partial}{\partial x_i} \frac{\partial}{\partial x_j} x)</td>
<td></td>
</tr>
<tr>
<td>Diagonal (I_d) (I_d)</td>
<td>equations (26) and (27)</td>
<td>equation (25)</td>
<td>equations (28) and (29)</td>
<td>equation (24)</td>
<td>(\nabla^2 \rho \frac{\partial}{\partial x_i} \frac{\partial}{\partial x_j} x)</td>
</tr>
<tr>
<td>Rotated equations (31) and (32)</td>
<td>equations (26) and (27)</td>
<td>equation (25)</td>
<td>equations (28) and (29)</td>
<td>equation (24)</td>
<td>equation (21)</td>
</tr>
</tbody>
</table>

**Figure 1.** Illustrative representation of the local kernel adaptation at different positions of a particle plume, for the three proposed local approaches. The ellipsoids cover the 95% confidence region of the kernel.
This estimator can be directly obtained by taking partial derivatives of \( \hat{\rho}(x) \) in (1). The bandwidth matrix of this estimator is not necessarily the same as \( H_0 \). In fact, obtaining the optimal \( H_0^{(2)} \) (by the plug-in method) entails the estimation of fourth-order density derivatives, which in turn requires determining other bandwidth matrices that involve the estimation of sixth-order density derivatives and so on (e.g., Botev et al., 2010; Gramacki, 2018). In this work, we use the Improved Sheather and Jones (ISJ) algorithm developed by Botev et al. (2010) for the computation of \( H_0^{(2)} \).

The LR approach involves the estimation of \( v_i \) which is computed with a simple quadrature. To do this, the domain is divided into regular bins of size \( \lambda \) centered at the following positions: \( \{x_1, \ldots, x_n\} \). Then

\[
v_i \equiv \sum_{i=1}^{n} W H(x_i - x_n; H_0) v(x_i).
\] (35)

Expressions (33) and (35) allow for the computation of \( G(x) \) at any point by (21), which enables the estimation of \( \psi \)

\[
\psi \equiv \sum_{i=1}^{n} W H(x_i - x_n; H_0) G_i \psi (x_i).
\] (36)

We found that \( \lambda = h_{\text{GL}} \) provides an adequate discretization of these integrals (further decreasing the value of \( \lambda \) did not significantly alter the results), being \( h_{\text{GL}} \) the optimal bandwidth size of the GI method. The density of particles can be easily computed by introducing (14) into (18), which gives the following expression

\[
n_i = \int_{x_i} W H(x - x_n; H_0) \rho(x) dx = \sum_{i=1}^{n} \int_{x_i} W H(x - x_n; H_0) W H(x - x_n; H_0) dx
\]
(37)

\[
= \sum_{i=1}^{n} W H(x_i - x_n; H_0 + H_0).
\]

A rough estimate of \( n_i \) can be obtained here by setting \( H_n \) as the optimal bandwidth size of the GI method, \( H_n = h_{\text{GL}} \). Note that the local analysis window defined by \( H_0 \) is also an input parameter. We found that \( H_0 \) should be as small as possible while complying with \( H_0 > H_n \) for all \( x \) and all principal directions. Note that this constitutes an implicit rule. In this study, setting \( H_0 = (3h_{\text{GL}})^2 I_d \) yielded adequate results.

Algorithm for local optimization:

1. Compute \( H_0^{(2)} \) by using a plug-in method such as ISJ.
2. On each evaluation point \( x_i = (x_{1i}, \ldots, x_{di}) \), compute \( \frac{\partial^2 \rho}{\partial x_j \partial x_k} (x_i) \) by (33).
3. On each integration point \( x_n = (x_{1n}, \ldots, x_{dn}) \),
   a. If local rotation (LR method), compute \( v_i \) by (35) and apply rotation (21) to compute \( G_i \) on the neighboring \( x_i \). Otherwise, \( G_i(x_i) = \frac{\partial^2 \rho}{\partial x_j \partial x_k} (x_i) \).
   b. Compute \( \psi_i \) by (36).
   c. Compute \( n_i \) by (37).
   d. Use the relevant expressions given in section 3.2 to compute \( H_i \).

Since performing step 3 on every \( x_n \) can be computationally demanding, one can select a reduced number of integration points \( \{x_{1n}, \ldots, x_{rn}\} \) to calculate the corresponding local bandwidth matrices and compute \( H_i \) for all particles by interpolation. In this work, we took the set \( \{x_{1n}, \ldots, x_{rn}\} \) to be the same as \( \{x_{1i}, \ldots, x_{di}\} \).

The equivalent global approaches can be obtained by replacing \( W H(x_i - x_n; H_0) \) in (18), (24), and (30) by \( 1/\Omega \), where \( \Omega \) is the total \( d \)-dimensional volume of the model domain. In this case, we have that \( n_i = N/\Omega \) and \( v_i = \langle v \rangle \), where \( \langle v \rangle \) is the mean flow velocity. Note that the latter condition renders the Global Diagonal (GD) and Global Rotated approaches identical. The functional \( \psi \) in the global case can be written as

\[
\psi = \frac{1}{\Omega} \int_{x} \frac{\partial^2 \rho}{\partial x_j \partial x_k} dx.
\] (38)
These integrals can be solved either by means of a simple quadrature as done here for the local approaches or by direct computation of the kernel convolutions between pairs of individual particles. We refer to Silverman (1986), Härdle (1991), Botev et al. (2010), or Gramacki (2018) for details on possible algorithms to solve these integrals. In this work, we used the ISJ method presented by Botev et al. (2010), which relies on the discrete cosine transform to compute (38).

4. Numerical Investigations

In this section we compare the performance of the six different kernel density estimators listed in Figure 2, which include the presented global and local approaches and the binning method. The latter represents the traditional approach typically used to estimate concentrations from RWPT simulations. It consists in counting particles falling into bins defined based on the discretization of the flow problem. In essence, each method estimates the support volume of a particle \( H_x \) in a different way. We analyze then the effect that this particle interpretation has on the estimates of concentrations and reaction rates. Sections 4.1 and 4.2 examine the performance of the different approaches in terms of concentrations and reaction rates, respectively.

The numerical investigations simulate solute transport in a heterogeneous confined aquifer with dimensions 100.5 × 50 m². The distribution of the natural logarithm of the hydraulic conductivity \( Y(x) = \ln K(x) \) represents one realization of a Generalized Sub-Gaussian stochastic process (Panzeri et al., 2016; Riva, Neuman, et al., 2015; Riva, Panzeri, et al., 2015). This model assumes that \( Y(x) = U(x)G(x) \), where \( G(x) \) is a Gaussian random field and the subordinator \( U(x) \) is a nonnegative random process independent of \( G(x) \). We consider that \( U(x) \) follows a lognormal distribution of zero mean and variance \( \sigma^2_U = \frac{\sigma^2}{\kappa^2(\kappa^2 - 2)} \) and that \( G(x) \) is characterized by an isotropic exponential covariance function with an integral scale of \( I_G = 3 \) m. When \( \kappa \to 2 \), this model renders a Gaussian field, \( Y(x) \to G(x) \). In our simulations we set \( \kappa = 1.8 \), meaning that \( Y(x) \) is slightly non-Gaussian. The mean and variance of \( Y(x) \) are given as \( \langle Y \rangle = 0 \) and \( \sigma_Y^2 = 2.2 \). The resulting integral scale of the non-Gaussian field is \( I_Y = 2.88 \) m. The porosity and the aquifer thickness are considered constant with a value of 0.25 and 10 m, respectively. The head is prescribed on the left and right boundaries, forcing a rightward flow with mean velocity \( \langle \nu \rangle = 0.0747 \) m/day. The upper and lower boundaries are impermeable. The flow model is discretized in square cells of size 0.5 × 0.5 m². The intercell transmissivities are computed by the harmonic mean of the adjacent cell transmissivities. Groundwater flow is assumed at steady state and solved by MODFLOW 2005 (Harbaugh, 2005).

Solute particles are injected uniformly in a rectangular area at \( t = 0 \) and transported according to the standard random walk method based on the Ito-Fokker-Planck equation (e.g., Salamon et al., 2006b). Figure 2 shows a sketch of the simulation setup. We adopt a local longitudinal dispersivity of \( \alpha_l = 5 \) cm and a local transverse...
dispersivity of \(a_i = 0.5\) cm. The hybrid interpolation method (linear for advection and bilinear for dispersion) suggested by LaBolle et al. (1996) is used to compute the particle displacements. All particles share the same mass. The time step is dynamically estimated to satisfy a small Courant number and a high Peclet number at each nonempty grid cell, that is, \(Cu = \frac{v \Delta t}{\Delta x} < 0.1\) and \(Pe = \frac{\Delta x^2 / 2D \Delta t}{10}\), where \(\Delta t\) is the time step, \(\Delta x\) is the cell size, \(v\) is the norm of the particle velocity, and \(D\) is the dominant eigenvalue of the particle dispersion tensor \((D = a_i v)\).

4.1. Estimation of Concentrations

In this case, we simulate solute transport of a conservative (nonreactive) species moving through the \(Y(x)\) heterogeneous porous medium. The distribution of particles obtained at \(t = 300\) days (when the solute plume moved about eight integral scales) is used to analyze the convergence of the concentrations as a function of the number of particles \(N\). At this time, the numerical particle cloud has developed a complex shape (Figure 2), which is seen as a worse-case scenario for reconstructing concentrations and their functionals. For comparison purposes, we consider that the concentrations obtained with \(N = 1.3 \times 10^7\) and reconstructed with the LR approach are the true solution. We note that all methods lead to this true solution when \(N \approx 1.3 \times 10^7\).

The convergence to this solution is then analyzed based on the Integrated Squared Error \((ISE_p)\) of the normalized concentrations, defined as

\[
ISE_p = \int_{\mathbb{R}^d} (\hat{\rho}(x) - \rho(x))^2 \, dx.
\]

where \(\hat{\rho}\) is the estimated normalized concentration, and \(\rho\) is the reference value. Figure 3 offers a graphical comparison of the estimated concentrations obtained with the B, GI, and LR methods in a specific part of the domain for \(N = 1.3 \times 10^6\) particles. Note that the part of the domain shown and the simulation time in Figures 1 and 3 are the same. Even though the reduction of noise and oversmoothing from B to GI is visually more obvious than from GI to LR, the LR method resulted in a stronger reconstruction of details. We attribute this gain to the adaptability of the kernel function, which can adapt its size and locally elongate its shape along the direction of minimum curvature.

Figure 4a shows the \(ISE_p\) as a function of the number of particles for the different methods employed. For comparison purposes, the \(ISE_p\) is presented as a relative quantity, that is, the ratio of \(ISE_p\) to the values obtained with the GI method, denoted as \(ISE_p^{GI}\). Therefore, the convergence of the GI method cannot be directly seen from this figure. Yet we note that the GI method was found to converge to the true solution with a power law behavior of type \(ISE_p \propto N^{-0.56}\), which agrees roughly with the theoretical convergence of the AMISE given by \(AMISE \propto N^{-4/3(d + 1)}\) (e.g., Härdle, 1991). Results shown in Figure 4a demonstrate that the \(ISE_p\) was substantially reduced by the use of local kernel approaches. In general, this reduction improved with the complexity of the kernel approach. Most importantly, the convergence rates of the local approaches (LI, LD, and LR) were faster than their global equivalents, leading to strong differences when \(N > 10^6\). The B method is also shown in this figure to illustrate the contrast against the traditional method. In this case, since an arbitrary-fixed support volume was used, results display the existence of a number of particles \(N\) for which that specific bin size was optimal at that moment in time. In any case, the estimation error was always significantly larger than the one given by all kernel approaches.

To identify where this error reduction is taking place in the domain, we analyze the cumulative integrated squared errors, \(CISE_p(q)\), obtained at different thresholds of concentrations \(q\), defined as

\[
CISE_p(q) = \int_{\mathbb{R}^d} \theta((\hat{\rho}(x) - \rho(x))^2 \, dx.
\]

where \(\theta\) is the Heaviside step function. \(CISE_p(q)\) can be seen as the partial integration of the squared errors in the region of concentrations below the threshold, \(q\). This permits to identify the regions of the concentrations with larger errors.

Figure 4b shows the ratio \(CISE_p^{GI}/CISE_p\) as a function of \(q/p_{\text{max}}\) for \(N = 1.6 \times 10^6\). \(CISE_p^{GI}\) refers to the results obtained with the GI method, and \(p_{\text{max}}\) is the maximum density of the reference distribution. The ratio...
$CISE_p / CISE_{GI}$ provided by the local kernel approaches displayed an important increase after $q/p_{max} \approx 0.1$, then reached a local maximum at about $q/p_{max} \approx 0.38$, and afterward slightly decreased with higher threshold values. This indicates that the error reduction seen in local approaches was particularly important in regions with high and low density of particles. We conclude then that local kernels can better reproduce the extreme values of concentrations, including those that typically occur at the plume edges, where most of the mixing-driven reactions are taking place in reactive transport. On the other hand, for the binning approach, errors in low density areas were particularly high with respect to the GI method. This result illustrates the poor capability of the B method to estimate low concentrations, and hence, front-mixing-driven reactions.

We then analyze the influence of the Peclet number, $Pe_{i} = l_{i} / a_{i}$, the degree of heterogeneity, $\sigma_{Y}^{2}$, and the normalized mean travel distance, $t(v)/l_{i}$, one at a time, on the particle support volume estimated with the LD and GD approaches. The number of particles and the ratio of local dispersivities are maintained constant as $N = 1.6 \times 10^6$ and $a_{t}/a_{i} = 0.1$, respectively. The impact of $\sigma_{Y}^{2}$ is analyzed by rescaling the random field by a constant factor. The differences are quantified through two normalized error indexes,

$$
\epsilon_h = \left[ \frac{\sum_{i=1}^{N} (h_{i,LD} - h_{i,GD})}{\sum_{i=1}^{N} h_{i,LD}} \right]^\frac{1}{2}, \quad \epsilon_s = \left[ \frac{\sum_{i=1}^{N} (s_{i,LD} - s_{i,GD})}{\sum_{i=1}^{N} s_{i,LD}} \right]^\frac{1}{2}. \tag{41}
$$

**Figure 3.** Graphical comparison of the estimation of $p(x)$ in a specific region of the model domain at $t = 300$ days, obtained by three different density estimators. The Local Rotated method (bottom) is proposed in this work.
Figure 5 compares the distribution of the scaling and the elongation parameters \( h, s_1 \) estimated within the solute plume by the LD and GD methods for different problem conditions. The spatial distribution of particles and the error indexes are also shown for completeness.

In general, results indicate that the net roughness (i.e., the degree of curvature of the concentrations; see equations (23)–(25)) controls the scale of the particle support volume. At high \( Pe_\ell \) and \( \sigma^2_Y \), solute transport is strongly dominated by advection, displaying complex and irregular concentration structures. As a result, \( h \) becomes small to properly represent the details. As the solute plume grows with time, resulting from a uniform injection in a heterogeneous medium, the particle support volume (scale and elongation) also grows with time to better represent the deformation of the solute bodies under advection-dominated transport.

The spatial variability of the net roughness controls the spatial variability of \( h \) within the solute plume in the LD approach. This can be seen by noticing that \( \epsilon_h \) increases with \( \sigma^2_Y \) and travel times. On the other hand, the dependency of \( \epsilon_h \) on \( Pe_\ell \) is complex, resulting from two sources of spatial variability; one attributed to the differences in local dispersion and another to the differences in solute plume stretching due to advection.

The elongations \( s_1 \) of the kernel function estimated with the GD and the LD methods show a clear systematic discrepancy. The LD method can identify the local longitudinal fingers of the solute plume, whereas the GD method can only describe the general behavior of the solute plume concentrations but not their details. For this reason, \( \epsilon_s \) was particularly high at early stages of the plume deformation.

### 4.2. Estimation of Reaction Rates

We simulate solute transport with biodegradation through the previously generated \( Y(x) \) field. The setup of the flow and transport problem is the same as before, but we consider two chemical species undergoing an irreversible bimolecular reaction of type \( A + B \rightarrow C \). Transport is described by the advection-dispersion equation with a degradation term,

\[
\frac{\partial c_s}{\partial t} = -\nabla c_s + \nabla \cdot (D \nabla c_s) - r, \quad s = A, B, \tag{42}
\]

\[
\frac{\partial c_C}{\partial t} = -\nabla c_C + \nabla \cdot (D \nabla c_C) + r. \tag{43}
\]

The initial solute distribution is now divided into two halves, each containing 100 mol (0.8 mol/m\(^3\)) of one of the reactants (A and B), to simulate a sharp interface at \( t = 0 \) (see Figure 6). Initially, the concentration of C is 0,
and the same number of A and B particles are uniformly distributed with equal mass in both halves, that is, \(N_A = N_B = N/2\). The total simulated time is 830 days. The reaction rate follows a double Monod kinetic model with limited conditions caused by simultaneously high concentrations of the electron donor (A) and the electron acceptor (B),

\[
r = k_f \frac{c_A}{K_A + c_A} \frac{c_B}{K_B + c_B},
\]

where the subscripts A, B, and C denote the chemical species. We set the kinetic constants as \(K_A = 1.67 \text{ mol/m}^3\), \(K_B = 0.0156 \text{ mol/m}^3\), and \(k_f = 0.003 \text{ mol·m}^3\text{·day}^{-1}\). For each time step \(\Delta t\) of the random walk simulation, the probability of reaction of a given particle A\(\alpha\) during the time interval \([t, t + \Delta t]\) is determined by

\[
P_r(A_{\alpha} \rightarrow C_j | \Delta t) = k_f \Delta t c_B(X_{\alpha}^A, t) g(c_A(X_{\alpha}^A, t), c_B(X_{\alpha}^B, t)),
\]

where \(c_A(X_{\alpha}^A, t)\) and \(c_B(X_{\alpha}^B, t)\) are the concentrations of the species A and B obtained at the particle position \(X_{\alpha}^A\) (here the chemical species is indicated as a superscript) at time \(t\), estimated from the aforementioned methods, and \(g\) is the compensation function, written here as

\[
g(c_A, c_B) = k_f \frac{1}{K_A + c_A} \frac{1}{K_B + c_B}.
\]

Equation (45) provides an efficient simplification of the probability of reaction previously determined by Sole-Mari et al. (2017). Further details of this simplification are given in the Appendix A.

We note that significant changes in \(\psi_{\alpha}\) and \(n_{\alpha}\) in (22) typically occur at a much slower pace than solute transport. Consequently, the optimization of the support volume (19) does not need to be performed at every time step.
step. Here, in order to improve computational efficiency, we found that the following time frequency $\Delta t_H$ for kernel optimization with $\gamma = 2.5$ provided accurate results,

$$\Delta t_H = \gamma \min \left( \frac{\Delta x}{v} \cdot \frac{\Delta x^2}{2D} \right),$$

(47)

where $v$ is the highest particle velocity norm and $D = a_\ell / \nu$.

The subsequent analysis focuses on the estimation error of the probability of reaction. For this, we use the normalized reaction rate,

$$r_P = \frac{1}{\Delta t} \frac{\partial c_A}{\partial t},$$

(48)

This quantity can be estimated at each particle location $X_A^\alpha$ at any given time $t$,

$$r_P \approx \frac{1}{\Delta t} \frac{\partial c_A}{\partial t},$$

(49)

which is directly proportional to the probability of reaction of an $A$-particle.

Then, we compare the time evolution of the cumulative distribution function of $r_P$ obtained with the different estimation techniques as a function of $N$. A global measure of error is defined based on the Relative Root Integrated Squared Error of the reaction rate ($RRISE_r$):

$$RRISE_r = \left( \int_0^1 \left( r_P(\beta, t) - \frac{r_P(\beta, t)}{r_P(\beta, t)} \right)^2 d\beta dt \right)^{1/2},$$

(50)

where $r_P(\beta, t)$ and $\frac{\partial r_P(\beta, t)}{\partial \beta}$ are, respectively, the reference and estimated $r_P$ values for which the corresponding cumulative distribution of $r_P$ obtained at time $t$ is equal to $\beta$, for $0 < \beta < 1$. The value of $RRISE_r$ can be

---

**Figure 6.** Particle plumes corresponding to species A, B, and C at different times in the reactive simulation addressed in section 4.2. In the background, the log-conductivity field $\gamma(x)$. 
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understood as the relative standard error involved in the estimation of the particle reaction probabilities. Here the reference \( r_P \) values are calculated from the random walk solution obtained with \( N = 1.6 \times 10^6 \) and interpreted with the LR approach.

Figure 7 shows \( \text{RRISE} \), as a function of \( N \) and the central processing unit (CPU) time. The local kernel approaches exhibited a substantial increase in accuracy and a faster convergence rate with \( N \) and CPU time compared with their global equivalents. As expected, the estimation error of the Binning method was the highest, displaying a decreasing rate of convergence with increasing \( N \). As a result, the method became highly inefficient for simulating reactions. Importantly, for a typical number of particles in RWPT simulations (\( N > 5 \times 10^4 \)), the presented local kernel approaches were computationally efficient. That is, the local kernel approaches required less CPU time to reach the same level of accuracy, because fewer particles were needed to obtain similar results.

5. Conclusions

The definition of the particle support volume is crucial for simulating reactive transport with Lagrangian methods as it dictates the interaction among particles. In this paper, we have presented a novel approach to select the optimal particle support volume, represented by the bandwidth matrix of a kernel function, in random walk models of reactive transport. In our method, each particle is equipped with a different support volume that locally adapts its shape and size based on the neighboring particle distribution. For this, we have adapted the classical principles of bandwidth selection in KDE theory to find the optimal particle support volume in a local window environment. The kernel bandwidth matrix \( H_{\alpha} \) defining the \( \alpha \)th particle support has been decomposed into a rotation matrix \( V_{\alpha} \), a shape matrix \( S_{\alpha} \), and a scaling parameter \( h_{\alpha} \). Under different assumptions of \( V_{\alpha} \) and parametrizations of \( S_{\alpha} \), we have obtained closed-form expressions of \( h_{\alpha} \) and \( S_{\alpha} \). In advection-dominated transport, we have proposed to align \( V_{\alpha} \) along the local velocities. Numerical simulations in a randomly heterogeneous porous medium have shown that this method results in a strong reconstruction of details, which is particularly important at the edges of the solute plumes where a small density of particles coexist with abrupt changes in concentrations. This gain has been mainly attributed to the local adaptability of the support volume, which can adjust its size and locally elongate its shape along the direction of minimum curvature where small changes in concentration gradients occur. These local kernel approaches have been demonstrated to substantially increase accuracy and improve convergence to the true solution with the number of particles. Importantly, in reactive transport RWPT simulations performed with a typical number of particles (\( N > 10^6 \)), these local kernel methods have been shown to be computationally efficient, yielding better results than traditional histogram or global kernel methods for the same computational effort.

Figure 7. RRISE of the reaction rates as defined in (50), with respect to (a) the number of particles \( N \) and (b) the normalized CPU time (where “1” corresponds to the CPU time obtained using the LR method with 3.2 \( \times 10^5 \) particles). The legend shows the acronyms of the tested approaches (see Figure 2). RRISE = Relative Root Integrated Squared Error.
Appendix A: Kernel-Based Computation of Chemical Reactions in RWPT
In this appendix, we review and simplify the kernel-based random walk methodology for reactive transport presented in Sole-Mari et al. (2017). We consider an irreversible chemical reaction involving reactants A and B which turn into product C, with stoichiometric coefficients \( \chi_A, \chi_B, \chi_C \):

\[
\chi_A A + \chi_B B \rightarrow \chi_C C.
\]

(A1)

with a reaction rate \( r(x, t) \) that depends on the reactants’ concentrations:

\[
r(x, t) = \frac{1}{\chi_c} \frac{\partial c_c(x, t)}{\partial t} = k_t c_A(x, t) c_B(x, t) g(c_A(x, t), c_B(x, t)).
\]

(A2)

where \( k_t \) is the forward reaction coefficient, and \( g(c_A, c_B) \) is a function that describes the nonbilinearity of the reaction. In pure bimolecular reactions, \( g = 1 \). Sole-Mari et al. (2017) suggested that the expression for the probability of a reaction event for particle \( A \) at time \( t \) and for a time step \( \Delta t \) is

\[
P_t(A \rightarrow C | \Delta t) = \frac{\chi_A k_t}{\phi(x_{\text{A}})} \Delta t \sum_{j=1}^{N_\alpha} m_{\alpha}^j W(x_{\text{A}}^j - x_{\text{B}}^j, H_{\alpha}^A + H_{\beta}^B) g(c_A(x_{\text{A}}^j, t), c_B(x_{\text{B}}^j, t)).
\]

(A3)

where \( H_{\alpha}^A \) and \( H_{\beta}^B \) being the optimal kernel bandwidth matrices for \( A \) and \( B \) and

\[
x_{\text{AB}}^{ij} = (H_{\alpha}^{-1} + H_{\beta}^{-1})^{-1}(H_{\alpha}^{-1} x_{\text{A}}^j + H_{\beta}^{-1} x_{\text{B}}^j).
\]

(A4)

An analogous expression defines the probability of reaction of \( B \). Values for \( c_A(x_{\text{A}}^j, t) \) and \( c_B(x_{\text{B}}^j, t) \) are obtained by KDE. In order to ensure deterministic compliance with the stoichiometry, as described in Sole-Mari et al. (2017), the probabilities of reaction are only estimated for reactant \( A \). Then, upon occurrence of reaction for particle \( A \), the closest \( B \) particle reacts with it. The mass assigned to the resulting \( C \) particle must fulfill total mass conservation. As an alternative to stochastic particle annihilation (which is the approach used in this paper), expression (A3) can be used for the calculation of deterministic mass variations on particles as in Bolster et al. (2016), by computing:

\[
\Delta m_{\alpha} = P(A \rightarrow C | \Delta t) m_{\alpha}^j.
\]

(A5)

We refer to the original paper for the complete derivation of expression (A3) and for implementation details.

For this work, we simplify the method to improve efficiency by representing the \( A \) particle with a Dirac Delta kernel function (i.e., setting \( H_{\alpha}^A \rightarrow 0 \)) in (A3). This is equivalent to assuming that the position of particle \( A \) is deterministic in the reaction step. Then \( x_{\text{AB}}^{ij} \rightarrow x_{\text{A}}^j \) and expression (A3) simplifies to

\[
P_t(A \rightarrow C | \Delta t) = \chi_A k_t \Delta t c_B(x_{\text{A}}^j, t) g(c_A(x_{\text{A}}^j, t), c_B(x_{\text{A}}^j, t)).
\]

(A6)

Appendix B: Derivation of the AMISE and ALMISE\(\alpha\) Expressions
In this appendix we derive expressions (10) and (16), corresponding to the Asymptotic Mean Integrated Squared Error and the Asymptotic Local Mean Integrated Squared Error, respectively. To do so, we first determine the Asymptotic Mean Squared Error \( AMISE(x,H) \) given a constant \( H \):

Starting from (1),

\[
\hat{p}(x) = \frac{1}{N} \sum_{n=1}^{N} W_H(x - x_n, H),
\]

(B1)

with each \( x_n \) being a sampled value from the true distribution \( p(x) \). The expected value of \( \hat{p}(x) \) is

\[
E(\hat{p}(x)) = E(W_H(x - x_n, H)) = \int_{\mathbb{R}^d} W_H(x - y, H) p(y) dy = \int_{\mathbb{R}^d} \left[H^{\frac{d}{2}}(x - y)\right] p(y) dy.
\]

(B2)
We perform a change of variable with $u = H^{-1/2}(y - x)$:

$$\int_{\mathbb{R}^d} |H|^{-1/2} W(H^{-1/2}(x - y)) p(y) dy = \int_{\mathbb{R}^d} |H|^{-1/2} W(u) p(x + H^{1/2} u) |J_u(H^{1/2} u)| du = \int_{\mathbb{R}^d} W(u) p(x + H^{1/2} u) du,$$

(E3)

where $|J_u(H^{1/2} u)| = |H|^{-1/2}$ is the Jacobian determinant of $H^{1/2} u$ w.r.t. $u$. Expanding around $x$:

$$\int_{\mathbb{R}^d} W(u) p(x + H^{1/2} u) du = \int_{\mathbb{R}^d} W(u) \left[ p(x) + \frac{\partial p(x)}{\partial x} H^{1/2} u + \frac{1}{2} u^T H^{1/2} \frac{\partial^2 p(x)}{\partial x^T \partial x} H^{1/2} u + O_2 \right] du = p(x) + \frac{1}{2} \int_{\mathbb{R}^d} W(u) u^T H^{1/2} \frac{\partial^2 p(x)}{\partial x^T \partial x} H^{1/2} u + O_2,\quad (E4)$$

where $O_2$ is the error associated with the truncation of the Taylor expansion terms of order $\geq 2$. Therefore, we have the following asymptotic expression for $E(\tilde{p}(x))$ as $|H| \to 0$:

$$E(\tilde{p}(x)) = p(x) + \frac{1}{2} \int_{\mathbb{R}^d} W(u) u^T H^{1/2} \frac{\partial^2 p(x)}{\partial x^T \partial x} H^{1/2} u,$$

(E5)

and the estimation bias can be written as

$$\text{Bias}(\tilde{p}(x)) = E(\tilde{p}(x)) - p(x) = \frac{1}{2} \int_{\mathbb{R}^d} W(u) u^T H^{1/2} \frac{\partial^2 p(x)}{\partial x^T \partial x} H^{1/2} u.$$

(B6)

Defining

$$F = H^{1/2} \frac{\partial^2 p(x)}{\partial x^T \partial x} H^{1/2},\quad (B7)$$

we obtain

$$\frac{1}{2} \int_{\mathbb{R}^d} W(u) u^T H^{1/2} \frac{\partial^2 p(x)}{\partial x^T \partial x} H^{1/2} u = \frac{1}{2} \int_{\mathbb{R}^d} W(u) u^T F u u^T d u = \frac{1}{2} \int_{\mathbb{R}^d} W(u) u^T F u d u = \frac{1}{2} \mu_2(W) F,$$

(B8)

Repeated subindices in (B8) follow the Einstein notation. Introducing (B7) into (B8),

$$\frac{1}{2} \mu_2(W) \text{tr}(F) = \frac{1}{2} \mu_2(W) \text{tr} \left( H \frac{\partial^2 p(x)}{\partial x^T \partial x} H \right) = \frac{1}{2} \mu_2(W) \text{tr} \left( H \frac{\partial^2 p(x)}{\partial x^T \partial x} \right),$$

(B9)

we obtained an asymptotic expression of the estimation bias:

$$\text{Bias}(\tilde{p}(x)) = \frac{1}{2} \mu_2(W) \text{tr} \left( H \frac{\partial^2 p(x)}{\partial x^T \partial x} \right).$$

(B10)

Now, for the estimation variance, we have that

$$\text{Var}(\tilde{p}(x)) = \frac{1}{N} \text{Var}\left[ W(y; x, X_n, H) \right] = \frac{1}{N} \left( E\left[ W^2(y; x, X_n, H) \right] - E^2(\tilde{p}(x)) \right).$$

(B11)

Introducing (B5) into (B11), we have

$$\text{Var}(\tilde{p}(x)) = \frac{1}{N} \int_{\mathbb{R}^d} W^2(y; x, H) p(y) dy - \frac{1}{N} \left( p(x) + O_2 \right)^2.$$

(B12)
Performing a change of variable, \( u = H^{-1/2}(y - x) \), on the integral in (B12):

\[
\int_{\mathbb{R}^d} W_2^2(x - y, H)p(y)dy = \int_{\mathbb{R}^d} |H|^{-1/2} W_2^2(u)p(x + Hu)du = \int_{\mathbb{R}^d} |H|^{-1/2} W_2^2(u)p(x + Hu)du = |H|^{-1/2} R(W)p(x) + O_2.
\]

Introducing (B13) into (B12), we obtain

\[
\text{Var}(\hat{\rho}(x)) = \frac{1}{N} \left( |H|^{-1/2} R(W)p(x) + O_2 \right) = \frac{1}{N} (p(x) + O_2)^2.
\]

As \(|H| \to 0\) and \(N|H|^{-1} \to \infty\), the asymptotic expression for the estimation variance becomes

\[
\text{Var}(\hat{\rho}(x)) \approx \frac{R(W)}{N|H|^{1/2}} p(x).
\]

Given that \(MSE(x, H) = \text{Var}(\hat{\rho}(x)) + \text{Bias}^2(\hat{\rho}(x))\) and knowing (B10) and (B15), we can write the Asymptotic Mean Squared Error expression as

\[
AMSE(x, H) = \frac{R(W)}{N|H|^2} p(x) + \frac{1}{4} \mu_2^2(W) \text{tr}^2 \left( H \frac{\partial^2 p(x)}{\partial x \partial x^T} \right).
\]

Integration over \( x \) yields the AMISE expression given in (10):

\[
AMISE(H) = \int_{\mathbb{R}^d} AMSE(x, H)dx = \frac{R(W)}{N|H|^2} + \frac{1}{4} \mu_2^2(W) \int_{\mathbb{R}^d} \text{tr}^2 \left( H \frac{\partial^2 p(x)}{\partial x \partial x^T} \right) dx.
\]

Assuming that \( H_n \) does not change substantially over the local environment defined by \( H_n \), we can rewrite the weighted integration defined in (15) in terms of (B16) and integrate to obtain the expression given in (16):

\[
ALMISE_n(H_n) = \int_{\mathbb{R}^d} AMSE(x, H_n)W_n(x - X_n, H_n)dx = \frac{1}{N} \left( n_n(p)R(W)\|H_n\|^{-1/2} + \frac{1}{4} \mu_2^2(W) T_n(p, H_n) \right),
\]

where \( p_n(p) = Np(x) \) and

\[
T_n(p, H_n) = \int_{\mathbb{R}^d} W_n(x - X_n, H_n) \text{tr}^2 \left( H_n \frac{\partial^2 p(x)}{\partial x \partial x^T} \right) dx,
\]

\[
n_n(p) = \int_{\mathbb{R}^d} W_n(x - X_n, H_n) p(x) dx.
\]

**Appendix C: Derivation of \( S_\alpha \) for the LD and LR case**

In this appendix we derive expressions (26) and (27) given in section 3.1. Starting from expression (22):

\[
ALMISE(h_s, s_1, \ldots, s_{d-1}) = \frac{1}{N'} \left( \frac{n_n(p) R(W)}{h_0^d} + \frac{h_0^d}{4} \mu_2^2(W) T_n(p, S_n) \right),
\]

where

\[
T_n(p, S_n) = \sum_{i=1}^d \sum_{j=1}^d \sum_{s=1} s_i s_j \psi_j(p),
\]

\[
\psi_j(p) = \int_{\mathbb{R}^d} W_n(x - X_n, H_n) G_d(x)G_j(x)dx.
\]
By taking $\partial \text{ALMISE}/\partial h_a = 0$ and $\partial \text{ALMISE}/\partial s_k = 0$ for $k = 1, \ldots, d - 1$, we obtain the system of equations:

$$
\frac{\partial \text{ALMISE}}{\partial h_a} = \frac{1}{N^2} \left( -d n_\text{a}(\rho) \frac{R(W)}{h_a^{d+1}} + h_a^3 \mu_2(W) T_\text{a}(\rho; S_a) \right) = 0,
$$

(C4)

$$
\frac{\partial \text{ALMISE}}{\partial s_k} = h_a^d \mu_2(W) \left[ \left( \frac{d}{\sum s_i \psi_{ik}} \right) - \frac{1}{s_k} \left( \frac{d-1}{\prod (\sum s_i \psi_{id})} \right) \right] = 0,
$$

(C5)

which simplifies to

$$
\frac{h_a}{\mu_2(W)} = \left( \frac{d R(W)n_\text{a}(\rho)}{(\mu_2(W) T_\text{a}(\rho; S_a))} \right)^{\frac{1}{d}},
$$

(C6)

$$
S_k \frac{d}{\sum s_i \psi_{ik}} = \left( \frac{d - 1}{\prod (\sum s_i \psi_{id})} \right) \frac{d}{\sum s_i \psi_{id}} \quad \text{for } k = 1, \ldots, d - 1.
$$

(C7)

Expression (C6) is given in (25), and expression (C7) is handled differently for each value of $d > 1$.

Case $d = 2$.

In this case, (C7) can be rewritten as

$$
S_k \frac{d}{\sum s_i \psi_{ik}} = \left( \frac{d - 1}{\prod (\sum s_i \psi_{id})} \right) \frac{d}{\sum s_i \psi_{id}} \quad \text{for } k = 1, \ldots, d - 1.
$$

(C7)

The unique positive solution is

$$
S_1^2 \psi_{11} = S_2^2 \psi_{22},
$$

(C8)

which is the one given in (26).

Case $d = 3$.

In this case, (C7) can be rewritten as

$$
\begin{align*}
S_k^2 \frac{d}{\sum s_i \psi_{ik}} &= \left( \frac{d - 1}{\prod (\sum s_i \psi_{id})} \right) \frac{d}{\sum s_i \psi_{id}} \quad \text{for } k = 1, \ldots, d - 1.
\end{align*}
$$

(C9)

In principle, this system does not have a simple solution, but it becomes much easier to handle if we assume that the “cross” terms $\psi_{ij}, i \neq j$, have a much smaller influence on the resulting optimal bandwidth shape compared to $\psi_{ii}$. When that condition is fulfilled, we have

$$
S_1 = \left( \frac{\psi_{22} \psi_{33}}{\psi_{11}} \right)^{\frac{1}{2}}, \quad S_2 = \left( \frac{\psi_{11} \psi_{33}}{\psi_{22}} \right)^{\frac{1}{2}}, \quad S_3 = \left( \frac{\psi_{11} \psi_{22}}{\psi_{33}} \right)^{\frac{1}{2}}.
$$

(C10)

which is the result given in (27). Note that, while $S_a$ in this case may not be the exact optimal bandwidth shape, $h_a$ will still be the exact optimal scale for that given $S_a$.

An alternative approach for $d = 3$ would be to parametrize $S_a$ with only one parameter $s_1$ (which implies choosing a preferential elongation direction), and then $s_2 = s_3 = s_1^{1/2}$. It can be shown that the minimization of the $\text{ALMISE}_a$ in this case yields

$$
S_1 = \left( \frac{8\psi_{11}(\psi_{22} + \psi_{33} + 2\psi_{23}) + (\psi_{12} + \psi_{13})^2}{4\psi_{11}} \right)^{\frac{1}{2}}.
$$

(C11)
\[ s_2 = s_1 = \left( \frac{4\psi_{11}}{8\psi_{11}(\psi_{22} + \psi_{33} + 2\psi_{23}) + (\psi_{12} + \psi_{13})^2} - (\psi_{12} + \psi_{13}) \right)^\frac{1}{2}. \] 

(C13)

And substituting into (C2),

\[ T_a = \psi_{11}s_1^2 + 2(\psi_{12} + \psi_{13})s_1^2 + (\psi_{22} + \psi_{33} + 2\psi_{23})s_1^{-1}. \] 

(C14)

It is worth noting that, under the same assumption of (C12), that is, by neglecting the effect of \( \psi_{ij}, j \neq i \), on the optimal shape matrix \( S_\alpha \), we would get a very similar expression for \( s_1 \):

\[ s_1 = \left( \frac{\psi_{22} + \psi_{33}}{2\psi_{11}} \right)^\frac{1}{2}. \] 

(C15)
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