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Abstract

Objective: To develop and implement an online Artificial Neural Network (ANN) that provides the probability of a subject having mild cognitive impairment (MCI) or Alzheimer’s disease (AD).

Method: Different ANNs were trained using a sample of 350 controls (CONT), 75 MCI and 93 AD subjects. The ANN structure chosen was the following: (1) an input layer of 33 cognitive variables from the Neuronorma battery plus two sociodemographic variables, age and education. This layer was reduced to a 15 features input vector using Multiple Discriminant Analysis method, (2) one hidden layer with 8 neurons, and (3) three output neurons corresponding to the 3 expected cognitive states. This ANN was defined in a previous study [28]. The ANN was implemented on the web site www.test-barcelona.com (Test Barcelona Workstation) [9].

Results: When comparing CONT, MCI and AD participants, the best ANN correctly classifies up to 94.87% of the study participants.

Conclusions: The online implemented ANN, delivers the probabilities (%) of belonging to the CONT, MCI and AD groups of a subject assessed using the 35 characteristics (variables) of the Neuronorma profile. This tool is a good complement for the interpretation of cognitive profiles. This technology improves clinical decision making.
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1. Introduction

Mild cognitive impairment is the diagnostic term given to subjects who are thought to have a cognitive impairment greater than expected for age and education without an obvious etiology, but sufficiently severe to warrant a diagnosis of dementia [12, 24, 31]. Having MCI increases the risk of developing a dementia like AD.

Neuropsychological assessment is the first key investigation for the diagnosis of AD. It is used to document the pattern and degree of deficits in the various domains of cognitive functions such as memory, language, attention, orientation, and executive functions. A comprehensive neuropsychological examination can provide a pattern of impaired/preserved functions that is helpful to early detection of dementia. The selected tests should be adapted and standardized to the studied population in order to properly estimate cognitive and functional performance [23].

To facilitate the diagnostic process and to avoid misdiagnosis, artificial intelligence methods can be used. These adaptive learning algorithms can handle diverse types of medical data and integrate them into categorized outputs [1]. Data from several studies have pointed out the existence of a strong correlation between AD neuropathology and cognitive state. However, because of their highly complex and nonlinear relationship, it has been difficult to develop a predictive model for individual patient classification through traditional statistical approaches. When exposed to complex data sets, ANNs can recognize patterns, learn the relationship of different variables, and address classification tasks [4]. The adaptive systems provide superior accuracy when compared to models of traditional linear statistics [7].

In 2001, Peña-Casanova et al. developed the Neuronorma battery [16]. The objective was to collect normative and psychometric information on a sample of people aged over 49 years, based on 33 neuropsychological tests covering attention, language, visuo-perceptual abilities, constructional tasks, memory, and executive functions. Effects of age, education, and sex were determined. In 2016, Rivera et al. implemented an ANN to provide the probability of a subject having MCI or AD using as a feature input vector the Neuronorma battery. As a background, in 2011, Quintana et al. implemented an ANN to classify the same subjects of this study, evaluated with the Test Barcelona neuropsychological battery [25].

2. Methodology
2.1. Subjects

The study was carried out on 518 participants: 350 CONT, 75 MCI, and 93 AD. Participants ranged in age from 50 to 90 years old with years of education from 3 to 18. The mean ages (standard deviation) of the three groups were 64.96 (9.24), 72.69 (6.64) and 74.42 (7.50) years, respectively. The mean education (standard deviation) of the three groups were 10.59 (5.45), 8.12 (4.86) and 7.62 (4.81) years, respectively. Subjects were recruited and assessed as part of the Neuronorma project [16].

2.2. Variables

The following test were used to determine the cognitive state of participants (see in Peña-Casanova, et al, 2009a-f): Verbal span (Digit Span forward and backward) Spanish version [15]; Visuospatial Span (Corsi’s Test) from the WAIS-R-NI [10]; Trail Making Test [14, 26]; Symbol Digit Modalities Test [29]; Boston Naming Test [11]; Token Test [6]; Selected test of the Visual Object and Space Perception Battery [30]; Judgment of Line Orientation [2]; Rey-Osterrieth Complex Figure [13, 27]; Free and Cued Selective Reminding Test [3]; Verbal fluency [15]; Stroop Color-Word Interference Test [8]; Tower of London Drexel University version [5]. A total of 33 cognitive variables were used. These variables plus age and education were used as the input dataset to train ANNs.

2.3. Artificial neural network

An ANN consists of a system composed by one input layer, one output layer, and one or more hidden layers. In this study ANNs with only one hidden layer were executed. Each layer is composed by nodes, all of them connected through different weights. During a learning or training period the weights are fitted or adjusted, processing each input vector and comparing the output with a corresponding target. In this work the input vector was formed by the neurological test indicators (Neuronorma profile) and the target was the corresponding subject class: CONT, MCI or AD. The experiments carried out were based on feedforward neural networks operating in a supervised learning mode, i.e. a known diagnostic outcome is available during the training period. Once the neural network has been trained it can be used to diagnose new subjects, not included in the initial database formed by the 518 participants.
2.4. Procedure

The initial database was divided into three groups or datasets: 70% to train, 15% to validate and 15% to test. In the training phase, the network compares the real output with the expected diagnosis (target) and uses the difference to adapt the weights set of the ANN. The training cycle is iteratively repeated until the validation set finds the minimum mean square error (MSE: quadratic difference between the output and the target or expected diagnosis). The optimization of the weights of the network is determined by the minimization of this MSE. So, the validation dataset provides an unbiased evaluation of the ANN that has been fitted on the training dataset.

The optimal neural network architecture was defined using two parameters: the number of hidden neurons, and the dimension of the input vector, also known as hyperparameters of the system. Many experiments were performed with the initial database. To reduce the features of the input vector, two methods were proved: Principal Component Analysis (PCA: the objective was to transform the vector into a new dimensionally reduced vector, to emphasize variation and bring out the information existing in the data), and Multiple Discriminant Analysis (MDA: the objective was to project the vector to maximize the differences between classes [samples well differentiated]). Six preprocessed databases were obtained: (1) RS-WR: raw input vector without reduction; (2) RS-PCA: raw input vector with PCA reduction; (3) RS-MDA: raw input vector with MDA reduction; (4) SS-WR: input vector adjusted by age and education without reduction; (5) SS-PCA: input vector adjusted by age and education with PCA reduction; and (6) SS-MDA: input vector adjusted by age and education with MDA reduction.

With these preprocessed databases, different ANNs were trained and validated whose only difference was the number of hidden neurons, and furthermore, all the results were also compared with another classifier, the Linear Discriminant. The test dataset was used to provide the final unbiased evaluation of the best ANN obtained with each preprocessed database.

3. Results

The classification error of the neutral database (test dataset) using the two methods to reduce the characteristics of the input vector, PCA and MDA, and without any reduction is shown in Table 1; both by the LD classifier and by the ANN.
The best trained ANN was composed by 15 input nodes (characteristics were reduced from 35 to 15 by MDA method) and 8 hidden neurons. This ANN was implemented on the Test Barcelona Workstation. Figure 1 shows the Neuronorma profile of a subject with its associated probability of belonging to one of the three cognitive states: Normal Aging (CONT), MCI and Dementia (AD).

<table>
<thead>
<tr>
<th>Database</th>
<th>Characteristic reduction</th>
<th>Classification error</th>
<th>Database</th>
<th>Characteristic reduction</th>
<th>Hidden neurons</th>
<th>Classification error</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS</td>
<td>PCA</td>
<td>11.54%</td>
<td>RS</td>
<td>MDA</td>
<td>8</td>
<td>5.13%</td>
</tr>
<tr>
<td>SS</td>
<td>WR</td>
<td>12.82%</td>
<td>RS</td>
<td>WR</td>
<td>6</td>
<td>6.41%</td>
</tr>
<tr>
<td>SS</td>
<td>MDA</td>
<td>12.82%</td>
<td>RS</td>
<td>PCA</td>
<td>5</td>
<td>6.41%</td>
</tr>
<tr>
<td>RS</td>
<td>MDA</td>
<td>14.10%</td>
<td>SS</td>
<td>PCA</td>
<td>14</td>
<td>12.82%</td>
</tr>
<tr>
<td>RS</td>
<td>WR</td>
<td>15.38%</td>
<td>SS</td>
<td>WR</td>
<td>35</td>
<td>15.38%</td>
</tr>
<tr>
<td>RS</td>
<td>PCA</td>
<td>16.67%</td>
<td>SS</td>
<td>MDA</td>
<td>34</td>
<td>17.95%</td>
</tr>
</tbody>
</table>

RS = Raw Score; SS = Scaled Score; PCA = Principal Component Analysis; MDA = Multiple Discriminant Analysis; WR = Without Reduction.

### 3.1. Limitations and future studies

Currently, the ANN implemented on the Test Barcelona Workstation is only useful for Alzheimer’s disease suspected cases. Our group has initiated similar studies in patients with multiple sclerosis, vascular dementia and Parkinson’s disease.

### 4. Conclusions

This study evaluated the capacity of an online ANN to predict the cognitive state of a subject assessed by the Neuronorma battery. The study shows that the ANN approach is better than linear predictive models. The online ANN is composed of 15 input nodes and 8 hidden nodes. The input vector, compounded of the values of Neuronorma test plus age and education, is previously reduced by MDA method. The classification accuracy achieved is nearly 95%. In conclusion, the results of this study confirm that the online ANN on the Test Barcelona Workstation is an excellent tool to assess clinical decisions.
Figure 1: (A) Screenshot of a sample neuropsychological profile, (B) Delivered probabilities by the implemented ANN.
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