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Abstract

The purpose of this project is the analysis and realization of proofs of concept of several solutions for communication’s opti-
mization between systems, based on APIs, to determine which scenarios offer the most benefits in the business ambit.

To attain this purpose, several studies for the different technologies have been done by using them on the development of a
couple of web applications, to then compare and test their behaviors.

The technologies that have been studied are Webhooks, HTTP Compression, Reactive APIs, Server-sent Events, GraphQl,
Kafka Streams, Tyk API Gateway, Kong API Gateway and iPaaS.

We have seen that all of them have their advantages and disadvantages. Some like HTTP Compression should be used as
often as possible, while others like GraphQL or Server-sent Events have more specific use cases. There are also those which
have similar behaviors such as Tyk or Kong where we have to choose which of them use depending on our expectations, while
others like Reactive APIs and Webhooks complement each other.

At the end, deciding what to use and what not to depends on the systems we want to integrate. The solutions studied in
this document have all proven to be useful to solve specific problems.
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Resum

L’objectiu d’aquest projecte es l’anàlisis i realització de probes de concepte de diverses solucions per la optimització de co-
municació entre sistemes, basats en APIs, per tal de determinar quins escenaris ofereixen els més grans beneficis en l’àmbit
empresarial.

Per aconseguir cumplir aquest objectiu, s’han fet diversos estudies per les diferents tecnologíes usant-les en el desenvolu-
pament d’un parell d’aplicacions web, per comparar i testejar el seu comportament.

Les tecnologies que s’han estudiat són Webhooks, HTTP Compression, Reactive APIs, Server-sent Events, GraphQL, Kafka
Streams, Tyk API Gateway, Kong API Gateway i iPaaS.

Hem pogut veure que totes elles tenen els seus avantatges i desavantatges. Algunes com HTTP Compression s’haurien de
fer servir tant sovint com sigui possible, mentre que d’altres com GraphQL o Server-Sent Events tenen casos d’ús més es-
pecífics. Hi han també aquelles que tenen comportaments similars, com Tyk i Kong en les que hem de triar la que fer servir
depenent de les nostres expectatives, mentre que d’altres com Reactive APIs i Webhooks es complementen entre elles.

Al final, decidir què fer servir i què no depèn dels sistemes que volem integrar. Les solucions estudiades en aquest docu-
ment han demostrat ser útils per solucionar problemes específics.
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Resumen

El objetivo de este proyecto es el análisis i realización de pruebas de concepto de diversas soluciones para la optimización de
comunicaciones entre sistemas, basados en APIs, con tal de determinar qué escenarios ofrecen los mayores beneficion en el
ámbito empresarial.

Para conseguir cumplir este objetivo, se han hecho diversos estudios para las diferentes tecnologías usándolas en el desar-
rollo de un par de aplicaciones web, para comparar y testear su comportamiento.

Las tecnologías que se han estudiado son Webhooks, HTTP Compression, Reactive APIs, Server-sent Events, GraphQL, Kafka
Streams, Tyk Api Gateway, Kong API Gateway y iPaaS.

Hemos podido ver que todas ellas tienen sus ventajas y desventajas. Algunas como HTTP Compression se deberían usar
tan a menudo como sea posible, mientras que otras como GraphQL o Server-Sent Events tienen casos de uso más específicos.
Hay también las que tienen comportamientos similares, como Tyk y Kong en la que tenemos que escoger la que usar dependi-
endo de nuestras expectativas, mientre que otras como Reactive APIs y Webhooksse complementan entre ellas.

Al final, decidir qué usar y qué no depende de los sistemas que queremos integrar. Las soluciones estudiadas en este doc-
umento han demostrado ser útiles para solucionar problemas específicos.
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Chapter 1

Introduction

The purpose of this project is the analysis and realization of proofs of concept of several solutions for communication’s opti-
mization between systems, based on APIs, to determine which scenarios offer the most benefits in the business ambit.

All proofs of concept have been developed under the same conditions, using Windows 7 as operational system and work-
ing with the framework Angular on the frontends and NodeJs for the backends.

The project requirements that this document had to accomplish were the following ones:

1. Benchmarking of solutions.

2. Proof of concept of solutions.

3. Generate analysis documentation.

4. Redaction of conclusions.

In order to fulfill them, the procedure followed was to search information about each of the solutions to then generate an
introduction for each of them with an explanation of their most relevant characteristics. Then study the required tools needed
to test our technologies and explain the parts of each of them we would be using during the project as well as the procedure
to install them under our conditions. The last steps were to generate custom proofs of concepts explained in detail so that they
could be reproduced and analyze the technology aspects while doing so, to then extract some conclusions for each of them
including in some cases a comparison between them.

This project has its origin at Everis Barcelona, where it has been partly developed. Its idea came from a reunion where we
discussed the need to do some analysis of several technologies to decide which to use in the project we were developing. A
long list of them came up from it and finally it was decided to narrow it to these 9: Webhooks, Http Compression, Reactive
APIs, Server-Sent Events, GraphQl, Kafka Streams, Tyk API Gateway, Kong API Gateway, iPaaS.

The views used for the first web where developed by the author itself several months ago as a little part of a project devel-
oped in the company. They are a, now outdated, representation of digital architectures, that the author has completely modified
for them to work for the purposes of this document with the consent of Everis’ project leader.

The work plan, milestones and Gant diagram can be found on [Appendix A].

The complete project, including all the required tools, studies and proofs of concept is included in a separate document called
Technical Appendix of 134 pages length.
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Chapter 2

State of the art of the technologies used in this
thesis

2.1 Webhooks

2.1.1 Background
Over recent years more and more services are offering the ability to configure webhooks that notify you when something
interesting has happened. It is increasingly being used by companies to improve their customer experience.

A webhook is a user-defined HTTP callback which retrieves and stores data from an event, usually from outside of your
software application.

If you want to use it, you need to provide a callback URI, and the service offering the webhook will make a HTTP request
to that URI whenever the event of interest occurs. This allows you to write your own code that responds to the event when it
happens. All you need is the ability to listen for HTTP requests to the callback URI. It is also possible to configure it to work
on a NAT network.

2.1.2 Why use Webhooks?
The main reason we need webhooks is that we don’t want to have to continuously poll a service to discover what has happened
recently. Polling is a waste of resources both for the client and server. Giving the server the ability to push notifications via
webhook callbacks solves the problem.

Figure 2.1: Webhooks flow.

With webhooks, the issuer of a webhook is the one who owns the contract, they not only define the incoming API but they
also define the payload of the webhook. So one of the services doesn’t need to know anything about who the other service is
(i.e: in REST API development, the backend doesn’t need to know the url of the frontend, it just responds automatically to the
one who called its services).

12



2.1.3 Securing Webhooks
Webhooks should always use HTTPS. No-one should be able to intercept a webhook payload and examine it. They should also
include a pre-shared secret somewhere in the HTTP request. It would be even better if they include a hash calculated using a
pre-shared secret and the JSON payload so that the secret is never transmitted, but that would introduce more complexity for
the recipient of the webhook. Another important security step is to sanity check the webhook payload and limiting the scope
information shared in the callback.

2.1.4 When to use webhooks
If the service let users initiate long-running operation, or there are events that the users might like to be notified about in real-
time , offering webhooks will make the system much easier for them to work with. However, the use of webhooks should be
made optional, and not provide any information that could not also be retrieved through polling. This way, the users who don’t
want to (or can’t) host a webhook will still be able to use the service.

2.1.5 Webhooks in companies
A good example of webhooks in action is GitHub, who allows to set up webhooks to subscribe to various events. So if someone
wants to be notified when a pull request is created, he can tell GitHub where the webhook is hosted, and then whenever a pull
request is created on his project, GitHub will make a HTTP request to the callback URI, posting a JSON object that contains
information about the pull request. Webhooks are also commonly used on payment providers.

Other examples of webhooks use would be in chatbots implementations such as Inbenta’s Veronica, Sendgrid’s Event
Webhook that notifies whenever a mail is received or Shopify, that offers them to keep the user’s e-commerce data updated.

2.2 HTTP Compression

2.2.1 Background
HTTP compression is a capability that can be built into web servers and web clients to improve transfer speed and bandwidth
utilization.

Figure 2.2: Comparison between compressed and non-compressed HTTP requests.

HTTP data is compressed before it is sent from the server. There are two different ways compression can be done in HTTP:

• At a lower level, a Transfer-Encoding header field may indicate the payload of a HTTP message is compressed.

• At a higher level, a Content-Encoding header field may indicate that a resource being transferred, cached, or otherwise
referenced is compressed. This second one is more widely supported.

2.2.2 Benefits of HTTP compression
HTTP compression was created to be a solution for several of the performance issues of the Web by reducing the size of
the resources transfered to a server, therefore lowering the user’s perceived latency and making a better use of the network’s
bandwidth.
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Many Web resources, such as the ones used in Angular and NodeJS (HTML, CSS, Typescript, Javascript...) are simply
ASCII files with the same information repeated over and over again. HTTP compression proves to be especially benefitial in
those cases, reducing a large amount of bytes and therefore enhancing the user experience. Also, for those services that are
payed depending on the amount of bandwidth consumed, it becomes a way to save money.

2.2.3 Support of HTTP compression
Most navigators support some form of HTTP compression ever since HTTP/1.0 was out, but it was mostly forgotten and
unused. It wasn’t until HTTP/1.1 appeared that its use started to be more significant. The clear example is chrome, that uses
gzip compression on both the requests and responses of our API rest.

Figure 2.3: Example of request headers in Chrome.

2.2.4 Problems preventing use of HTTP compression
Antivirus software can interfere with connections to force them to be uncompressed. Also, the use of proxies, misconfiguration
of servers and browser bugs can prevent this compression to be used. Internet Explorer 6 was the browser most prone to failing
back to uncompressed HTTP. Another problem found while deploying HTTP compression on large scale is due to the deflate
encoding definition, that made the deployment unreliable. For this reason some software only implement gzip encoding.

2.3 Reactive APIs

2.3.1 Background
Reactive programming is a really popular subject in the JavaScript and Android communities. The term itself has been around
for many years but until Microsoft released the Reactive Extension1 for .NET it wasn’t quite well considered. Right now,
RxJava and RxJs are widely adopted for Android and Javascript users respectively and some frameworks such as Angular from
Google includes them as a hard dependency.

2.3.2 What is Reactive Programming?
Reactive programming bases on programming with asynchronous data streams using a toolbox of functions to combine, create
and filter any of them. A stream, usually called Observable, is a sequence of ongoing events ordered in time that can emit a
value, an error or a "completed" signal. You can listen to that stream by subscribing to it and create functions that execute
when one of the results,called Observers, is emitted. All this conforms the Observer Pattern[47].

1Rx is one of the most known libraries for Reactive Programming.
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Figure 2.4: Reactive APIs flow.

2.3.3 Why adopt Reactive Programming
Reactive Programming raises the level of abstraction of the code so you can focus on the interdependence of events that define
the business logic, rather than having to constantly fiddle with a large amount of implementation details. Code in RP will likely
be more concise. In modern webapps and mobile apps the benefit is more evident when having a multitude of UI events related
to data events.

Apps nowadays have an abundancy of real-time events of every kind that enable a highly interactive experience to the use
by making the application more responsive.

2.3.4 Understanding Reactive Programming
There are interactive websites such as RxMarbles [50] that show in an easy and fun way how Rx Observables work. Also,
there are many articles about the topic that explain in a really accurate and extent way the benefits of using these kind of technics.
One of the most recommended ones is "Understanding reactive programing through an example with
rxjs part 1" [51] from Potcharapol Suteparuk.

2.3.5 Reactive APIs in companies
The list of businesses that have adopted reactive programming is extremely long. Just using it with Angular or ReactJs for their
projects we already have companies such as Everis, The Guardian, Google, Vevo, Weather Channel, Youtube, Paypal, Upwork,
Freelancer, between other hundreds of them. It has become an extent and really popular way of writing code.

2.4 Server-Sent Events (SSE)

2.4.1 Motivation
SSE is a mechanism that enables server to asynchronously push the data via HTTP from the server to the user once the user-
server connection is established by the user. Once the user established the connection, the server continously sends data and
decides to send it to the user whenever a new piece of data is available.

With real-time communication, instead of requiring the user to refresh the browser, new information can be appended
instantly to a web page. In early days, you would have to resort to polling via AJAX. This puts strain on both browser and
server, and data was always at least seconds behind. Since then, new technologies have emerged that push information to the
browser and back to the server as soon as it arrives.
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Figure 2.5: Comparison between polling and server-sent event’s flows.

Because SSEs are streams of data, it is important for the user to have long-lived connections.The server used has to be able
to handle large numbers of simultaneous connections. Some examples are Juggernaut, Node.js and Twisted.

2.4.2 Server Sent Events or Websockets?
One reason SSE has been kept in the shadow is because later APIs like WebSockets provide a richer protocol to perform bi-
directional, full-duplex communication. Having a two-way channel is usually more attractive for cases where you need near
real-time updates in both directions. However, in some scenarios data doesn’t need to be sent from the client. You simply
need updates from some server action. A few examples would be friends’ status updates, stock tickers, news feeds, or other
automated data push mechanisms.

SSE are sent over traditional HTTP. That means they do not require a special protocol or server implementation to get
working. WebSockets on the other hand, require full-duplex connections and new Web Socket servers to handle the protocol.
In addition, Server-Sent Events have a variety of features that WebSockets lack by design such as automatic reconnection, event
IDs, and the ability to send arbitrary events.

2.4.3 Server-sent Events in companies
There are several uses for these types of events. Nowadays the most popular ones are:

• Real-time chart streaming live stock prices

• Twitter/Fb walls receiving live update’s by Twitter’s streaming API.

• Monitor for server stats like health, uptime, and other running processes.

• A sports portal using SSE push live updates right to a browser.

• Arrival & departure tables for flights or trains.

• Remote health monitoring for elderly care.

2.5 GraphQL

2.5.1 Background
GraphQL is a tool developed by Facebook that intends to substitute RestFull. It is available for javascript, typescript, ruby,
python, java, scala, c# (between others) and for clients like React, React Native, Angular 2, Android and iOS.
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2.5.2 Main characteristics
• With GraphQL, the application is the one that has control over the resource, reducing the bandwidth and times. If only

one field of a resource is needed, its use is recommendable.

• It is possible to access several resources with just one call.

• Endpoints are deleted, being substituted by types that only indicate what is needed.

• It tries to delete the versioning of APIs.

• Disengages the dependency from database access.

2.5.3 API’s Schema definition
The Schema defines the operations and types that our API exposes[58].

Analyzing the Schema we can observe 3 parts:

Figure 2.6: GraphQL schema.

• schema: section where the operation’s types are defined. The Queries will be the types of queries that can be done
and the Mutations the way how we modify the server.

• Query: They are the defined queries, with the input and output parameters.

Example: query1 (parameter1: [String]): [ReturnType].

• Mutation: They are the modifications that can create queries.

After defining the operations, we define the types that can be returned using the keyword type. Also, we define the input
types with the keyword input.

2.5.4 Solving API operations

Figure 2.7: GraphQL resolver.

To tell GraphQL how to resolve the operations after receiving resource petitions, we use resolvers. This indicates which
functions should them call to receive a certain query. With this we would have a defined and resolved API and we could start
using it.
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2.5.5 Best Practices
HTTP

GraphQL is typically served over HTTP via a single endpoint which expresses the full set of capabilities of the service.
While GraphQL could be used alongside a suite of resource URLs, this can make it harder to use with tools like GraphiQL.

JSON+GZIP

GraphQL services typically respond using JSON, however the GraphQL spec does not require it. The reason why JSON is
used is because it is mostly text, and compresses exceptionally well with GZIP. It’s encouraged that any production GraphQL
services enable GZIP and encourage their clients to send the header Accept-Encoding: gzip.

Versioning

Most APIs are versioned because, when there’s limited control over the data that’s returned from an API endpoint, any change
can be considered a breaking change that requires a new version. In contrast, GraphQL only returns the data that’s explicitly
requested, so new capabilities can be added via new types and new fields on those types without creating a breaking change.

Nullability

Most type systems which recognise null provide both the common type, and the nullable version of that type, where by
default types do not include null unless explicitly declared. However in a GraphQL type system, every field is nullable by
default. By doing so, most errors may result in just a field returned null rather than having a complete failure for the request.
Instead, GraphQL provides non-null variants of types which make a guarantee that if requested, the field will never return null.
When designing, it’s important to keep in mind all the problems that could go wrong and if nul is an appropriate value for a
failed field.

Server-side Batching & Caching

GraphQL is designed in a way that allows you to write clean code on the server, where every field on every type has a focused
single-purpose function for resolving that value. You can also use a batching technique, where multiple requests for data from
a backend are collected over a short period of time and then dispatched in a single request to an underlying database or
mircroservice by using a tool like Facebook’s DataLoader.

2.5.6 OData. Another way to REST
There are other technologies similar to GraphQl that are also emerging to try to revolve REST programming.
OData (Open Data Protocol) defines a set of best practices for building and consuming RESTful APIs. It helps you focus on
your business logic while building RESTful APIs without having to worry about the various approaches to define request and
response headers, status codes, HTTP methods, URL conventions, media types, payload formats, query options, etc. It also
provides guidance for tracking changes, defining functions/actions for reusable procedures, and sending asynchronous/batch
requests.
Even though it was not possible to start an approach to this technology during the construction of this document, it is
recommended to check it’s main website [70] and test it.

2.5.7 GraphQl in companies
The companies from Figure 2.8 use Apollo and GraphQL to power their most important applications [66].

Figure 2.8: Companies that use Apollo and GraphQL.
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One of the most relevant companies on this list is The New York Times. As they explain in these articles [67] [68], apollo
offered many improvements and options that React alone couldn’t match.
Another one is Airbnb, as shown in the article [69], which ended up using it in its search page.

2.6 Kafka Streams

2.6.1 Background
Kafka is a fault tolerant, distributed publish-subscribe messagin system that is designed for fast processing of data and the
ability to handle hundreds of thousands of messages. Stream processing is the real-time processing of data continuously,
concurrently, and in a record-by-record fashion. In terms of kafka, real time processing typically involves reading data from a
topic (source) doing some analysis or transformation work, and then writing the results back to another topic (sink).

2.6.2 What is Kafka Streams
Kafka Streams is a library for building streaming applications, specifically applications that transform input Kafka topics into
output Kafka topics (call external services, update databases, etc.). Kafka Streams allows you to do this with concise code in a
way that is distributed and fault-tolerant.
It can be a good alternative in scenarios where you want to apply a stream processing model to your problem, without
embracing the complexity of running a cluster. The Apache Team provides excellent documentation for people for people who
want to get introduced into this streaming platform [73].

Figure 2.9: Kafka Streams diagram.

2.6.3 Kafka basics
To understand Kafka, let’s first list some of the basics:

• Applications that send data to Kafka are called producers.

• Applications that read data from Kafka are called consumers.

• Producers send records. Each record is associated to a topic. A topic is like a category. Each record consists of a key,
value and timestamp.

• Consumers can subscribe to a given topic, receive a stream of records and be alerted whenever a new record is sent.
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• In the event that a consumer goes down, it is able to restart streaming from where it left off, by keeping track of the
topic’s offset.

• Kafka guarantees the order of messages in given topics, regardless of the number of consumers or producers.

Through Kafka’s architecture, we are able to decouple the production of messages from the consumption of them.

2.6.4 Kafka in companies
There are more than 300 companies that use Kafka on their projects nowadays. Some of the most known are Spotify, Hubstop,
Code School, Tumblr, WePay, between others.

2.7 Kong

2.7.1 Background
Kong is an open-source API gateway and microservice management layer based on Nginx. Its pluggable architecture makes it
flexible and powerful. It’s like a security layer which sits in front of the application and enhances it’s performance.Kong
provides full control over architecture and it’s currently used by many organizations including small and large ones.

2.7.2 Key Concepts
• API Object: wraps properties of any HTTP endpoint that accomplishes a specific task or delivers some service.

• Consumer Object: wraps properties of anyone using our API endpoints. It will be used for tracking, access control and
more.

• Upstream Object: describes how incoming requests will be proxied or load balanced, represented by a virtual
hostname.

• Target Object: represents the services implemented and served, identified by a hostname(or IP address) and a port.

• Plugin Object: pluggable features to enrich functionalities of our application during the request and response lifecycle.
Kong provides very powerful plugins.

• Admin API: RESTful API endpoints used to manage Kong configurations, endpoints, consumers, plugins, and so on.

Figure 2.10 depicts how Kong differs from a legacy architecture:
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Figure 2.10: Comparison between Kong and legacy architecture.

2.7.3 Kong in companies
Kong is used in production at hundreds of organizations from startups to large enterprises and government departments. Some
of them are:

• Mashape MarketPlace

• DataBC

• EuroStar

• Expedia

• Harvard University

• IBM

• Intel

• OpenDNS

• The Guardian

• The New York Times

2.8 Tyk

2.8.1 Background
Tyk Multi Data Center Bridge (Tyk MDCB or Tyk Sink) acts as a broker between Tyk Gateway Instances that are isolated
from one another and typically have their own Redis DB.
In order to manage physically separate Tyk Gateway clusters from a centralised location, Tyk MDCB needs to be used to
provide a remote "back-end" for token and configuration queris.
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2.8.2 How Tyk MDCB Works
Tyk MDCB creates a bridge between a configuration source (MongoDB and a centralised Redis DB) and multiple Tyk
gateway instances, this bridge provides API Definitions, Policy definitions and Org rate limits, as well as acting as a data sink
for all analytics data gathered by slaved Tyk gateways.
The communication between instances works through a compressed RPC TCP tunnel between the gateway and MDCB, it is
incredibly fast and can handle 10’s of thousands transactions per second.

2.8.3 Tyk MDCB Logical Architecture
The Tyk MDCB Logical architecture consists of:

• A master Tyk cluster which must not be tagged or sharded or zoned in any way. It stores configurations for all valid
APIs to facilitate key creation.

• MDCB instances to handle the RPC connections.

• The Tyk Slave clusters, which consist of Tyk Nodes and an isolated Redis DB.

Since Tyk instances connected to MDCB are slaved, to first get slave clusters set up it is needed a master. It can be an existing
Tyk Gateway setup, it does not need to be separately created but it will hold a copy of all tokens across all zones. It needs to
consist of:

• A Dashboard instance

• A Master Tyk gateway instance

• A master Redis DB.

• A MongoDB replica set for the dashboard and MDCB.

• One or more MDCB instances, load balanced with port 9090 open for TCP connections

The slave clusters are essentially local caches that run all validation and rate limiting operations locally instead of against a
remote master that could cause latency. The procedure to handle a request is the following:

1. Request arrives

2. Auth header and API identified

3. Local cache is checked for token, if it doesn’t exist, attempt to copy token from RPC master node.

4. If token is found in master, copy to local cache and use.

5. If it is found in the local cache, no remote call is made and rate limiting and validation happen on the local copy.

The slave clusters consists of:

• Tyk gateway instances specially configured as slaves

• A redis DB.

2.8.4 Tyk in companies
Tyk is a fairly new technology and as such, doesn’t have yet an extent number of affiliates. However, its usage is increasing
and little by little it is gaining more and more influence as an API Management solution.
Some of the companies that have started integrating their APIs with Tyk are Senz, Twig and Veris.
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2.9 Integration Platform as a Service (iPaaS)

2.9.1 Background
Nowadays, data is no longer being stored centrally; it’s scattered and distributed across multiple apps, databases and data
centers.
The biggest challenge companies face today is integrating the data that is coming in and out of various web-based and
on-premise apps.
iPaaS is a platform that allows users to connect various cloud and on-premise apps and then deploy these integrations without
writing any code or installing additional software or hardware.
It’s most important value is the functionality it offers. Any user can use an iPaaS to move data from any database or
application to another app, automatically. This allows enterprises to automate complex business processes that span across
web-based apps and on-premise resources.

2.9.2 Cloud Service Models
There are several types of cloud service models, such as:

• IaaS stands for Infrastructure as a Service. It provides users with the capability to provision processing, storage, and
network connectivity on demand. Using this service model, the customers can develop their own applications on these
resources.

• PaaS stands for Platform as a Service. The service provider provides services like databases, queues, workflow engines
or e-mails to their customers. The customer can then use these component for building their own applications. The
services, availability of resources and data backup are handled by the service provider that helps the customers to focus
more on their application’s functionality.

• SaaS stands for Software as a Service. The third-party providers provide end-user applications to their customers with
some administrative capability at the application level, such as the ability to create and manage their users. Also some
level of customization is possible.

• iPaaS stands for Integration Platform as a Service. It is now emerging as the next generation integration platforms for
integrating cloud applications with one another and with on-premices and legacy applications.

2.9.3 Why adopt iPaaS
• iPaaS brings an organization’s unique needs together into a cloud-based toolset.

• Cloud-based Integrations: Modern iPaaS solutions are cloud-friendly and more secure. Integrations between cloud
applications happen in the cloud, thereby eliminating the risk of exposing a local network and data to the internet.

• Cost-efficiency: iPaaS eliminates the need to hire expensive developers to write custom integrations. The required
platform is available as monthly/yearly subscriptions, and is mostly in the cloud. No hardware or software installations
are required to integrate applications.

• Agility: iPaaS offers speed and flexibility which enables greater business agility. Required integrations can be created,
edited, and disposed of when needed, without worrying about additional costs or provider permissions.

• Updates Over Upgrades: iPaaS provides reliable, automatic, and regular updates that reduce the cost of maintenance,
improve reliability, and ensure that you make use of the latest features and enhancements as they become available. This
becomes critical when merging with SaaS applications that provide updates to their API and security protocols
regularly. A good iPaaS will update actions and activities on a bi-weekly basis so that a user doesn’t have to worry about
keeping up with updates.

• Speed and Simplicity: iPaaS enables you to connect and automate workflows for your business quickly and easily,
whether you are connecting to new cloud solutions, to existing core on-prem systems, or starting up a zero-footprint
enterprise.
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2.9.4 iPaaS or ESB?
iPaaS is often used in business-to-bussiness [97] scenarios where the speed of release times is a key requirement. The problem
with this type of prepackaged integration is that it increases the threat of vendor lock-in [98].
Modern ESBs(Enterprise service bus) can handle SaaS applications and also prove useful when integrating legacy
applications. On the other hand, iPaaS is cheaper than ESB, offers more scalability and the advantageous for
business-to-bussiness integration outside an organization’s own systems.

2.9.5 CloudReach iPaaS Service
Nowadays there are just a few services that allow iPaaS implementations, specifically made for companies who need
integration of projects in a medium to large scale. We will be checking how to implement it in AWS since it is a known Cloud
platform but there are others like CloudHub that are specifically intended for iPaaS implementations.
One of AWS’s partners, provides one of the emerging services that allow such integrations,CloudReach [105].
It’s pricing is around 1500-4500$ and allows an incredibly high amount of scenarios to integrate different systems from
databases to services to on-premise applications.

2.9.6 IPaaS in companies
IPaaS vendors work towards integrating enterprise systems within the cloud and also between public and private clouds. There
are two basic schools of vendors for iPaas:

• The old school, formed by existing integration companies that have modified their tools to work with cloud services and
are using their experience to incorporate users’ needs and create integration service platforms. Some examples of these
are TIBCO, Informatica and IBM.

• The new school, formed by companies that were born within the cloud age and have found success based on and around
cloud services.Some examples are Jitterbit, Dell Boomi, SnapLogic and MuleSoft.
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Chapter 3

Project development- Proofs of Concept

All proofs of concept, procedures and methodologies are included in a separate Technical Appendix alongside with all the
required tools used to develop this project. The next following lines include a short summary of the procedures followed for
each technology.

3.1 Webhooks
To develop the webhooks proof of concept, we created a NodeJs server connected to a MongoDB database. We filled the
Mongo database with some JSON documents with information about architectures and prepared the server to allow
performance of CRUD operations to treat that information. We programmed it to implement webhooks, so that whenever a
request was made, the data was retrieved and automatically sent back to the requester.

r o u t e s . g e t ( ' / ' , ( r e q , r e s )= >{
A r c h i t e c t u r e . g e t A r c h i t e c t u r e s ( ( e r r , a r c h i t e c t u r e s )= >{

i f ( e r r ) {
r e s . send ( e r r ) ;

}
r e s . j s o n ( a r c h i t e c t u r e s ) ;

} ) ;
} ) ;

3.2 HTTP Compression
To develop the HTTP compression proof of concept, we added the dependencies required to perform it in our NodeJs server.
Then we filled our database with thousands of JSON documents in order to make the response as heavy as possible, in order to
trigger the use of compression. Finally, we used a navigator inspector to test the differences between applying it or not.

Figure 3.1: HTTP compression response.

3.3 Reactive APIs
To develop the reactive API proof of concept, we created some Angular views with typescript as the main language. We
established a communication with the NodeJs server to retrieve data and display it using html. While doing so, we prepared
our functions to retrieve the responses as Observable objects, in order to asynchronously wait for the response of the server
and subscribe to its result. This way we obtained a full-fledged Reactive API web, with an Angular API as our frontend and a
Node Server as the backend.
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t h i s . h t t p . g e t ( API_ENDPOINT + ' / a r c h i t e c t u r e s ' ) . p i p e ( map ( r e s => r e s . j s o n ( ) ) ) .
s u b s c r i b e ( d a t a =>{

t h i s . d a t a S t o r e . a r c h i t e c t u r e s = d a t a ;
t h i s . _ a r c h i t e c t u r e s $ . n e x t ( t h i s . d a t a S t o r e . a r c h i t e c t u r e s ) ;

} )

3.4 Server-Sent Events (SSE)
To develop the server-sent events proof of concept, we modified the code created to test reactive APIs and prepared the server
to return the data from the database in a real-time stream and the views to listen to that stream.

app . g e t ( ' / e v e n t s t r e a m ' , ( req , r e s , n e x t )= >{
r e s . s e t ( {

' Conten t−Type ' : ' t e x t / even t−s t r e a m ' ,
' Cache−C o n t r o l ' : ' no−cache ' ,
' Connec t ion ' : ' keep−a l i v e '

} ) ;
app . on ( ' message ' , d a t a => {

r e s . w r i t e ( ` e v e n t : message \ n ` ) ;
r e s . w r i t e ( ` d a t a : ${JSON . s t r i n g i f y ( d a t a ) } \ n \ n ` ) ;

} ) ;
} ) ;

3.5 GraphQL
To develop the graphql API proof of concept, first we created a new NodeJs server using the graphql syntaxis to program it,
using a single endpoint defined by with an schema to perform all the mutations and queries required to retrieve JSON objects
from a new database. After testing its performance with graphiql, we created a new Angular project using the apollo client’s
syntax to generate the queries required to perform the CRUD operations. Finally, we connected them both and tested its
functionality by performing some operations getting the objects and the response time and displaying it on the views.

export c l a s s GraphQLModule {
c o n s t r u c t o r ( a p o l l o : Apol lo , h t t p L i n k : H t t p L in k ) {

c o n s t u r i = ' h t t p : / / l o c a l h o s t : 3 0 0 0 / ' ;
c o n s t h t t p = h t t p L i n k . c r e a t e ( { u r i } ) ;
a p o l l o . c r e a t e ( {

l i n k : h t t p ,
cache : new InMemoryCache ( )

} ) ;
}

}

3.6 Kafka Streams
To develop the Kafka Streams proof of concept, first we created some custom producers and consumers using terminals to test
how the data was transmitted. Then, we modified the Node servers we created for both the reactive API and graphql tests to
perform the functions of a producer and consumer respectively. Finally, we checked its behavior by performing operations on
both frontends and synchronizing the data in order to update at the same time both databases and views.
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c o n s t k a f k a = r e q u i r e ( ' k a f k a −node ' ) ,
Consumer = k a f k a . Consumer ,
c l i e n t = new k a f k a . C l i e n t ( ) ,
consumer = new Consumer ( c l i e n t , { t o p i c : ' A r c h i t e c t u r e s ' , o f f s e t : 0 } ] ,
{ autoCommit : f a l s e } ) ;

consumer . on ( ' message ' , f u n c t i o n ( message ) {
c o n s o l e . l o g ( message ) ;

} ) ;
consumer . on ( ' e r r o r ' , f u n c t i o n ( e r r ) {

c o n s o l e . l o g ( ' E r r o r ' + e r r o r ) ;
} ) ;
consumer . on ( ' o f f s e tOu tOfRange ' , f u n c t i o n ( e r r ) {

c o n s o l e . l o g ( ' o f fSe tOu tOfRange : ' , e r r ) ;
} ) ;

3.7 Kong
To develop the Kong proof of concept, we prepared a Docker Linux virtual machine in order to host it and uploaded our
NodeJs server code on another one. Then we established a connection between both of them and used postman to administrate
it, test its functionalities and check some of the different plugins it supports to allow some basic security implementations.

Figure 3.2: Result of defining a route to an API inside Kong.

3.8 Tyk
To develop the Tyk proof of concept, we prepared a Docker Linux virtual machine in order to host it and uploaded our NodeJs
server code on another one. Then, we created a new session on Tyk’s dashboard and using its interface we established a
connection between both of them and administrate it. Finally, we tested some of the functionalities it performed such as basic
security implementations.
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Figure 3.3: Tyk dashboard. API Management screen.

3.9 Integration Platform as a Service (iPaaS)
To develop the AWS API gateway’s proof of concept, we uploaded our NodeJs server and database onto an EC2 instance
within the Cloud. Then, after configuring it, we performed a connection between the AWS API gateway and said instance to
test its performance, and included some client certificates in order to avoid foreign users from performing calls to it. Finally,
we deployed our Angular application onto an S3 instance, set it up in order to have public access, and connected it to the API
gateway using an API key, in order to have a live public webpage. Finally we accessed said web and performed operations to
test its behavior.

Figure 3.4: AWS API gateway. Backend connection
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Chapter 4

Results

4.1 Webhooks
Webhooks have proven to be an easy and reliable way to let the server push notifications back to a client without the need to
create extra code to do so. It helps us developers to not to worry about polling the system to get responses and thus let’s us
center ourselves on the correct development of functionalities.

Figure 4.1: Result of a GET request.

4.2 HTTP Compression
The moment you can ensure your users won’t have trouble at the moment of decompressing your responses, it should be a
must to use HTTP compression while developing a backend of an application that requests big amounts of data. Not only it
improves the user experience by decreasing its latency, but also translates onto a decrease of costs on serviced that tax you by
how much you use a given bandwidth.

Figure 4.2: Result of a compressed response.
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4.3 Reactive APIs
Nowadays, Reactive programming is no second to nothing when speaking of web development. Its an absolute great way to
create interactive webs and platforms and, combined with Webhooks, can make the integration between a frontend and its
backend a simple task of writing a couple of lines.
That said, it’s important to note that when working with asynchronous code, you must be extremely aware of what’s happening
at each moment, so that you don’t make your threads jump between lines of code while a necessary process is not finished yet.
In conclusion, it is a extremely powerful technology that need to be handled with care.

Figure 4.3: Reactive application

4.4 Server-Sent Events
Data streaming is a great way of performing real-time actions and monitoring, though it may have its downsides when using
them on web applications. It’s a great tool to use if you have to be constantly sending data, and it becomes more effective the
more frequent it is. In example, you could use these tools in case you wanted to send a video file or a long text file from an
application to another, so that its upload time becomes as short as possible. In general, its a tool to have in mind and that can
solve problems when trying to send constant and big amounts of data.

4.5 GraphQL
GraphQL have proven to be a significantly better fit than REST for web applications with complex data requirements. Moving
the queries for data into the components that consume it results in cleaner, more modular application code, though at the cost
of some redundancy. Defining the shape of the returned data means that you get excellent tooling and guarantees about data
structure without having to implement complicated response parsing and checking.
That being said, GraphQL doesn’t have a good error handling system. Current logs don’t include specific descriptions of the
different errors. Also, even if it is not a big issue since most APIs already take into account a bit of redundancy on their
object’s creation, it must be noted that there is no way to escape from declaring each of them at least 2 times when using
GraphQL, one as a type and the other as a database entity.
In general its a technology that can be interesting to take into account but that has a pretty high learning curve regarding its
results. Luckily, Apollo gives some essential help to minimize the cost of understanding it.

30



Figure 4.4: GraphQL based webpage.

4.6 Kafka Streams
Kafka Streams have proven to be a really interesting and powerful technology to intercommunicate servers and databases. The
fact that it allows all of them to follow certain streams at a time makes it even better than using API gateways in many cases.
Though it must be noted that it is not thought to be used to integrate frontends, it offers an easy way to keep track of operations
done in other servers and to interconnect their codes.
That being said, it must be noted that Kafka Streams are real-time streams, and thus it must be taken onto account the same
upsides and downsides that we considered when establishing those types of connections.
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Figure 4.5: Synchronized applications using Kafka Streams.

4.7 Kong
Kong has proven to be a really versatile technology for an API gateway. The most remarkable thing of it is how easy it is to
work with. After running the instance all you have to do is send a limited and very understandable set of requests to configure
it and its plugins and you are ready to provide and monitor a service without much trouble. The only downside is the fact that
it forces you to secure the different endpoints one by one and makes it a bit more long than just implementing their security on
the server itself, but it’s not that big of a problem and the upsides easily eclipse it. Definitely an easy and reliable technology.
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Figure 4.6: Result of GET request through API Gateway.

4.8 Tyk
Tyk has proven to be an easy an interactive gateway with many functionalities to connect and secure our APIs.

Figure 4.7: Running Tyk API.

4.8.1 Kong vs Tyk
It’s hard to compare these two API Management tools. Both of them have probed to be extremely useful when implementing
security and monitoring of APIs. For my own experience, Kong appears to be extremely easy to use via requests and the
number of plugins it offers makes it a strong and flexible tool. Tyk requests to configure and administrate APIs are more
complex to perform but it solves this problem by adding a very intuitive and user-friendly dashboard with a bunch of tools to
monitor and secure the APIs already implemented. In terms of plugins, Kong is not second to anything but Tyk has more
features by default. At the very end, both of them are good enough to be considered and the main factor to take into account
when deciding which one to use is its pricing.
For a more extend comparison between both of them BBVA provides one taking into account all the previous factors,
including their billing. You can check it out on this web [93].

4.9 Integration Platform as a Service (iPaaS)
When organizations are looking for a greater depth of capability, iPaaS is a credible option. It includes tools for developing
and testing applications, middleware tools, and tools for deployment and server/system management. But, although iPaaS is
growing in ability and popularity, it still requires planning and evaluation before deciding to use it. It works well in simple
scenarios, where speed to release is a key requirement, but for larger systems that are heavy with embedded legacy server
systems and applications, iPaaS implementations are a struggle to complete.
That being said, as we saw, there are many other ways to use cloud services to integrate applications, and even if the solutions
with simple API Gateways are more limited than performing a greater scale system, they tend to also be a bit cheaper to
implement.
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Figure 4.8: Result of GET request to public API Gateway.
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Chapter 5

Budget

The proofs of concepts detailed on this document where all developed either free software or the free layer of services such as
AWS. Thus, we will only take into account the salary of a junior engineer, around 23000C per year with 40hour/week. This
project had a dedication of around 50 hours/week and its duration was 18 weeks. Since there are 14 pays per year, if we
consider that months have 4 weeks, we get a salary per hour of 10,26C/hour. This leaves us with the following table:

Concept Cost
Junior engineer 9241,07 C
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Chapter 6

Conclusions and future development

6.1 Conclusions
This project allowed us to see the large amount of options there are to allow data communication between our systems. We
have gone from the use of methods to improve the performance of a connection between a frontend client to a backend server
such as HTTP compression, Webhooks, Reactive Programming or GraphQL to systems that permits us to integrate a huge
amount of separated services, databases and clients such as Kafka Streams, Api Management tools like Kong or Tyk, and
Cloud Services like iPaaS or AWS API Gateway.
Each of them has its own benefits in their specific scenarios, and it is worth checking which ones to choose before starting to
develop a project or trying to integrate two separate ones.
As a final statement, a combination that has proven to be pretty safe when integrating projects is using the combination
Webhook - AWS Gateway - Reactive API, and make the desired modifications from there. HTTP compression is a good
addition to this combination as long as it can be ensured that the clients won’t have trouble to decompress the data. The
addition of Kafka Streams would be recommended for projects based in Java that require an almost constant communication
between several services for real-time communication. Regarding the other API Gateways, they are also good solutions, and
would be an acceptable substitute from the AWS Gateway, though if the systems we want to integrate are hosted in AWS it is
more recommended to use its own gateway. Finally, it could be good to try substituting the regular way of programming for
GraphQL as an innovation project, though its learning curve makes it not as attractive yet, compared to other Reactive APIs.

6.2 Future development
This project opens a wide range of windows for future development. The possibilities are immense. The most direct thought
after reading this document could be to choose one or several of the technologies learned to develop a completely new
application. Other possibilities include the study of many other technologies that couldn’t be included in it. Since the sector
keeps evolving year by year, there would be always some new ones to test. An example of a technology that couldn’t make it
to enter this document is OData, which has a similar use case as GraphQl. As a final thought, it could be possible to offer the
possibility to a company or university project to optimally integrate their systems using these technologies, including the
addition of services provided for external projects such as Google Maps geolocation or Facebook’s login page. Since the range
of the ideas commented on this project are quite wide, its use cases are innumerable.
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Appendix A

Workplan

Figure A.1: Work Breakdown Structure
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Work Packages

44



Milestones
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Gantt Diagram

The technical project with all its sections is included in a separate document.
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Glossary

Global:

• API: Applications Programming Interface.

• REST: Representation State Transfer.

• JSON: Javascript Object Notation.

• JWT: JSON Web Token.

• CRUD: Create, Retrieve, Update, Delete.

Amazon Web Services:

• EC2: Elastic Compute Cloud.

• S3: Simple Cloud Storage Service.

Digital Architectures:

• Architecture Team: Group of people in an organization that work with Digital Architectures.

• Agile IT: Agile software development describes an approach to software development under which requirements and
solutions evolve through the collaborative effort of self-organizing and cross-functional teams and their customer(s)/end
user(s).

• Open Innovation: term used to promote an information age mindset toward innovation that runs counter to the secrecy
and silo mentality of traditional corporate research labs.

• Frontend: in software engineering, the terms front end and back end refer to the separation of concerns between the
presentation layer (front end), and the data access layer (back end) of a piece of software, or the physical infrastructure
or hardware. In the client–server model, the client is usually considered the front end and the server is usually
considered the back end, even when some presentation work is actually done on the server.

• Mobile: technology used for cellular communication.

• Internet of Things (IoT): network of physical devices, vehicles, home appliances, and other items embedded with
electronics, software, sensors, actuators, and connectivity which enables these things to connect and exchange data,
creating opportunities for more direct integration of the physical world into computer-based systems, resulting in
efficiency improvements, economic benefits, and reduced human exertions.

• Bots: software application that runs automated tasks (scripts) over the Internet. Typically, bots perform tasks that are
both simple and structurally repetitive, at a much higher rate than would be possible for a human alone.

• Robot Process Automation (RPA): emerging form of business process automation technology based on the notion of
software robots or artificial intelligence (AI) workers.
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• Big Data: data sets that are so voluminous and complex that traditional data-processing application software are
inadequate to deal with them. Big data challenges include capturing data, data storage, data analysis, search, sharing,
transfer, visualization, querying, updating, information privacy and data source.

• API Management: process of creating and publishing web APIs, enforcing their usage policies, controlling access,
nurturing the subscriber community, collecting and analyzing usage statistics, and reporting on performance.

• Microservices: software development technique, a variant of the service-oriented architecture (SOA), architectural
style that structures an application as a collection of loosely coupled services. In a microservices architecture, services
are fine-grained and the protocols are lightweight.

• Blockchain: continuously growing list of records, called blocks, which are linked and secured using cryptography.
Each block typically contains a cryptographic hash of the previous block, a timestamp, and transaction data. By design,
a blockchain is resistant to modification of the data. It is an open, distributed ledger that can record transactions between
two parties efficiently and in a verifiable and permanent way.

• Big Content: big files such as media and other types of documentation.

• Business Services: approach used to manage business IT services.

• Integration Platforms: computer software which integrates different applications and services.

• DevOps: software engineering culture and practice that aims at unifying software development (Dev) and software
operation (Ops).

• Cloud Platforms: suite of cloud computing services that runs on the same infrastructure that the provider uses
internally for its end-user products.

• IT Governance: process of governing a network.

• Security Platforms: computer software which protects applications and services.
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