Numerical Investigation of Non-Linear Equivalent-Frame Models for Regular Masonry Walls
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ABSTRACT

The accuracy of the Equivalent Frame Method (EFM) in modelling the seismic non-linear behaviour of unreinforced masonry (URM) buildings is investigated for regular walls (i.e. walls with regular openings’ distribution) with different pier-to-spandrel geometrical relations. The developed EFM is composed of pier and spandrel elements with spread plasticity to simulate the flexural behaviour and lumped plasticity to simulate the shear behaviour. The investigation focuses on checking, by means of comparison with Finite Element Model (FEM) assumed as reference, the applicability of EFM to existing buildings. These structures are often characterised by geometrical schemes difficult to be represented by ideal frames. To point out the role of the geometrical configuration, the numerical results provided by the two modelling approaches are compared for different representative cases of regular walls characterized by pier-spandrel configurations rather typical in existing URM buildings. In addition to the innovative EFM approach, based on a fiber discretized beam element, also a more traditional approach, based on beam elements with lumped plasticity, is included in the comparative study. The two different EFM approaches were implemented in the software *Midas GEN © [44], while an open source software was used to implement the FEM (Kratos Multiphysics [59-60]). All the models were used to perform static non-linear analyses under equivalent loading and boundary conditions.

The evaluation of EFM and FEM is derived from a comparative simulation of a two-storey URM wall experimentally tested by other researchers. Two alternative approaches are assumed for the definition of piers’ effective heights in the EFM, i.e. the models proposed by Dolce [1] and Augenti [2]. The results demonstrate that remarkable differences may be detected in EFM and FEM predictions of the shear capacity and damage mechanisms as a function of pier-spandrel geometrical configurations. This result highlights the need for a cautious application of EFM to existing URM structures.
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1. INTRODUCTION

The study of the structural behaviour of new buildings is usually based on the quantitative evaluation of stress and deformation fields by means of numerical models. This approach is not easily applicable to the heterogeneous portfolio of existing masonry buildings. The mechanical inhomogeneity of the material and the huge variety of materials and constructive techniques, in fact, make the study of unreinforced masonry (URM) structures very challenging. The problem is further complicated by the complexity of the possible walls’ geometrical configurations. In most cases, existing masonry buildings were non-engineered at the time of their construction and may have undergone many changes over time.

*Correspondence to: Rossella Siano, Department of Engineering and Geology, University of Chieti-Pescara, viale Pindaro 42, I-65129 Pescara – Italy.
† E-mail: rossella.siano@unich.it
The classical approach to the structural modelling of masonry constructions focused on simplified models aimed at evaluating the safety conditions of singular structural elements, e.g. columns, arches, vaults, etc. [3]. Only at the end of the seventies, the attention moved to global models by extending to masonry structures the methods initially developed in different fields of structural engineering, such as the Discrete Element Method (DEM) [4, 5] or the Finite Element Method (FEM) [6-8]. The difficulty in characterizing the mechanical parameters of the material and the high computational cost of detailed models prevented their application to ordinary buildings and therefore their wide diffusion. For this kind of structures, the research focused mainly the formulation of simplified modelling approaches derived from the study of more engineered structures, like reinforced concrete (RC) and steel structures. The Equivalent Frame Method (EFM) [9-10] is one of the most known approaches derived from the analogy of the actual structure with a simple structural scheme, like a frame.

The widespread use of the EFM for non-linear analysis of URM structures stems from the large reduction of computational cost that it allows. As known, the EFM is based on the assumption that a masonry load-bearing wall can be modelled as a plane frame. The shear wall in-plane behaviour is then studied by discretizing it into discrete components (piers and spandrels) connected through rigid links (node panels), as shown in Figure 1.

![Figure 1: Discretization of a masonry wall into macro-elements: piers (a), spandrels (b) and node panels (c).](image)

In this approach, a crucial role is played by the definition of the macro-elements geometry, particularly in the case of piers which represent the main resisting elements of the equivalent frame scheme. Two approaches are commonly used for the definition of the piers effective height. The first criterion, proposed by Dolce [1], allows the identification of the effective deformable length of piers by applying a simple geometrical rule accounting for both the equivalent stiffness of the pier and the deformability of the surrounding spandrels. By updating the criterion provided by FEMA 356 [11], Augenti [2] proposed an alternative criterion in which the effective height of piers is defined as the height of consecutive opening from the side of the earthquake loading. Recent studies [12, 13] have investigated the influence of the mentioned criteria on the reliability of EFM results demonstrating their strong sensitivity to the geometry of the equivalent frame schemes.

Numerical tests and validation studies based on the comparison with experimental tests [14-17] have shown that the EFM can be successfully applied to the structural analysis of new URM buildings. At the same time, some uncertainties still hamper its application to the structural modelling of existing URM buildings. In this case, in fact, the simplified interpretation of the structural behaviour proposed by EFM is more uncertain. In particular, the application of EFM may be limited [18] by the presence of irregular geometries [19]. In case of regular walls, i.e. walls with openings aligned along both vertical and horizontal directions, the use of EFM may be critical in presence of pier-to-spandrel geometrical relations that do not comply with a classical frame configuration. Specifically, the EFM does not provide satisfactory results in the case of walls including squat piers or spandrels. In specific, Siano et al. [18] have demonstrated the limitations of EFM in modelling the response of façades with cross sections’ inertia of spandrels 10 times greater than those of the piers.

Further uncertainties can also arise in the identification of structural details, loading history, occurred damage and eventual refurbishment interventions. The correct inclusion of these details in the equivalent frame scheme is still troublesome in case of existing constructions because of the morphological variations that usually affect these structures over their lifecycle [20-22].

An accurate and systematic validation of EFM is therefore necessary to define clear limits for its applicability to URM existing constructions. In line with this purpose, Siano et al. [18, 23, 24] presented a wide parametric investigation to study the limits and potential application of the EFM approach to regular and irregular 2D walls. The investigation involved a wide sample of URM walls characterized by different geometrical configurations and tested in the linear and non-linear ranges. The shear capacity and damage mechanisms predicted by equivalent-
frame models (EFM) were compared with Finite Element Models (FEM), assumed as reference. The EFM and FEM results were also compared with experimental results available in the scientific literature [25].

Linear analyses both on regular and irregular façade configurations, reported in [18], showed the role of the geometrical configuration of the wall with respect to its ideal EFM representation. It was shown that differences between EFM and FEM results cannot be neglected in case of significantly irregular distribution of openings. The same is found for regular walls with pier-to-spandrel geometrical relations not compatible with a classical frame configuration, although representative of many old buildings. This fact leads to the distinction, measured by appropriate non-dimensional parameters, between frame-like walls - for which EFM can provide acceptable results - and non-frame-like walls.

However, given the strong non-linearity of masonry structures, the validation of a numerical approach cannot be limited to the linear field. In this paper, the results obtained in the linear analyses [18] are extended to the non-linear field. Namely, non-linear static analyses are used for the assessment of the seismic response of 2D walls representative of existing URM buildings, as they represent a widespread tool in the engineering practice [26, 27]. The non-linear validation reported here focuses only on regular geometries, selected among those showing a problematic behaviour in the linear analyses described in [18].

2. NON-LINEAR MODELS FOR MASONRY WALLS

The main cause of non-linearity in the behaviour of masonry is its small or almost negligible tensile strength. This low tensile strength causes cracking of the resisting cross-sections and the reduction of the effective resisting area to the portions working in compression. The mechanical response becomes non-linear even under low stress levels.

Given the relative ease of application of linear elastic analysis, many studies initially derived failure models from the elastic study of masonry components [28] and applied those linear models to complex monumental constructions [29-30]. However, the linear elastic approach cannot be considered adequate to describe the structural behaviour of masonry constructions, especially when simulating their seismic response. The interest towards the seismic performance of masonry constructions has motivated the development of non-linear structural models during the last decades. In this context, the application to masonry structures of non-linear Finite Elements models [6-8] provided a wide range of solutions characterized by different modelling scales. The level of detail of FEM models ranges, in fact, from a macro-scale approach to more refined micro-models.

In case of macro-models [8, 21, 31-33], masonry is modelled as a homogenous ideal continuum by neglecting the interaction between the single components (e.g. bricks and mortar). These models require a careful mechanical calibration that can be carried out directly by deriving homogenized continuum parameters by experimental tests on large-scale specimens. The properties of the ideal continuum can be derived, as an alternative, by applying numerical homogenization techniques to the mechanical properties of the single masonry components. Even if efficient from a computational point of view, FE macro-models show limitations in the description of local phenomena or strong discontinuities at micro-scale level.

FE micro-models [34-35] overcome these limits by explicitly modelling the response of each component (units, mortar and their mutual interfaces) of masonry with its own geometry and material parameters. The non-linear response of units and mortar joints is usually modelled by using continuum finite elements, while the interfaces between them is simulated by discontinuous elements. In this way, the complex interaction between units and mortar is accurately represented. However, micro-models require very large computational effort, so that these models are suitable and convenient only for modelling small structural elements or walls.

Multiscale modelling is a novel computational approach based on the exchange of information between the macro-scale and the micro-scale analyses [36]. The macro-scale is that of the total structure, represented as a homogenised continuum, whereas the micro-scale is used to investigate the local behaviour of a representative volume element (periodic cell) including the description of all the material components (units and mortar joints). Computational homogenization techniques are used to derive the homogenised properties from the micro-scale to feed the macro-model. This advanced method has recently been applied to both the in-plane and the out-of-plane analyses of masonry walls [37].

In parallel to the complex FEM approaches, simplified approaches have been proposed, based on the simulation of discrete portions of masonry as bi- or mono-dimensional elements with non-linear behaviour. All these proposals are commonly included in the category of EFM approach, since they study masonry walls by identifying them with an equivalent plane frame [9-10]. In the EFM framework, the material non-linearity can be taken into account by means of two different approaches, i.e. lumped plasticity and spread plasticity models. In the former models, the inelasticity is concentrated in limited portions of the structural elements. In this case, mono-dimensional beam
elements are usually modelled by an elastic central part and nonlinear terminal parts, defined as plastic hinges. An efficient example of lumped plasticity model is the one proposed by Magenes and Della Fontana [39]. In the case of spread plasticity models, the mechanical non-linearity of masonry is included over the whole length of the structural elements. The in-plane behaviour of masonry walls is then studied by discretizing them in a system of bi-dimensional macro-elements, whose non-linear mechanical models accounts for masonry cracking and crushing. An example of this approach was TREMURI proposed by Lagomarsino et al. [40, 41].

In this paper, the non-linear behaviour of masonry is simulated by using both the approaches with lumped and spread plasticity. An innovative force-based approach [15], derived by the one for r.c. beams [42-43], and a more traditional one are contemporarily tested by comparing their results with a refined FEM, which uses a micro-modelling approach. The first EF model results from the contemporarily application of a beam element with spread plasticity to simulate the flexural behaviour and concentrated non-linear hinges to simulate the shear behaviour, while the second EF model is based on a beam element with lumped plasticity. All the numerical models used for the comparative study are described in the following paragraphs.

2.1. Non-linear Equivalent Frame modelling of URM walls: a force-based approach

The implementation of the EFM follows the recently proposed extension of a force-based frame element [42-43] to the description of the non-linear in-plane behaviour of masonry [15]. This approach assumes a spread plasticity model and considers a fiber discretization of the cross-sections for each beam element (Figure 2). The fiber discretization of the cross-sections simulates the axial and flexure interaction. Integration of the fiber stresses provides the sections’ axial force and bending moments, while integration of the section forces at given locations (the integration points) yields the element end forces.

The model accounts for the shear response too by adding a non-linear spring (Figure 2) to the fiber-section frame element. The spring non-linear response, accounting for the shear deformation only, is defined by means of phenomenological non-linear shear-distortion ($V$-$\gamma$) constitutive laws. The two models work as a series system, as shown in Figure 2, so that both the flexural and shear failure mechanisms can be accounted for. Each component of the model can be easily calibrated by means of experimental tests or standards’ prescriptions. The models adopted in the present work have been implemented in the software Midas GEN © [44].

The non-linear response of the fibers is simulated by the mono-axial constitutive law provided by Kent and Park [45] and then updated by Scott et al. [46] (Figure 3a). This law, initially defined for concrete, is adequate to reproduce the main properties demonstrated by masonry in experimental tests, as shown in [14]. It accounts for the initial linear elastic branch, the hardening before the peak stress and the linear softening branch in the post-peak phase.

The model proposed by Kent and Park [45], presented in graphical form in Figure 3a, completely neglects the tension strength of the structural material. This assumption is suitable to masonry walls, given its negligible tensile strength.
strength. Raka et al. [15] proposed the same law for the calibration of EF models, while De Santis and de Felice [47] applied it for modelling single masonry structural elements. In this paper, the numerical simulations of an experimental test performed on a full-scale building prototype [25] provide additional confirmation of the accuracy of the proposed mechanical model.

The simulation of the in-plane shear behaviour is achieved through the calibration of the $\gamma \cdot \gamma$ constitutive law associated to the non-linear spring at the centre of each mono-dimensional element. The selected law is a tri-linear degrading law defined according to a Takeda Tetra-linear model (Figure 3b). Focusing on the positive part of a single loading cycle, four branches compose the reference shear law. The coordinates of the edge points of each branch are defined by following mechanical criteria provided both by international standards [11,48-51] and experimental calibration present in the scientific literature [52-53].

The first branch is linear elastic up to the peak shear strength ($V_1$). The maximum shear capacity corresponds to the shear resistance of each panel, as given by the more critical of the two possible shear mechanisms, i.e. diagonal cracking and sliding. The evaluation of the ultimate shear strength corresponding to the sliding shear mechanism follows the criterion provided by the Eurocode 6 [48], while the shear resistance associated to diagonal cracking is evaluated by applying the formula currently considered by the Italian standards [50] as proposed by Turnšek and Čačovič [52] and updated by Tomaževič [53].

The deformation at peak shear strength is given by the ratio between the ultimate shear capacity of the masonry panel and the initial elastic shear stiffness ($\gamma_1 = V_1/K_s = V_1/GA_s$, where $V_1$ is the ultimate shear capacity of the masonry panel, $G$ is the shear modulus, $A_s$ is the area of the cross-section. After this first branch, a branch with constant shear capacity characterizes the constitutive law until a point assumed halfway between the peak and the following point. A branch with degrading shear capacity follows the plateau. According to the Italian Building Code NTC08 [49], the degrading branch stops in correspondence of a value of shear capacity equal to 20% of the ultimate shear resistance and an angular deformation of 0.4%. Finally, the ultimate drift is set equal to 1.0%, as proposed in FEMA 356 [11].

In addition to the numerical approach described above, also an EF model with lumped plasticity is here studied for investigating the accuracy of the results provided in case of peculiar masonry wall geometries. In this model the in-plane non-linear response of masonry panels, both in case of piers and spandrels, is simulated by concentrating the whole non-linearity in three non-linear concentrated springs. Two non-linear springs are located at the edges of the masonry panels for describing the flexural behaviour, while the third one is located in the middle for simulating the shear response. Multi-linear constitutive laws were defined in accordance with FEMA 356 [11] to simulate both flexural and shear capacity of masonry panels.

2.2. Non-linear Finite Element modelling of URM walls: micro-modelling approach

The continuum micro-modelling approach used by Petracca et al. [37-38] is used in this work: both bricks and mortar joints are modelled with continuum 2D (plane-stress) finite elements, whose non-linear behaviour is described by means of a continuum damage model.

In order to simulate the different behaviours in tension and compression of both masonry components, the damage model is based on two damage indices $d^t$ and $d^c$ for tensile and compressive stress states, respectively. For a damage index equal to 0 the material is intact, while for a damage index equal to 1 the material is completely damaged. Then the damaged stress tensor is defined as follows:
\[ \sigma = (1 - d^+) \bar{\sigma}^+ + (1 - d^-) \bar{\sigma}^- \]  

(1)

where \( \bar{\sigma}^+ \) and \( \bar{\sigma}^- \) are respectively the positive and negative parts of the effective (elastic) stress tensor \( \bar{\sigma} \):

\[ \bar{\sigma} = C : \varepsilon \]  

(2)

The split of the effective stress tensor in positive and negative parts is carried out as follows:

\[ \bar{\sigma}^+ = \sum_i (\bar{\sigma}_i)p_i \otimes p_i \]  

(3)

\[ \bar{\sigma}^- = \bar{\sigma} - \bar{\sigma}^+ \]  

(4)

where \( \bar{\sigma}_i \) is the \( i \)th principal stress of the elastic stress tensor, \( p_i \) is its associated eigenvector, \( \otimes \) represents the tensor product and \((x)\) represents the positive part operator, defined as:

\[ (x) = \begin{cases} 0, & x < 0 \\ x, & x \geq 0 \end{cases} \]  

(5)

Two equivalent stresses \( \tau^+ \) and \( \tau^- \) are introduced to identify “loading”, “unloading” or “reloading” conditions, and they represent two surfaces in the principal stress space (2D plane-stress in this work). The two equivalent stresses are defined as follows:

\[ \tau^- = H(-\bar{\sigma}_{\text{min}}) \left[ \frac{1}{1-\alpha} \left( aI_1 + \sqrt{3}J_2 + k_1 \beta(\bar{\sigma}_{\text{max}}) \right) \right] \]  

(6)

\[ \tau^+ = H(\bar{\sigma}_{\text{max}}) \left[ \frac{1}{1-\alpha} \left( aI_1 + \sqrt{3}J_2 + \beta(\bar{\sigma}_{\text{max}}) \right) f_{cp} \right] \]  

(7)

\[ \alpha = \frac{k_b-1}{2k_b-1} \]  

(8)

where \( I_1 \) is the first invariant of the effective stress tensor \( \bar{\sigma} \), \( J_2 \) is the second invariant of the deviatoric part of \( \bar{\sigma} \), \( \bar{\sigma}_{\text{max}} \) is the maximum effective principal stress, \( k_b \) is the ratio of biaxial compressive strength to uniaxial compressive strength, \( f_{cp} \) is the compressive strength and \( f_t \) is the tensile strength. The term \( k_i \) is an input parameter calibrated to properly represent the dilatant behaviour of mortar joints, according to Petracca et al. [37-38]. Finally, the evolution of the tensile and compressive damage variables are governed by the tensile and compressive uniaxial laws depicted in Figure 4a and Figure 4b, respectively. The softening in tension and compression are determined also by the assumed values of the fracture energies \( G_f^+ \) and \( G_f^- \).

3. MECHANICAL CALIBRATION OF THE NUMERICAL MODELS

In a first stage, the two mechanical models (EFM and FEM) were calibrated by simulating the experimental test carried out by Calvi and Magenes at the University of Pavia [25]. The mechanical parameters obtained for masonry and its components were then used in the numerical investigations described in Section 4.

The test specimen, which can be considered representative of existing buildings and traditional constructive technologies, is a two-storey building composed by 4 URM walls made of fired-clay bricks and lime mortar. Figure 5 shows the geometrical configuration of the tested prototype. As can be observed in the schemes of Figure 5, the connections between the walls were effective only between wall B and the transversal walls, while wall D was a completely independent structural system. Moreover, the floors consisted of isolated steel beams that gave only a
light degree of coupling between the two longitudinal walls, simulating the presence of a flexible diaphragm. The interaction between the two longitudinal walls (wall B and D in Figure 5) was further minimized by the application of the same displacement history to both walls. Wall D can be then considered as an isolated resisting system.

During the experimental test, the building was first subjected to the vertical load corresponding to approximately 10 kN/m² on each floor. Then, a quasi-static cyclic displacement history with increasing amplitude was applied to the top floor level, separately for the two longitudinal walls and with a constant distribution of forces between the two levels. The test stopped after reaching an ultimate displacement equal to about 0.023 m. The maximum base shear reached by this wall was 149.70 kN. A more detailed description of the prototype geometry and the testing setup can be found in the extensive literature available on this experimental campaign [25, 54-56].

The mechanical parameters of the two numerical models (EFM and FEM) were calibrated by considering the in-plane behaviour of wall D since it constitutes an isolated resisting system, such as the 2D walls analysed in the following section. The implementation of the EF model follows the assumptions and criteria already described in section 2.1, so two EFM approaches were studied the one with spread plasticity [15] and the one with lumped plasticity. Both the geometrical criteria provided by Augenti [2] and Dolce [1] were accounted for the definition of piers effective height.

The mechanical properties of masonry were deduced by data available in literature [25, 54-56], Table 1 summarizes all the mechanical properties of masonry as homogeneous material adopted in the EFM numerical simulations. In particular, the wide scientific literature available for this test provided the Young’s Modulus $E$, the weight density $\gamma$ and the compressive strength $f_{cp}$ of masonry. The remaining parameters, as in particular the tensile strength $f_t$ of masonry, were derived using calibration procedures supported by the experimental and numerical data provided by previous numerical simulations available in literature [57-58].

The FE model was defined as a two-dimensional micro-model implemented in Kratos Multiphysics [59-60], and using GID © [61] as pre and post-processor. The mechanical behaviour of units and mortar joints was simulated separately using the parameters presented in Table 2. As in the case of the EF model, the mechanical parameters were derived from data available in literature [25, 54-56], as in particular compressive strength $f_{cp}$ and the weight density $\gamma$ of both masonry components [54]. The correlation between the two mechanical models was verified by referring to a system of two components (1 brick and 1 mortar joints) working in series and submitted to a compression force. In this way, it was possible to derive the elastic properties of masonry, as a homogenous material, from the ones of the single components.

Finally, the boundary and loading conditions simulated the testing setup. In both the modelling approaches, the actual stiffness of the diaphragms was accounted as well as the presence of non-reinforced spandrels. All the models were subjected to non-linear static analyses with displacement control. It is worth noting that the numerical simulations considered a monotonic loading history, differently from the experiment where a cyclic loading history was applied to specimen. Because of this choice, the damage can be partially reproduced by the numerical models under consideration.

Figure 6 shows the comparison between the numerical predictions provided by EF and FE models and the experimental data reported in [25], the latter expressed as cyclic curve and the corresponding envelope. The
numerical curves refer to the reference FE model (FE micro-model), but also to both the EF models under consideration, the model with fiber discretization of the macro-elements (EFM fiber) and the one with lumped springs (EFM Lumped Hinges). The results obtained show a satisfactory agreement between the numerical and experimental data, since the numerical capacity curves predict well the envelope of the experimental curve. The prediction of the maximum base shear is also satisfactory, showing errors lower than 10% both in the case of EFM and FEM ($V_{\text{max}} = 155.50$ kN). A very good agreement is found in the prediction of the elastic stiffness, as shown in Figure 6.

Table 1: Mechanical properties for the numerical simulation of the test by Calvi and Magenes [25] with EFM.

<table>
<thead>
<tr>
<th>E [MPa]</th>
<th>ν [-]</th>
<th>$\gamma$ [kN/m$^3$]</th>
<th>$f_{cp}$ [MPa]</th>
<th>$\varepsilon_{c0}$ [-]</th>
<th>$f_t$ [MPa]</th>
<th>$\varepsilon_0$ [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1490.0</td>
<td>0.20</td>
<td>18.00</td>
<td>6.20</td>
<td>0.0010</td>
<td>0.18</td>
<td>0.000018</td>
</tr>
</tbody>
</table>

Table 2: Mechanical properties for the numerical simulation of the test by Calvi and Magenes [25] with FEM.

<table>
<thead>
<tr>
<th>Component</th>
<th>E [MPa]</th>
<th>ν [-]</th>
<th>$\gamma$ [kN/m$^3$]</th>
<th>$f_{cp}$ [MPa]</th>
<th>$f_t$ [MPa]</th>
<th>$G_{fc}$ [N/mm]</th>
<th>$G_{ft}$ [N/mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brick</td>
<td>6000.0</td>
<td>0.20</td>
<td>16.14</td>
<td>9.00</td>
<td>1.26</td>
<td>20.0</td>
<td>0.05</td>
</tr>
<tr>
<td>Mortar</td>
<td>300.0</td>
<td>0.20</td>
<td>20.00</td>
<td>4.33</td>
<td>0.04</td>
<td>40.0</td>
<td>0.0025</td>
</tr>
</tbody>
</table>

Figure 6: Comparison between experimental and numerical capacity curves.

Regarding the damage patterns, the experimental test showed that the spandrels failed first, and the initial concentration of damage in these elements induced a reduction of the coupling effect among the piers. Compression damage also appeared at the base of the first level piers. However, the phenomenon that governed the ultimate capacity of the prototype was the shear cracking of the central pier. A strong concentration of damage was found in the lower floor central pier, as shown in Figure 7a. An analogous performance is predicted by all the numerical models as reported in Figure 7b, Figure 7c and Figure 7d that describes the damage patterns predicted by FE and EF.
models respectively. In the case of the two EF models, the damage pattern induced by flexural and shear are presented separately in the two diagrams of Figure 7c and Figure 7d. For these models, the first diagram shows the distribution of flexural damage obtained with the fiber element model. The second diagram presents the damage pattern of the lumped shear springs. The combination of the information provided by both diagrams defines the complete damage pattern predicted by the EF model.

Figure 7: Comparison of Damage Status: a) experimental results [25], b) FEM, c) EFM according to Dolce’s criterion and d) EFM according to Augenti’s criterion (flexural and shear damage).

Both models predict correctly the concentration of damage in the lower part of the wall and the shear collapse of the first level spandrels as first failure mechanisms. However, there is a difference in the prediction of Pier 2 failure between the FEM and the EFM. The FE model predicts well the mixed flexure-shear failure of Pier 2 observed in the test, while the two EF models show a predominant flexural failure. This difference can be explained with the strength domains, shown in Figure 8. The flexural and the shear capacities of Pier 2 are very similar for the axial load (175 kN) recorded when Pier 2 started failing. For this reason, in the experiment the initial horizontal flexural cracks were followed by the activation of the shear failure mechanism. This failure is predicted well by the continuum model which follows the consecutive activation of flexural and shear mechanisms. In the case of the EFM, instead the first activation of the flexural mechanism at the base unload the element prevents the activation of the shear failure.
The numerical investigation presented herein is aimed at evaluating the accuracy of the EFM for simulating URM existing constructions. This study started in the linear range [18], where the modelling accuracy of EFM was tested for single two-storey URM walls with varying geometry by comparing the results provided by EFM and FE models. Non-dimensional parameters were introduced to measure the influence of the walls geometry on the modelling accuracy of EFM [18]. This led to the definition of specific limits of applicability of the EFM approach and to the identification of critical geometries for which EFM provided unrealistic predictions.

The study is here extended to the non-linear field, by comparing the results provided by the EF model and a FE micro-model for the most critical geometries identified in the linear field for regular walls. These models are studied with non-linear static analyses under the same boundary, mechanical and loading conditions. The results obtained are then compared in terms of global capacity curves and damage mechanisms. In particular, the comparative study focuses on the maximum shear capacity provided by both EFM and FEM, with the intent to verify the capacity of the simplified models in predicting the effective resistance of masonry shear walls with respect to more refined models. The differences between the predictions provided by the two modelling approaches are considered a measure of the EFM modelling accuracy. In this way, the limits identified for EFM in linear field [18] are verified also in the non-linear field in the case of regular walls.

All the EF approaches presented in the following sections have been implemented in the software Midas GEN © [44] by assuming the mechanical model and the theoretical assumptions described in section 2.1. The FE model was implemented in Kratos Multiphysics [59-60] as a two-dimensional micro-model based on the theory described in section 2.2.

As explained in Section 3, the FE micro-model is taken as a reference to measure the EFM modelling accuracy. Its reliability is guaranteed not only by the high level of detail that characterizes this FEM approach, but also by its previous calibration reported in Section 3. Moreover, many numerical simulations of experimental tests [14, 57, 58] and existing buildings [62, 63] available in the scientific literature provide further confirmation for the accuracy of FEM in the structural modelling of URM structures.

### 4.1. Models selection and mechanical characterization

In the first step of the research [18], a wide set of regular geometries was tested in the linear field by means of equivalent linear static analyses. All the geometries were obtained from the same reference scheme, which replicates the geometrical configuration of the URM wall tested by Calvi and Magenes [25] (Figure 5), by varying separately the height and the width of the openings. The reference geometry was a two-storey wall with global dimensions 6.00x6.43 m² and a constant thickness of 0.30 m. Figure 9 summarizes the geometrical schemes assumed for the sensitivity analysis carried out in linear field [18]. The picture also describes the criterion adopted for deriving each geometry from the reference one. More specifically, a decreasing height was assumed to derive the schemes along the rows of Figure 9 while a decreasing width characterizes the schemes along the columns with respect to the reference scheme (the scheme in red square in Figure 9).
For all geometries, the percentage differences between the EFM and FEM results were recorded to obtain a measure of the EFM accuracy. A set of *ad hoc* non-dimensional parameters, introduced in Siano [18], expressed the EFM modelling accuracy as a function of the geometry of the wall. By using these non-dimensional parameters, it was possible to identify specific limits of applicability of EFM to regular masonry walls. More specifically, the parameters introduced in Siano [18] provided a numerical criterion to identify the geometries that can be accurately described by EFM.

Starting from the linear results, a few critical geometries were selected to complete the comparative study in the non-linear field. The first step was to establish a reference for estimating the modelling performance of EFM and FEM in non-linear field and, at the same time, to guarantee a mechanical equivalence between the two modelling approaches. With this aim the reference scheme (scheme within the red square in Figure 9) was preliminarily tested by comparing non-linear EF and FE models with the experimental results, the results provided by the numerical models for this scheme are reported in Section 3. Then the accuracy of EFM results was estimated by testing schemes characterized by larger or smaller opening widths or heights (i.e. by choosing schemes located along the dotted blue row or the dashed green column of Figure 9). Finally, the scheme providing the worst results in the linear field (the scheme in light blue dot and dashed line) was also tested in order to confirm the limits of applicability identified for EFM in the linear analyses in case of extreme geometries. The schemes of Figure 9 included in the squares represent the geometries selected for the numerical validation discussed in the following.

Since the linear analyses [18] demonstrated a strong influence of the effective height of the piers on the accuracy of the EFM results, in the non-linear analyses presented here, the sample cases were tested by following the two most common criteria for EFM implementation. More specifically, the EF models were defined alternatively with the criteria provided by Dolce [1] and by Augenti [2], for the definition of the effective height of the piers. The comparison of both EF models with the FEM predictions allowed also to assess the accuracy of these criteria for the non-linear analysis of URM walls.

Figure 9: Selection of models for sensitivity analyses in linear field. Figure 10 shows the geometrical properties of the four additional sample walls tested in the non-linear field. Although they are limit cases in the set of models discussed in [18], all the selected configurations correspond to piers-to-spandrels geometrical relations that can be found in old buildings (often together with geometrical irregularities, that lead to even more critical configurations). These cases are normally analysed by practitioners with EF models, without having any evidence of their accuracy for such critical cases. For this reason, it is worth comparing EFM and FEM non-linear results for walls in Figure 10.

All the sample schemes were subjected to non-linear static analyses under the same mechanical, boundary and loading conditions. The non-linear analyses used the mechanical characterization obtained in the simulation of the Pavia test (Section 3), so the same mechanical properties reported in Table 1 and Table 2 were considered for the EF and the FE model, respectively. Again, the loads were applied in two stages: first the vertical (self-weight and a
constant load of 15.90 kN/m per floor) and then the horizontal loads with a monotonically increasing law with a constant distribution along the wall height.

Figure 10. Geometrical configuration of URM regular walls modelled in non-linear field A: a) Scheme A, b) Scheme B, c) Scheme C and d) Scheme D.

4.2. Discussion of the results

The first regular scheme tested is the scheme A (Figure 10a). Figure 11 reports the results obtained for scheme A in terms of global capacity curves obtained with the EF and FE models. Concerning the EFM approach, the results include the two aforementioned criteria for the definition of the pier effective height, provided by Dolce [1] and Augenti [2], and the two numerical approaches described in section 2.1. For the selected geometry, different performances characterize the two EFM approaches with respect to the FE micro-model. More specifically, a satisfactory matching can be observed for the fiber EF model, while a lower accuracy affects the EF models implemented with lumped non-linear springs. In the case of the fiber EF models, percentage differences lower than 20% characterize the prediction of the maximum base shear ($V_{\text{max}} = 58.66 \text{ kN}$ with EFM according Augenti’s criterion and $V_{\text{max}} = 61.07 \text{ kN}$ according Dolce’s one) with respect to the FEM prediction ($V_{\text{max}} = 72.78 \text{ kN}$). The two EF models with concentrated hinges slightly overestimate the global shear capacity of the wall ($V_{\text{max}} = 89.42 \text{ kN}$ for Dolce’s model and $V_{\text{max}} = 88.00 \text{ kN}$ for Augenti’s model) exceeding of about 23% the FEM estimation.

Focusing on the post-peak behaviour, all the capacity curves provides a plateau with a slight softening only in the FEM curve.

The comparison of the modelling approaches involves also the predicted failure mechanisms. Figure 12, Figure 13 and Figure 14 show the damage patterns provided for the case A by the three numerical models, respectively. The EFM approaches predict mainly the flexural mechanisms. This result is partially confirmed by the FE model that shows a strong concentrations of flexural cracks in almost all the piers. All the models predict a strong concentration of damages in the spandrels of both levels, but a worse matching characterizes the prediction of shear mechanisms in the central piers that is evident in the FE model and not predicted at all by any EF model. Only in the case of EF models with concentrated springs, it is possible to observe a good prediction of the concentration of shear failure in the right spandrel at first level.
Figure 11. Micro-model of scheme A (a) and comparison of EFM and FEM capacity curves.

Figure 12. Damage patterns of scheme A according to the FE micro-model.

Figure 13. Damage patterns of scheme A according to the fiber EFM with Dolce’s (a) and Augenti’s model (b).
Regarding the scheme B of Figure 10b, Figure 15b shows the comparison of the capacity curves provided by the EF models and the corresponding FE micro-model. Low differences with respect to FEM results characterize all the fiber EF models for the case B. The ultimate shear capacity predicted for the scheme B by the two EF fiber models, which give almost coincident results, is slightly higher than in the FE model. The predicted peak point differs by about +4.50% between the EF model defined according to Dolce’s criterion and FEM, while the model defined according to Augenti’s criterion provides a maximum base shear that differs of about +9% with respect to the FEM result. These models show a very good agreement in the prediction of the overall wall stiffness with respect to the FEM results. The elastic branches are in fact almost coincident for all the models.

Greater differences characterize the EF models defined with concentrated hinges with respect to the FEM results. For these models, the prediction of the overall shear capacity differs of about 22% with respect to the FEM predictions. The two EF models present also a slight lower stiffness with respect to the remaining models.

Figure 16, Figure 17 and Figure 18 show the damage patterns predicted by all the numerical models under consideration. Both EF and FE models confirm the prevalence of a flexural behaviour. In fact, all the panels show a prevalence of flexural cracks, in particular in the case of the EF models with fiber discretization. For these models, all the shear springs maintain an elastic behaviour until the end of the analysis. Some differences can be observed in the central pier, although for this element all the EF models are able to predict the high damage state predicted by the FE model. All models confirm a concentration of damage in the spandrels, but among the two EFM approach only the one with concentrated hinges predicts partially the shear damage of the spandrels.
Figure 15. Micro-model of scheme B (a) and comparison of EFM and FEM capacity curves (b).

Figure 16. Damage patterns of scheme B according to the FE micro-model.

Figure 17. Damage patterns of scheme B according to the fiber EFM with Dolce’s (a) and Augenti’s model (b).
The third scheme (Figure 10c) showed a higher difference between the EFM and FEM results when it was analysed in the linear field [18]. For this scheme, Figure 19b reports the capacity curves obtained by using both non-linear EF and FE models. The comparison of the capacity curves confirms the remarkable differences between the two modelling approaches. However, a slight reduction of these differences can be observed in the non-linear results for the EF models with fiber discretization. In particular, the nonlinear EF model defined according to Dolce’s criterion provides the lowest difference with respect to FEM in the prediction of the ultimate shear capacity, namely a difference of about +14% for the fiber model and 32% for the model with concentrated hinges. Moreover, the shape of the capacity curve provided by the fiber model is perfectly compatible with the curve provided by FEM, both in the elastic branch and in the non-linear part. The EF model based on Augenti’s criterion shows larger differences, with respect to the FEM results, overestimating the ultimate shear capacity of the wall by +30% in the fiber model and 41% in the model with concentrated hinges.

The description of the post-peak behaviour provided by the two fiber EF models is more similar to the behaviour described by the FE model, in particular in the case of the Dolce’s approach since the softening branch follows the same evolution described by the FEM curve. A more stepped path characterizes the post-peak branch of the two EF models with lumped hinges due to the progressive plasticization of hinges and sudden reductions of the shear capacity. The two EF models with lumped hinges show a better agreement with FEM in the description of the deformation capacity of the wall, even though they overestimate the capacity both at the peak and in the post-peak range.

Figure 20, Figure 21 and Figure 22 show the damage patterns provided by the three numerical models for case C (Figure 10c). In this case, the fiber EF model defined according to Augenti’s criterion provides results more compatible with the FEM predictions. In fact, the EFM model defined according to this criterion is able to identify distributions of both flexural and shear damage in piers and spandrels that closely match the FEM results. The concentration of shear cracks in the spandrels and in the lower piers is predicted well by this EF model. Conversely, a slight underestimation of the damage is provided by the EF model defined according Dolce’s criterion. An...
inverted performance characterizes the two EF models with concentrated hinges, since for these model the damages are generally underestimated by the Augenti’s scheme and better predicted by the Dolce’s one.

Figure 19. Micro-model of scheme C (a) and comparison of EFM and FEM capacity curves.

Figure 20. Damage patterns of scheme C according to the FE micro-model.

Figure 21. Damage patterns of scheme C according to the fiber EFM with Dolce’s (a) and Augenti’s model (b).
Figure 22. Damage patterns of scheme C according to the EFM with concentrated hinges defined according to Dolce’s model (a) and Augenti’s model (b).

The prediction of damage evolution is also analyzed by comparing the results provided by EF and FE models for the most representative loading steps (Figure 23). The attention is focused on the fiber EF models whose results match better the FEM predictions. Starting from the loading step corresponding to the yielding point for each model (Figure 23b), the initial concentration of shear cracks in the spandrels of the lower floor is well predicted by both EFM models. Once reached the peak point of the capacity curves, the prediction provided by the two EF models (Figure 23c) start to show different levels of accuracy with respect to the reference model. In particular, the EF model defined according to Augenti’s criterion matches better the FEM prediction of shear damage with respect to the one defined according to Dolce’s criterion. The concentration of shear damage in the spandrels is well predicted by Augenti’s criterion, while Dolce’s criterion slight underestimates this phenomenon. Both the models are not able to point out the shear cracking of the central pier at lower level of the wall, even if Augenti’s model predicts the attainment of yielding state for this pier. Finally, in Dolce’s model the beginning of the softening branch is attributed to the shear failure of the pier located at the right in the second level.

The results collected here strongly stress the influence of the pier’s effective height on the accuracy of EFM results. The geometry assigned to the scheme under consideration results in a relevant variation of the piers effective height in the two criteria and consequently of their shear strength but also of the relative stiffness between the piers. These differences strongly affect the distribution of shear forces in the piers and the possibility for each one to attain its maximum shear capacity. The relevant differences observed in the damage predictions provided by the two EF models definitively confirm these phenomena.
Figure 23. Damage patterns corresponding to the steps identified in (a) for scheme C according to the FE micro-model (column b), fiber EFM with Dolce’s model (column c) and fiber EFM with Augenti’s model (column d).
The attention was then focused on the scheme D that produced the largest deviation between the FEM and EFM results in the previous linear elastic analyses [18] (Figure 10d). The aim of the present study of scheme D is to investigate the EFM accuracy in the non-linear field in case of extreme geometries. Figure 24 reports the results predicted by all the numerical models under consideration in terms of capacity curves and damage patterns. Also in this case, very high differences can be observed in the prediction of the maximum shear capacity of the wall between the EF models and the FEM one. In particular, the maximum shear capacity predicted by EFM overestimate in all the cases the FEM prediction ($V_{\text{max}} = 119.30 \text{ kN}$). The overestimation of shear capacity with respect to the FEM prediction reaches a percentage of about 30% in the case of EFM with fiber approach ($V_{\text{max}} = 154.62 \text{ kN}$ in the case of Dolce’s model and $V_{\text{max}} = 157.49 \text{ kN}$ in the case of Augenti’s model), while even more unconservative results are provided by the EF models with lumped springs, for which the prediction of the global shear capacity reaches a percentage difference of about 60% with respect to the FEM prediction ($V_{\text{max}} = 185 \text{ kN}$ in the case of Dolce’s model and $V_{\text{max}} = 193 \text{ kN}$ in the case of Augenti’s model).

Although very far from FEM prediction, the two EF models with lumped hinges describe well the softening behaviour of masonry after the attainment of the peak shear capacity of the wall. As already observed for scheme C, a stepped post-peak path characterizes the capacity curves of the EF models of scheme D with lumped hinges. The activation of hinges is, however, strongly overestimated with respect to the FE model. In fact, the first appearance of the hinges is attained for a displacement two times higher than that corresponding to the beginning of the softening in the FEM curve. An anomalous post-peak behaviour is experienced by the two EF models with fiber discretization, as well as a plateaux after the attainment of the peak shear capacity.

![Figure 24. Micro-model of scheme D (a) and comparison of EFM and FEM capacity curves.](image)

Regarding the predictions of damage, Figure 25, Figure 26 and Figure 27 report the damage patterns provided by the FE micro-models and the EF models. Focusing on the fiber EF models, both the models match well the FEM predictions by showing severe damaging of all the spandrels and concentration of flexural cracks in the external piers, characterized by a higher slenderness with respect to the central ones. An analogue performance can be observed in the EF model with lumped springs defined according to Augenti’s criterion, while a greater underestimation of the damage pattern can be observed in the corresponding Dolce’s model. Finally, none of the EF models is able to describe the shear failure of the central pier at lower level, which represents the most evident failure mechanism predicted by the FE model. In the specific case of the EF model defined according to Dolce’s criteria, the strong difference in the slenderness of the external piers with respect to the central one leads to an underestimation of shear damage and to an accentuation of the flexural mechanisms.
The results provided here by the non-linear analyses generally confirm the limits identified in the linear field [18]. Even if all the tested geometries are geometrically regular, in fact, the accuracy of the results provided by nonlinear EFM tends to decrease when the geometrical configuration of the walls becomes less comparable with the ideal frame configuration. Moving from frame-like to non-frame-like configurations, the consistency between the walls’ geometry and the corresponding frame configuration decreases and, consequently, the accuracy of the results provided by EF non-linear models decreases, as already observed in the preliminary linear analyses. The distinction between frame-like and non-frame-like walls was introduced in [18] by providing numerical parameters able to express the correlation between the wall’s geometry (geometrical proportions between piers and spandrels) and the accuracy of EFM in describing the wall’s behaviour. This concept refers to the possibility to study a masonry panel as a mono-dimensional beam element. The ability of EFM to describe accurately the response of the façade wall decreases very significantly with the decreasing similarity between the masonry panel and a mono-dimensional beam.
Figure 27. Damage patterns of scheme C according to the EFM with concentrated hinges defined according to Dolce’s model (a) and Augenti’s model (b).

The comparison between the results obtained for the tested geometries (Figure 10) and those obtained for the reference wall (wall D of the prototype tested in Pavia - Figure 5) confirms the strong influence of the walls geometry on the modelling accuracy of the EFM. The regular geometries presented here can be considered representative of both frame-like and non-frame-like configurations. Focusing on the results provided by all the EF models, it is possible to observe negligible differences (percentage differences lower than 20%) between EFM and FEM predictions for such schemes that already provided satisfactory results in the preliminary linear analyses [18]. This is the case of the reference wall (wall D of the prototype tested in Pavia - Figure 5) and the scheme A and B of Figure 10 that can be considered examples of regular frame-like configurations.

On the contrary, the two schemes reported in Figure 10c and Figure 10d fulfil the definition of non-frame-like configurations. For these geometries, differences greater than 30% can be observed in the results provided by the all EF models with respect to the corresponding FE model. In particular, a strong underestimation of the shear failures can be detected in the prediction of damage distribution provided by EF models. However, the non-linear results are characterized by a slight reduction of the differences between the EFM and the FEM with respect to the linear cases. In this respect, the higher accuracy shown by EFM in the non-linear field demonstrates a better performance of the approach in reproducing the redistribution of forces among the structural elements induced by the damage propagation.

5. CONCLUSIONS

The Equivalent Frame Method (EFM) is a very common approach currently applied by researchers and practitioners to the seismic assessment of existing URM buildings. However, the assumptions underlying this approach may not be fully compatible with the structural complexity of existing masonry constructions, especially in the case of historical buildings. With the aim to support a more careful and reliable use of the EFM approach, this paper presents a study about the modelling performance of this simplified method in the non-linear field.
The results presented are part of a broader study [18, 23-24] aimed at investigating the capability of EFM to simulate the in-plane behaviour of regular and irregular URM walls. In particular, this paper presents a study of the modelling accuracy of EFM for regular URM walls in the non-linear field. The study is carried out by comparing the EFM with the FEM results. The EFM followed two different approaches. The first one considers a spread plasticity model to describe the flexural behaviour of masonry and lumped non-linear springs to simulate the shear behaviour. A second approach considers lumped plasticity, a very common numerical approach adopted by practitioners. The study assumes a reference FEM continuum micro-model in which both bricks and mortar joints are modelled with continuum 2D (plane-stress) finite elements [37]. Given the different theoretical principles and input parameters characterizing the two mechanical models (EFM and FEM), a preliminary calibration was performed on both models to ensure their ability to describe an experiment available in the scientific literature.

Starting from the results obtained in the linear field in a previous work by the authors [18], the present study leads to the identification of specific ranges of applicability of EFM to URM walls characterized by regular geometry. The sample cases represent a selection of a wider set of regular two-storey walls whose analyses in the linear field provide geometrical criteria on the applicability of EFM. The comparative study of EF and FE non-linear models confirms that the EFM limitations in the linear field can also be found in the non-linear one. As for the linear elastic analysis, there is a strong correlation between the wall geometry and the accuracy of the EFM results. In particular, an inverse proportionality between the ratio of piers and spandrels cross-sections dimensions and the accuracy of EFM results can be observed. More specifically, the results show that the EFM becomes insufficiently accurate in describing the seismic behaviour of regular masonry walls when they include very squat panels and, in particular, when the spandrels’ height becomes very large with respect to the entire height of the wall, i.e. greater than 60%. The non-linear results demonstrate that even in the case of regular geometries, the accuracy of EFM tends to decrease as the geometrical affinity with an ideal frame configuration decreases.

The results provided by the non-linear analyses generally show the strong dependency of EFM performance on the wall geometry. A crucial role is played by the identification of the geometrical configuration of the structural components in the EFM. The modelling performance of the two criteria proposed by Dolce [1] and Augenti [2] is investigated as for the definition of the effective height of the piers. All the case studies are modelled by assuming the frame discretization deriving from the application of the two mentioned criteria. A greater accuracy characterizes Dolce’s model in the prediction of the strength capacity of the studied schemes, while Augenti’s model shows better performance in the prediction of the damage patterns. The study shows the importance to calibrate carefully the geometrical configuration of the piers to reach a correct simulation of the structural performance of URM walls.

The results provided by the non-linear analyses show remarkable differences among the different models in the simulation of flexural and shear failure mechanisms. The analysis of the results provided by EFM for the four selected walls schemes shows the limitations that these approaches may experience in the simulation of shear damage and failure mechanisms. A more accurate description of shear damage and strength in piers and spandrels by means of EFM may require a further detailed calibration of the mechanical models for the shear response based on experimental and numerical evidence.
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