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ABSTRACT

A techniquefor efficient coding of homogeneous
texturesis presentechere. The techniqueis based
on the useof StochasticVector Quantizationand
provides very high compressionwith graceful
degradation. To encode the image, a linear
prediction filter iscomputed. Then, the prediction
error is encoded using a Stochastic Vector
Quantizationapproach.To decodethe image, the
prediction error is decoded first and then filterecas
whole using the prediction filtethus avoiding the
block effect found in conventional VQ. The
approach has been proposed a$ila image coding
techniqguein MPEG 4 SNHC. Comparisonswith
the Video VM of MPEG 4 are also presented.

1. INTRODUCTION

Vector quantization (VQ) has been extensivadgd
as an effectivémage coding technique One of the

most importantstepsin the whole processis the

design of thecodebook.The codebookis generally
designedusing the LBG algorithm which uses a
large training set of empirical data that is

statistically representativeof the imagesto be

encoded. Stochastic vector quantization (SVQ)

providesan alternativeway for the generationof

the codebookl]. The main differenceof the SVQ

with respect to the conventionagctor quantizeris

the design of the codebook.In the SVQ the

codewordsare generatedby stochastictechniques
instead of being generatedby a training set
representativeof the expectedinput image. This

meansthat the codebookis generatedusing a

random number generator.In the original SVQ

approach white-gaussiaroise imagesof the same
size as the subimagesto be encoded,are passed
through some shaping filter H(zy1,zp) whose
output follows the selected model. Thehemehas
beenmodifiedto copewith homogeneousextures
and high compression.
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The objective othis paperis to provide detailsof
the SVQ approach for homogeneous textureeén
context of the proposal made to MPEG 4 SNHC.

2. STOCHASTIC VQ

The StochasticVector Quantizationapproachis
basedon conceptgelatedto Linear Prediction.To
havea self-containedbaper some explanationsare
given here.

2D Linear Prediction

Given a grayscaledigital image u[x,y], a linear
predictorcan be defined by

Ixy = aux-a.y-Ad
k

The pixelsareassumedo be orderedby rows. In
order for the 2D filter to be causal,we have to
consider only thepixels previousto the one being
predicted. Figure 1 showtke termsusedby a 2D
causallinear predictor of order K; all the terms
labeledwith a numberlessthan or equalto K are
used. The numberof predictorcoefficientsis P =
2K(K+1).

Fig. 1 terms used by a 2D causal linear predictor

The predictorcoefficientsay, are chosensuchasto
minimize the mean square estimation ermor



(MSEE) consideringu[x,y] a random variable
being estimatedn termsof the RVs u[x—ay, y-

Bd-
Theprediction error €x, is the differencebetween
u[x,y] and its prediction:

dxy] = Uxyl - 0[x Y]
The prediction filter (LPF) allows the original

image to be reconstructed from its prediction error:

Uxy] = Ux.y] + ex y] = Z@U[X-Gk,y-ﬁk] +éxy]

SYSTEM DESCRIPTION

In what follows, the image size will kesssumedo
be N x N, althoughthe systemis well suited for
non-square imageas well. The order of the filter

is K, thecodebook lengtbhumber of codewords) is
L and thecodeword sizés M x M. The numbeiof
filter coefficients isP = 2K(K+1).

Encoder Operation

The currentimplementationof the encoderis for
grayscalemagesonly. To encodea color image,
each of its components (YUV) is encoded
separately, using the following steps:

1. Mean extraction. Compute the mean dhe
image and remove iCompIexity:ZN2 additions.

2. Filter computation. Compute thepredictor
coefficients that minimize the mean square
estimation error for the image. Only filteo$ order
1 and 2 are used (4 and 12 coefficients,
respectively). For someimagesanda given filter

order, some of the filter coefficientsay be greater
than 1 in magnitude and the filter becomes
unstable. The problem can belvedchangingthe

order of the filter.
[P(P +1)

]

Complexity: I 2 g multiplication’s-additions.
Also, a systemof equationsof order P must be
solved. The complexity of this step is due to
multiple computations of the self-correlationtbe
imageto get the coefficients for the system of
equations. It canbe reducedby ignoring some of
the samples (256x256 samples are usually
enough).

3. Prediction error variance computation.
Computethe variancea® of the prediction error.
Complexity: None. It can be done as part of the
prediction filter computationand its complexity
has already been included there.
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4. Codebook generation. Generate a
stochastiacodebookfollowing the prediction error

model (a gaussian PDF). All that is needed for that

is to fill the codewordsusing a gaussianrandom
number generator. For efficiency reasamsecond
codebookcan also be generatedby feeding the
prediction filter with the codewords of the
prediction error codebook. Complexity: LMZ2
gaussiarrandomnumbersfor the prediction error
codebook, PLM multiplication’s-additions for the
filtered codebook.

5. Block coding. Encodethe prediction error
using stochasticvector quantizationmethods(see
below). Complexity: (3P+L)N2 multiplication’s,
(3P+3L)N2 additions.

3. SVQ OF THE PREDICTION
ERROR

For everyblock in the predictionerrorimage, the

encoderchoosesa codewordfrom the codebook
following its stochasticmodel. The prediction
erroritself needsnot be computed. To encodea
block, the SVQ encodercomputesthe output that
eachcodewordwould produceat the decoderafter
filtering andit is that output distortion which is

minimized. Since the codebookis stochastically
generatedthe decodercan use exactly the same
codewordsas the encoder without the need of

transmitting them, just using the same séwdhe
random number generator. Only the codeword
indices need to bencodedtogetherwith the mean
of the image, the varianceof the prediction error
and the filter coefficients).

Prediction error encoding hints

It is very importantto keepin mind two points.
First, althoughwe are using SVQ to encodethe
prediction error, we are not interested in the
prediction error itself, but the original image
instead. Thus, the codewords should b@thosen
to minimize the distortion in reproducing the
prediction error. Rather,they shouldbe chosento
minimize the distortion imeproducingthe original
imageafter filtering the prediction error with the
prediction filter in the decoder.

Second, to improvémagereproductionthe whole
prediction error image is decodedfirst and then
filtered as a whole, rather than using a block-by-
block procedure. That meansthat to encodea
particular block, surrounding blocksust be taken
into accountto evaluatethe resulting image after
filtering.

Thus, theencodemeedsto know what will be the
output at the decoderif a particular codewordis
chosento encodea given block. The problemis
that, due to the autoregressivenature of the



prediction filter, given two contiguous blocks to be

encoded the best choice for anyonéhafm depends
on what was the choice for the other. That is,

assumingthat blocks are encodedin sequencgby

rows), to choosé¢he bestcodewordfor a particular
block we needo know the predictionfilter output
at pixels located in blocks that have not been
encoded yet. The problem aridesm the fact that

the order in which pixels shall be filtered in the

decoder (by rows) is not the order in whitiley are

encoded (byblocks)—unlessthe blocks are 1-pixel

rows.

While using 1-pixel rows for the block=uld be a
solution, a more flexible approach has beewised
to allow using blocks of arbitrary dimensiortbus
increasingthe flexibility of the system. The
following considerations are of great help:

1. Actually, we don't needto know exactly the
output valuesproducedby encodinga given block

with a particular codeword. All we need to know is

if that codeword giveetterresultsthan any other
in the codebook.

2. Theinfluenceof a predictionerror block in the

5. For a given block, the encoderchoosesthe
codeword Wi such that Vi plus the effect of
filtering an empty input block with the non-zero
estimated output surrounding pixels minimizes
output MSEE for pixels in that block.

6. After encodinga block, it is convenientto re-
filter it, together with one or more previous
blocks, to avoid error propagationin output
estimationsfor pixels surroundingthe next block
to be encoded.

The goal of the procedureoutlined aboveis to
reproduce,as closely as possible, the decoding
processat the encoderso that the codewordsare
chosentaking into accountthe way they will be
used.

Overall encoder complexity

Given the parameterof the system, the overall
encodercomplexity is O(N2). For a given image
size and large codebooks,it is O(L). So the
complexity of the encoderincreasedinearly with
the image size and the codebook length.

Decoder Operation

output image is more relevant for the pixels located The currentimplementationof the decoderis for

in that block. Hence,the pixels locatedin the
block beingencodedis where different codewords

will produce greater differences in output distortion,

so we do not needto evaluateoutput distortion
outside that block.

3. In principle, since the PF is recursive, to
computethe output of the prediction filter at a
particularpixel, all previousoutput pixels should
have alreadybeencomputed. If the reproduction
quality is good enough, however, the unknown
(because the block they are in has Ibe¢nencoded
yet) but neededpixels can be estimatedfrom the
original image. Such pixels are those locatedto
the right of the block being encoded.

4. All the output pixels surroundingthe block
being encoded can thus be estimatather because
their blocks havealreadybeen encodedor because

grayscaleémagesonly. To decodea color image,
each of its components (YUV) is decoded
separately, using the following steps:

1. Codebook generation. Generatethe same
stochasticcodebookfor the predictionerror as the

encoder. Complexity: LM2 gaussian random
numbers.

2. Block decoding. Decodethe prediction error.
Complexity: None (I‘a memory moves).

3. Imagefiltering. Filter the decodedprediction
error with the prediction filter.

3. Complexity: PN multiplication’s-additions.

4. Mean restoration. Restorethe meanto the

we use the original image values. This and the factinage. Complexity: K additions.

that we only evaluatethe output distortion at the
block beingencoded,can dramatically reduce the
filtering neededo choosethe best codewordfor a
given block. Rather than filtering athe prediction

Overall decoder complexity
The overall decodercomplexity is O(NZ). For

error already encoded, we consider the output in thatlarge codebooks,the encodercomplexity can be

block as the result of the superpositionof two
signals at the input of the predictiditter: (1) the
codeworditself (with zerosurroundingpixels) and
(2) all the surroundingpixels (with zerovaluesat
the location of the block).Thus, we needto filter
every codewordWi only oncebeforeencodingany
block. The resultof suchpre-filtering is storedin
what can be viewed as a secondcodebook {Vi},

reproducing locally the output image statistics.

written as O(NZ), which means that the decodsr
much simpler than the encoder.

4. SYSTEM SYNTAX

The systemsyntaxfor grayscaleand color images
follows. The current system syntax for color
(YUV, 4:2:0) images is basically thmncatenation



of the grayscale syntax applital eachcomponent.
This syntax may changein the future due to
system tuning for color images. The following 5. RESULTS AND CONCLUSIONS

diagrams show the actual encoder and decoder.
The SVQ scheme h&genappliedto a variety

SVQ Encoder of imageswith similar results. We have selected
here the Fabric image from tiiT databaseused

uxd - W in Core ExperimentsX1 and Z1 of MPEG 4

peren SNHC [2].. The Video VM 5.0.bf MPEG 4 was

not ableto go further than a compressiorratio of
14 for this image.As a conclusionit can be said
that the SVQ approachprovidescoding resultsfor
homogeneousexturesin the rangeof 10 - 200.
For the high compressionmange,the SVQ always
outperformsthe Video VM developedn MPEG 4
video.
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