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Abstract
This paper presents a novel methodology for mesoscale-to-microscale downscaling of near-surface wind fields. The model chain consists on the Weather Research and Forecast mesoscale model and the Alya-CFDWind microscale model (assuming neutral stability). The downscaling methodology combines precomputed microscale simulations with a mesoscale forecast using a domain segmentation technique and transfer functions. As a result, the downscaled wind field preserves the mesoscale pattern but, at the same time, incorporates local mesoscale subgrid terrain effects, particularly at valleys and channelling zones. The methodology has been validated over a 9-month period on a very complex terrain site instrumented with a dense observational network of meteorological masts. With respect to mesoscale results, the global skills of the downscaled wind at masts improve for wind direction and remain similar for wind velocity. However, a substantial improvement occurs under stable and neutral conditions and for high wind velocity regimes.
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1 | INTRODUCTION

Near-surface wind fields are typically obtained from mesoscale Numerical Weather Prediction (NWP) models that describe the physics and dynamics of the atmosphere in the mesoscale range, ie, covering phenomena with characteristic dimensions spanning from several hundreds down to few kilometres (at the edge of the meso-\(\gamma\) scale, eg, Orlanski\textsuperscript{2}). Operational configurations of mesoscale NWP models use horizontal grid resolutions from tens to ~ 1 km. These terrain discretizations are often insufficient to capture flow effects over complex terrains, where the near-surface winds are strongly influenced by mesoscale subgrid topographic features. However, high-resolution (tens to hundreds of metres) near-surface wind fields can be important in applications where microscale topographic features and terrain roughness exert a major control on the wind flow. Some of these applications include wind resource evaluation, wind power forecast, or simulation of wind-driven hazardous phenomena such as wildfire spreading or atmospheric dispersion of pollutants and toxic substances. In these cases, some mesoscale-to-microscale downscaling strategy turns necessary.

Traditionally, high-resolution near-surface microscale winds have been obtained by means of mass-consistent diagnostic models (eg, Kitada et al and Homicz\textsuperscript{2,3}). These models enforce the conservation of mass and, in some cases, include also additional parameterisations to approximate (not solve) microscale effects such as wind channelling and thermal slope flows. In this case, the downscaling strategy consists on obtaining an initial guess wind field from a mesoscale NWP model, which is then projected over the finer complex terrain grid applying some divergence minimisation procedure (eg, Wagenbrenner et al\textsuperscript{4}). This methodology works well in simple cases but fails in representing phenomena such as recirculation behind obstacles, vortex shedding, or surface boundary layer profiles (eg, Ehrhard et al\textsuperscript{5}), for which a more complex approach is needed. On the other hand, the increase in computational power is extending rapidly the use of Computational Fluid Dynamics (CFD) models for atmospheric simulations.
(eg, Arroyo et al, Castro et al, and Udina et al6-8), including both steady or unsteady Reynolds-Averaged Navier-Stokes (RANS/URANS) and Large Eddy Simulation (LES) models; all with turbulence closures and wall laws adapted to atmospheric flows. The CFD-based models explicitly solve the momentum (and eventually energy) equations and, therefore, can capture physical phenomena that are not implicit in the simpler mass-consistent models. However, open issues still exist regarding the optimal strategies for dynamic NWP-to-CFD (meso-to-micro) model coupling (eg, Castro et al and Zajaczkowski et al7,9), including inconsistencies between the physics of models across scales or the imposition of suitable boundary conditions for nesting.5,10 Different downscaling strategies are being a subject of active research within the wind engineering community, but in meteorology and numerical weather prediction, progress is running more slowly. One of the reasons for this is that the computational cost of CFD models still precludes the use of dynamical downscaling strategies in routine simulations and in operational weather forecast environments.

This paper presents an alternative cost-efficient wind field downscaling strategy that introduces microscale information from precomputed CFD simulations into a mesoscale solution/forecast. The downscaling methodology combines a domain segmentation technique with transfer functions, a concept originally proposed for microscale wind resource assessment over regional scales.11 Here, we extend the concept of transfer functions to simulations into a mesoscale solution/forecast. The downscaling methodology combines a domain segmentation technique with transfer functions, precludes the use of dynamical downscaling strategies in routine simulations and in operational weather forecast environments.

Section 2 describes the 2 models adopted for the model chain, the Weather Research Forecast (WRF) model for the mesoscale and the Alya-CFDWind model for the microscale. Section 3 introduces the downscaling methodology based on domain segmentation and transfer functions. A case study for validation is presented in Section 4 for a site in the Mexican state of Puebla, characterised by a very complex orography. This site has been instrumented with eleven 80-m height meteorological masts by a wind energy company with a prospective scope. Section 5 shows the validation results for a 9-month period, used to quantify the gain in the downscaled wind field with respect to the mesoscale WRF forecast depending on wind intensity and atmospheric stability. Finally, Section 6 contains a summary and a discussion on the limitations of the methodology and on its future improvements.

### 2 MODEL CHAIN COMPONENTS

#### 2.1 WRF-ARW mesoscale model

The WRF is a mesoscale NWP model and atmospheric simulation system designed to serve both operational forecasting and atmospheric research needs.12 It is a fully compressible, non-hydrostatic model using finite differences schemes on a staggered horizontal Arakawa C-grid and a terrain-following vertical coordinate system. Here, we use the version 3.4.1 of the dynamical solver Advanced Research WRF (WRF-ARW), configured with the physical parameterisations and schemes listed in Table 1.

#### 2.2 Alya-CFDWind microscale model

Alya-CFDWind20 is a CFD model for the Atmospheric Boundary Layer (ABL) based on the Reynolds-Averaged Navier-Stokes (RANS) equations and a $k - \varepsilon$ turbulence model adapted to atmospheric flows in complex terrains. The model considers Coriolis effects, a consistent limitation of the mixing length,21 and a wall law for atmospheric boundary layers (logarithmic profile depending on terrain roughness and wind friction velocity). Alya-CFDWind is implemented as a module in Alya, a High Performance Computing (HPC) multiphysics parallel solver based on Finite Element Methods (FEM)22,23 and is routinely used in the context of wind energy to solve atmospheric flows in complex terrains. A set of preprocess software tools24 is used to assimilate terrain information and generate structured meshes made of hexahedral elements. The computational domains consist of an external flat buffer (used to accommodate the entering flow), an adjacent transition zone, and an inner higher-resolution zone having the real topography (region of interest). The same preprocess tools generate inflow boundary conditions consistent with the atmospheric boundary layer by means of a 1D precursor.

#### 2.2.1 Governing equations of Alya-CFDWind microscale model

The Alya-CFDWind governing equations are the incompressible RANS Equations 1 and 2, together with a $k - \varepsilon$ turbulence models (3) and (4). The model accounts for Coriolis force due to Earth rotation and uses a consistent limitation of the mixing length.21 The resulting system of equations is

\[
\begin{align*}
\text{Mass equation: } & \quad \nabla \cdot \mathbf{u} = 0, \\
\text{Momentum equation: } & \quad \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} - \nabla (\nu \nabla \mathbf{u}) = -\nabla p - 2\alpha \times \mathbf{u}, \\
\text{TKE equation: } & \quad \frac{\partial k}{\partial t} + \mathbf{u} \cdot \nabla k - \nabla \left( \frac{\nu}{\sigma_k} \nabla k \right) = P_k - \varepsilon, \\
\text{TKE dissipation equation: } & \quad \frac{\partial \varepsilon}{\partial t} + \mathbf{u} \cdot \nabla \varepsilon - \nabla \left( \frac{\nu}{\sigma_\varepsilon} \nabla \varepsilon \right) = \frac{\varepsilon}{\kappa} (C_1 P_k - C_2 \varepsilon).
\end{align*}
\]
where the unknowns are the wind velocity vector $\mathbf{u}$, the pressure $p$, the turbulent kinetic energy (TKE) $k$ and its dissipation rate $\epsilon$. The turbulent viscosity $\nu_t$ is given by

$$\nu_t = C_\mu k^2 \epsilon. \quad (5)$$

In the momentum equation, $\nabla^2$ refers to the symmetric gradient operator. The second term in the right-hand side of Equation 2 is the Coriolis force term, being $\Omega$ the Earth’s angular velocity. In Equations 3 and 4, $P_k$ is the TKE production rate by mechanical shear. The coefficient $C_1'$ in the right-hand side of Equation 4 is a modified coefficient, originally proposed by Apsley and Castro,21 that limits the mixing length below a maximum $l_{\text{max}}$ for neutral flows, computed as

$$l_{\text{max}} = 0.00027 \frac{\left| u_g \right|}{\sin \lambda}, \quad (6)$$

where $\lambda$ is the latitude and $u_g$ is the geostrophic wind velocity. Finally, Table 2 shows the used Alya-CFDWind coefficients.

### 2.2.2 Boundary conditions

The boundaries of the computational domain are classified as bottom, top, lateral inflow, and lateral outflow.

- **On the bottom boundary**, wall law functions following the Monin-Obukhov similarity theory26 are imposed for momentum and turbulence equations to remove a boundary layer of thickness $\delta_w$ above $z_0$. Thus, the shear stress $\tau_{\text{wall}}$ is imposed in terms of the wind velocity component parallel to the ground $u_{\text{tan}}$ at distance $\delta_w$ above the ground, as

$$|u_{\text{tan}}(\delta_w)| = \frac{u_*}{k} \ln \left( 1 + \frac{\delta_w}{z_0} \right), \quad (7)$$

where $u_*$ is the friction velocity $u_* = (\tau_{\text{wall}}/\rho)^{1/2}$ and $z_0$ is the terrain roughness length. A zero diffusion through the wall is imposed for the turbulent kinetic energy ($\nabla k \cdot \mathbf{n} = 0$, with $\mathbf{n}$ the normal vector to the wall) and the dissipation rate is imposed as

$$\epsilon(\delta_w) = \frac{k^{3/2} C_\mu^{3/4}}{k (\delta_w + z_0)}. \quad (8)$$

- **On the top boundary**, symmetry boundary conditions (zero normal gradient to the wall) are imposed for the tangential velocity component, $\theta$, $k$, and $\epsilon$. The normal velocity component is fixed to zero (ie, $u \cdot \mathbf{n} = 0$).

- **On the lateral inflow boundary**, vertical profiles for $u$, $\theta$, $k$, and $\epsilon$ are imposed from a 1D precursor simulation assuming uniform roughness and flat terrain.

- **On the lateral outflow boundaries**, symmetry boundary conditions are imposed for $\theta$, $k$, and $\epsilon$. For the momentum equation, the geostrophic pressure and no shear stress are imposed.

### 3 Downscaling methodology

We propose a downscaling methodology that links the different components of the model chain using a combination of domain segmentation and transfer functions.11 This methodology constructs a downscaled wind from a WRF wind field (forecast) and a set of precomputed steady-state
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**FIGURE 1**  Steps of the downscaling methodology giving the wind field on a series of terrain-following $\Omega_{2D}$ planes using domain segmentation and transfer functions [Colour figure can be viewed at wileyonlinelibrary.com]
microscale reference solutions from the Alya-CFDWind solver. The resulting downscaled wind field keeps the mesoscale pattern but, at the same time, incorporates the microscale fluctuations at a local scale. This methodology is very attractive from the point of view of operational forecasting because the downsampling is performed for the area(s) of interest at the post-process stage. Thus, as opposed to a pure CFD dynamical downsampling or to a simpler mass-consistent approach, our methodology supposes no extra computational cost during operations.

The starting point of the downsampling is a WRF simulation (forecast) plus a set of precomputed Alya-CFDWind runs covering the downsampling target area(s). Each of these Alya-CFDWind reference simulations \((U_{\text{CFD}}^i)\) is computed a priori imposing a geostrophic wind direction \(\varphi\) prescribed at the top of the computational domain. The 360° possible geostrophic wind directions are discretised assuming bins of constant width, eg, a set of 16 precomputed simulations results on a 22.5° geostrophic (top) wind binning. However, note that because of Coriolis and terrain effects, winds from Alya-CFDWind twist with height, resulting on nonequally spaced bin direction increments as height decreases from top to surface. The downsampling methodology involves a series of steps (Figure 1):

1. The first step consists on constructing a series of 2D terrain-following grids \(\Omega_{2D}\) at user-defined elevations above the terrain (eg, \(z_i = 10, 20,\) and 50 m) where the downscaled wind will actually be computed. Both the mesoscale (WRF) and the microscale (precomputed Alya-CFDWind) wind fields need to be interpolated to the nodes of these \(\Omega_{2D}\) grids.

2. Each of these \(\Omega_{2D}\) planes is then decomposed on a series of structured segments \(S_i\) centered at the position of the WRF grid mass point. The area of the segments is \(2\Delta x_{\text{WRF}} \times 2\Delta y_{\text{WRF}}\), where \(\Delta x_{\text{WRF}}\) and \(\Delta y_{\text{WRF}}\) are the WRF cell dimensions. This defines regions of overlap between segments (ie, \(\cap S_i = \Omega_{2D}\) and \(\cup S_i \neq \emptyset\)) to allow obtaining a smooth solution in the domain reconstruction step. The purpose of this domain segmentation is to have a reference mesoscale wind direction \(\theta_{WRF}^i\) (that corresponds to the WRF grid mass-point wind direction) for each segment \(S_i\).

3. For each segment \(S_i\) and time \(t\), the direction \(\theta_{WRF}^i\) is used to build a segment microscale solution \(U_i\) by performing a linear interpolation between the 2 precomputed runs \(U_{\text{CFD}}^{i1}\) and \(U_{\text{CFD}}^{i2}\) that bound \(\theta_{WRF}^i\) (ie, \(\theta_{WRF}^i \in (\varphi_1, \varphi_2)\)). In this way, and by construction, the average of the microscale wind direction of \(U_i\) coincides with that of the mesoscale \(\theta_{WRF}^i\).

4. Small variations of \(\theta_{WRF}^i\) can occur across adjacent segments \(S_i\), resulting on small differences on wind velocity and direction at nodes in the overlapping regions. To have a smooth transition between these adjacent \(U_i\) solutions, a smoothing operation is performed at the overlap regions between segments. In particular, we consider a linear weighted interpolation for each horizontal wind component. The blending of all segment microscale solutions \(U_i\) on both latitudinal and longitudinal directions, results on an intermediate microscale field \(U_{\text{inter}}\).

5. Finally, the transfer functions are applied to scale the modulus of the microscale wind at each point of the \(\Omega_{2D}\) planes as

\[
|U_{\text{down}}| = f |U_{\text{WRF}}| = \frac{|U_{\text{inter}}|}{|U_{\text{inter}}| > R} |U_{\text{WRF}}|,
\]

where \(U_{\text{down}}\) is the resulting downscaled wind velocity, \(f(x, y, z, t)\) is the point-dependent transfer function at time \(t\), \(U_{\text{WRF}}\) is the WRF wind velocity modulus interpolated at the point, \(U_{\text{inter}}\) is the microscale wind velocity resulting from step 4, and \(U_{\text{inter}} > R\) is the spatial average of \(U_{\text{inter}}\) over a radius of influence \(R\). Note that, by construction, when \(R \to 0\), the downscaled wind velocity tends to that of WRF \((U_{\text{down}} \to U_{\text{WRF}})\). In contrast, as \(R\) increases, the transfer functions incorporate to the downscaled field the local wind fluctuations caused by microscale topographic forcing.

Some critical aspects of the methodology have to be mentioned. First, the horizontal resolution of the mesoscale model should be sufficiently coarse to avoid, as much as possible, a double counting of terrain forcing effects. It means that the WRF model should not account for the microscale flow characteristics that are explicitly resolved by the Alya-CFDWind solver. Second, the domain segmentation technique is designed to guarantee that the downscaled field preserves locally the WRF wind direction on average (the mesoscale pattern). Third, the transfer functions are used to scale (correct) the WRF wind velocity accounting for terrain speed-up and slow-down effects.

4 | VALIDATION TEST CASE

4.1 | Site description

The validation considers a site in the Mexican state of Puebla characterised by a very complex orography. The area is located at about 20 km south of Pico de Orizaba volcano (5636 m asl, the highest Mexican peak) and near the town of Esperanza, on a plateau with an averaged elevation of 2400 m. The predominant yearly wind direction is westward, where east winds coming from the Gulf of Mexico pass first over a vast flat area and then, when approaching the region of interest, encounter a complex orography with high mountain slopes and channelling zones on the way up to the plateau.

This site was selected for validation because of access to a long-period dataset acquired by a private company during a wind resource prospection campaign. Wind data comes from a very dense network of 11 met masts (Figure 2) instrumented with sonic anemometers at 40, 60, and 80 m height, with a total period of acquisition of 3 years (not synchronous in all masts). The acquisition frequency of sensors is of 1 Hz, with instantaneous values averaged over 10-minute periods. For validation, we used the 9-month period from June 2013 to February 2014, for which a continuous and synchronous record exists for all masts. The advantage is that to dispose of a dataset of such a spatial density over a long-period of time is unusual. However, the drawback is that met masts were deployed at elevated zones, away from deep valley bottoms and channelling zones. This can
constrain our model validation because no large differences are expected between mesoscale and downscaled microscale winds at mast locations. Note that a similar problem would occur with surface Automatic Weather Stations (AWS) because, typically, AWS are also deployed at locations where the mesoscale component of the wind dominates. This private dataset is confidential and, for this reason, we can not show period (yearly) absolute values of wind speed throughout this paper. Wind values will be given normalised to the mean observed winds, with no absolute error differences shown.

4.2 WRF-ARW model setup
The WRF model was configured as summarised in Table 3 with the physical parameterisations listed in Table 1. The simulated period (9 months) is covered by overlapping 48-hour model runs, allowing 24 hours for model spin-up and with a model output period of 30 minutes. Initial and 3-hourly boundary conditions for each run come from the European Centre for Medium-Range Weather Forecasts (ECMWF) operational deterministic model at 0.125° resolution. Figure 3A shows the WRF computational domain and the topography contours at 3-km model resolution. The domain is centred near the Pico de Orizaba volcano, covering an area of 255 × 255 km².

4.3 Alya-CFDWind model setup
The Alya-CFDWind computational domain (Figure 4) consists of an inner region of 8 × 13 km² at 40-m horizontal grid resolution surrounded by a transition zone in which the size of the elements increases up to that of the external buffer zone, having no topography and used to accommodate the
TABLE 3  Configuration of the WRF-ARW model for the Puebla test case

<table>
<thead>
<tr>
<th>WRF-ARW Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model version</td>
</tr>
<tr>
<td>Initial and lateral BCs</td>
</tr>
<tr>
<td>Domains</td>
</tr>
<tr>
<td>Horizontal grid resolution</td>
</tr>
<tr>
<td>Horizontal grid size</td>
</tr>
<tr>
<td>Vertical levels</td>
</tr>
<tr>
<td>Simulation length</td>
</tr>
<tr>
<td>Integration time step</td>
</tr>
</tbody>
</table>

FIGURE 3  A, WRF computational domain and topography contours (255 × 255 km²). B, Downscaling area showing the Alya-CFDWind topography contours (8 × 13 km²). The red box in the WRF domain shows the location of the Alya-CFDWind computational domain. C, Topography differences between WRF (at 3-km resolution) and Alya-CFDWind (40-m resolution) [Colour figure can be viewed at wileyonlinelibrary.com]

Incoming flow. The height of the buffer zone corresponds to the minimum height of the contour of the transition zone. Along the vertical direction, the structured grid extends up to 5.5 km above the ground, with 56 vertical layers growing geometrically in size from 1 m at surface to 250 m at top. The resulting computational mesh has around 12.5M grid points. The Coriolis force corresponds to that of a latitude 18.8° N, and the maximum mixing length is calculated automatically by the model depending on the wind velocity at top and the Coriolis force as in Apsley and Castro. The pressure gradient \( \nabla p = 2 \omega \times u_g \) is fixed over the whole domain, where |\( u_g | = 17.5 \text{ m s}^{-1} \) is the geostrophic wind vector, \( \rho \) is the air density, and \( \omega \) is the Earth’s angular velocity vector. With these conditions, we performed one Alya-CFDWind simulation for each reference direction (sector) of the geostrophic wind using 5° binning (ie, 16 different runs were needed to scan all geostrophic directions). Assuming self-similarity, these precomputed reference runs are then scaled and interpolated during the downscaling process depending on the WRF model outputs.

A convergence mesh study has been done for the present case running 3 simulations. Simulation A uses a mesh of 40 m horizontal resolution in the farm zone, 1 m of first element vertical length, and 56 vertical levels. Simulation B uses the mesh of simulation A with each element divided in 8 new elements, halving the length of each element edge. This mesh has the same topography as simulation A. Simulation C uses a mesh with the same number of elements of simulation B but assimilating the topography with higher resolution. Table 4 presented the percentage (%) of the wind velocity difference between the 3 different simulations of the 90.0° sector. The goal is to quantify how much the obtained solution is modified when the mesh is refined horizontally and vertically (column A vs B in Table 4), and when also a more detailed topography is assimilated because of the higher mesh resolution (columns A vs C and B vs C in Table 4). The absolute differences are computed at 11 masts (see Figure 2) at 80-m height above terrain. Results show that the mesh refinement halving the mesh element length (8 times more elements) (from 40-m horizontal grid resolution to 20 m, and from 56 vertical levels to 112) the solution at masts changes a 4.2 % on average. In addition, if the higher resolution entails the assimilation of a more detailed topography, the solution changes a 4.7 % on average. Finally, if we only evaluate the effect of assimilating a more detailed topography using the finer mesh, the solution changes a 4.6 % on average. Figure 5 shows the wind velocity module vertical profiles at 4 of the 11 masts evaluated. It is observed that the profiles at Mast 7 and Mast 11 locations are much more modified when assimilating more terrain than
Alya-CFDWind computational domain with 3 different mesh zones identified: a $8 \times 13$ km$^2$ farm zone with 40-m horizontal grid resolution (ie, the downscaling area, see Figure 3B), a transition zone extending 5 km to the North and South, 8 km to the West, and 10 km to the East respectively, and an external flat buffer zone [Colour figure can be viewed at wileyonlinelibrary.com]

**TABLE 4** Percentage (%)wind velocity module difference at 11 masts at 80-m height (see Figure 2) between 3 different simulations of the 90.0° sector

<table>
<thead>
<tr>
<th>Mast</th>
<th>A vs B</th>
<th>A vs C</th>
<th>B vs C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.9</td>
<td>2.9</td>
<td>6.0</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>1.8</td>
<td>1.8</td>
</tr>
<tr>
<td>3</td>
<td>9.6</td>
<td>6.8</td>
<td>2.6</td>
</tr>
<tr>
<td>4</td>
<td>1.5</td>
<td>11.1</td>
<td>10.8</td>
</tr>
<tr>
<td>5</td>
<td>13.2</td>
<td>3.6</td>
<td>9.3</td>
</tr>
<tr>
<td>6</td>
<td>3.3</td>
<td>1.0</td>
<td>2.3</td>
</tr>
<tr>
<td>7</td>
<td>1.1</td>
<td>6.5</td>
<td>8.2</td>
</tr>
<tr>
<td>8</td>
<td>1.0</td>
<td>4.0</td>
<td>3.1</td>
</tr>
<tr>
<td>9</td>
<td>8.3</td>
<td>6.1</td>
<td>2.3</td>
</tr>
<tr>
<td>10</td>
<td>4.5</td>
<td>5.4</td>
<td>0.9</td>
</tr>
<tr>
<td>11</td>
<td>0.8</td>
<td>2.5</td>
<td>3.4</td>
</tr>
<tr>
<td>Ave</td>
<td>4.2</td>
<td>4.7</td>
<td>4.6</td>
</tr>
</tbody>
</table>

Note: A simulation used a mesh at 40-m horizontal grid resolution with 56 vertical levels. B simulation used a mesh at 20-m horizontal grid resolution, 112 vertical levels but without assimilating new topography regarding A. C used a mesh at 20-m horizontal grid resolution, 112 vertical levels and assimilating new topography regarding A thanks to the higher resolution.

when simply refining the mesh resolutions. However, Mast 3 and Mast 9 show an important modification of the solution due to the mesh refinement and not due to the better terrain assimilation.

### 4.4 Downscaling setup

The downscaling methodology described in Section 3 was applied every 30 minutes for each WRF model output at near-surface terrain-following levels of 10, 20, 40, 60, and 80 m (ie, using 5 different $\Omega_{2D}$ planes for downscaling). To assess the optimal radius of influence $\mathcal{R}$ for the transfer
functions (see Equation 9), the downscaling methodology was considered under 4 different cases of $\mathcal{R} = 150 \text{ m} (\mathcal{R}_{150})$, $\mathcal{R} = 250 \text{ m} (\mathcal{R}_{250})$, $\mathcal{R} = 500 \text{ m} (\mathcal{R}_{500})$, and $\mathcal{R} = 1000 \text{ m} (\mathcal{R}_{1000})$. As previously mentioned, this radius affects the weight given to the mesoscale and the microscale contributions on the resulting downscaled solution respectively.

### 4.5 Validation metrics

The following metrics were used to validate quantitatively the downscaling methodology for all masts over the 9-month period:

1. **Mean Error (ME) for wind velocity**:

   \[
   \text{ME}(f, o) = \frac{1}{n} \sum_{i=1}^{n} (f_i - o_i)
   \]

   equivalent to the bias, the ME gives information of whether wind speed forecasts ($f_i$) are, on average, overestimating (positive values) or underestimating (negative values) observations ($o_i$).

2. **Root Mean Square Error (RMSE) for wind velocity and direction**:

   \[
   \text{RMSE}(f, o) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (f_i - o_i)^2}
   \]
3. Skill Score (SS%) for wind velocity and direction:

\[
SS\%(f, r, o) = 100 \left( 1 - \frac{MSE(f, o)}{MSE(r, o)} \right),
\]

where MSE is the Mean Square Error. The SS% can be interpreted as the accuracy of the model under evaluation (f) relative to a reference model (r). This index penalises large differences between forecasts and observations (o).

4.6 Classification of atmospheric stability

The mesoscale WRF wind fields implicitly include atmospheric stability information. In contrast, the precomputed microscale Alya-CFDWind fields assume neutral stability but account for local-scale terrain effects. For this reason, differences in the downscaling skill scores could exist under different atmospheric stability conditions and wind intensities. To desegregate these effects, we distinguishing 3 different stability classes as

\[
\begin{align*}
    z/L &> 0 & \text{stable} \\
    0.1 \geq z/L &\geq 0 & \text{near neutral} \\
    z/L &< 0 & \text{unstable}
\end{align*}
\]

where \( z \) is the height of the layer used to calculate \( L \), the Obukhov length from the Monin-Obukhov similarity theory:\(^{26}\):

\[
L = \frac{\rho c_p}{k \alpha} \frac{u^*}{g} \cdot q,
\]

where \( c_p \) is the air heat capacity, \( \rho \) is the air density, \( u^* \) is the friction velocity, \( k \) is the von Kármán constant, \( \alpha \) is the thermal expansion coefficient, \( g \) is the gravity vector, and \( q \) is the surface heat flux vector. Figure 6 shows the dimensionless stability parameter \( z/L \) during 2 cloud-free 24-hour periods. Note that \( z/L \) changes its sign (from positive to negative) around sunrise, when buoyancy forces foster air mixing and the atmospheric boundary layer grows in height. This period, which ends after noon, is typically dominated by convection. In contrast, \( z/L \) becomes positive during the evening, where convective forces near surface almost vanish and the atmosphere passes through a short period of near neutral stability.

5 RESULTS

5.1 Qualitative evaluation

Before performing a full-period quantitative validation, it is illustrative to show the downscaling results for a particular 24-hour period characterised by a persistent easterly situation, the predominant wind direction over the region. In the methodology, the resulting downscaled wind direction comes exclusively from the domain segmentation and overlapping processes. The RMSEs values (all measuring heights computed together) for this
particular day are 10.4° for the downscaled field in front of 11.1° for WRF. On the other hand, the near-surface wind velocity fields after applying the transfer functions depend on the value of \( \Re \). Table 5 lists the values of RMSE and SS% obtained for different values of \( \Re \). As observed, for this particular day, the lower RMSE and the best skill score are obtained with a radius of influence of \( \Re_{500} \). This value will be assumed throughout this section.

Figure 7 compares the 10-m wind velocity fields from the precomputed Alya-CFDWind model, the WRF model and the downscaling methodology. This figure highlights the local terrain information contained in the precomputed microscale solution (Figure 7A) in front of the smoother field provided by the much coarser WRF model at 3-km resolution (Figure 7B). Clearly, the resulting downscaled field (Figure 7C) contains the general mesoscale pattern but modulated by the local-scale terrain information added by the CFD model. Figure 8 compares the mesoscale and the downscaled wind fields at the same time instant over a small region of about 3 x 3 km² (one WRF cell size) that includes Mast-7. Note how the downscaled field speeds up the wind flow at the top of the ridges while, in contrast, winds slow down and rotate at valleys and channelling zones. For this particular time instant, the differences in wind direction and velocity between WRF and the downscaled field at the valley (red dot in Figure 8) are of 77.8° and 3.3 m s⁻¹, respectively. These differences are mainly due to the terrain channelling effects. Figure 9 shows the differences between the downscaled and the WRF mesoscale wind velocities depending on the value of \( \Re \). As observed, the smaller the value of \( \Re \), the more the downscaled

<table>
<thead>
<tr>
<th>( \Re )</th>
<th>RMSE</th>
<th>SS%</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Re_{150} )</td>
<td>2.6</td>
<td>0.0</td>
</tr>
<tr>
<td>( \Re_{250} )</td>
<td>2.6</td>
<td>0.9</td>
</tr>
<tr>
<td>( \Re_{500} )</td>
<td>2.5</td>
<td>4.1</td>
</tr>
<tr>
<td>( \Re_{1000} )</td>
<td>2.4</td>
<td>6.0</td>
</tr>
</tbody>
</table>

Note: WRF model is used as reference model in the SS% calculations.

**FIGURE 7** Wind velocity at 10-m height on July 3, 2013 at 6 am (LT). A, Precomputed Alya-CFDWind solution \( u_{C/F}^{90} \) (i.e., assuming a 90° geostrophic wind direction); B, WRF at 3-km resolution; and C, resulting downscaled field assuming a value of \( \Re = 500 \text{ m} \) for the transfer functions [Colour figure can be viewed at wileyonlinelibrary.com]
FIGURE 8  A, WRF wind velocity vectors at 10-m height on July 3, 2013 at 6 am (LT). B, Wind field after downscaling using a radius of influence of \( R_{500} \). Plots cover an area of \( 3 \times 3 \) km\(^2\) that corresponds to one WRF cell and include Mast-7 (red dot) and a small valley 500 m west (not visible at mesoscale resolution) [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 9  Wind velocity differences between the downscaled and the WRF fields considering a radius of influence of 150, 250, 500, and 1000 m from left to right. Results at height 80 m above the terrain for July 3, 2013 at 6 am (LT) [Colour figure can be viewed at wileyonlinelibrary.com]

velocity field coincides with that of WRF. In this particular example, \( R_{150} \) differences are less than 1 m s\(^{-1}\) for all points of the domain. In contrast, as \( R \) increases, the transfer functions incorporate more local wind velocity fluctuations around the mean mesoscale component and, in consequence, more local terrain effects appear in the downscaled field. Figure 10 shows the July 3, 2013, time series of results at Mast-7 site (80-m height). During this particular day, the mesoscale forecast did not capture well the observed wind variability. Comparing WRF and different \( R \) cases, the downscaled results follow the mesoscale pattern adding a correction factor that depends on the terrain and on the value of \( R \) used. In this location (Mast-7), the different \( R \) cases result on a wind velocity increase and little direction variations, with a maximum wind veering of about 5°. In contrast, Figure 11 shows the same time series of results but at the valley (valley point in Figure 8), where no observations are available. At this location, the downsampling corrections are much more pronounced, with the transfer functions decreasing the mesoscale velocity by 10% to 35% (depending on \( R \)) and a wind veering correction of about 8° along the period (at 80-m height above terrain).

In summary, the downscaled fields contain the mesoscale pattern; the smaller the value of \( R \), the more the downscaled velocity field tends to that of WRF; the corrections introduced by the downscaling methodology increase as one approaches the ground surface and; valleys and channelling zones show larger differences than elevated locations.
A couple of comments are necessary before performing the quantitative validation of the downscaling methodology for the 9-month period. First of all, substantial differences between mesoscale WRF forecasts and 10-minute averaged mast observations can occur due to a number of reasons. Causes of erroneous forecasting intervals may include WRF model asynchrony (e.g., delay/advance on the predicted arrival time of a front, the starting point of a convective event, and thermal winds), loose of the mesoscale pattern by the model, or wind direction meandering during periods of low wind intensity. Regardless of its origin, model errors generated in the mesoscale range are dragged down to the microscale and could offer a blurred vision of the downscaling methodology. For this reason, we filtered out from the dataset all the velocity-direction pairs in which the WRF direction errors at masts were larger than $60^\circ$ and/or the observed velocities were less than 4 m s$^{-1}$. On the other hand, it has already been pointed out that masts were deployed (for wind resource assessment purposes) at locations where the synoptic and mesoscale component dominate. As a result, small differences between the mesoscale and downscaled fields are expected at the sites used for validation.

Tables 6 and 7 show the validation results for the 9-month period, classifying the results depending on observation height. Note that Table 7 does not differentiate $\mathbb{R}$ cases because the transfer functions only apply to the velocity modulus. Looking at Table 6, ME values show a similar pattern for all heights, i.e., as $\mathbb{R}$ increases the downscaling tends to overestimate the wind velocity. In addition, the RMSE and the SS% show a worsening of the downscaled wind velocity as $\mathbb{R}$ increases. The worst value of SS% (more negative) is obtained for $\mathbb{R}_{1000}$, whereas the $\mathbb{R}_{150}$ and the $\mathbb{R}_{250}$ cases...
TABLE 6  Mean Error (ME), Root Mean Square Error (RMSE) (in m s\(^{-1}\)), and Skill Score (SS%) for wind velocity at 11 masts during the 9-month validation period depending on the data acquisition heights (40, 60, and 80 m)

<table>
<thead>
<tr>
<th></th>
<th>40 m</th>
<th></th>
<th>60 m</th>
<th></th>
<th>80 m</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ME</td>
<td>RMSE</td>
<td>SS%</td>
<td>ME</td>
<td>RMSE</td>
<td>SS%</td>
</tr>
<tr>
<td>(\Re_{150})</td>
<td>-0.5</td>
<td>3.3</td>
<td>-0.7</td>
<td>-0.2</td>
<td>3.1</td>
<td>-0.8</td>
</tr>
<tr>
<td>(\Re_{250})</td>
<td>-0.2</td>
<td>3.3</td>
<td>-2.2</td>
<td>0.0</td>
<td>3.2</td>
<td>-2.6</td>
</tr>
<tr>
<td>(\Re_{500})</td>
<td>1.1</td>
<td>3.8</td>
<td>-32.0</td>
<td>0.8</td>
<td>3.4</td>
<td>-19.7</td>
</tr>
<tr>
<td>(\Re_{1000})</td>
<td>2.6</td>
<td>4.8</td>
<td>-116.6</td>
<td>1.9</td>
<td>4.1</td>
<td>-75.2</td>
</tr>
</tbody>
</table>

Note: Downscaling results with different radii of influence \(\Re\) for the transfer functions are shown. WRF model is used as reference model in the SS% calculations.

TABLE 7  Downscaling Root Mean Square Error (RMSE) and Skill Score (SS%) for wind direction (in \(^\circ\)) at 11 masts during the 9-month validation period depending on the data acquisition heights (40, 60, and 80 m)

<table>
<thead>
<tr>
<th></th>
<th>40 m</th>
<th></th>
<th>60 m</th>
<th></th>
<th>80 m</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>SS%</td>
<td>RMSE</td>
<td>SS%</td>
<td>RMSE</td>
<td>SS%</td>
</tr>
<tr>
<td></td>
<td>15.5</td>
<td>11.0</td>
<td>16.5</td>
<td>6.9</td>
<td>16.9</td>
<td>6.8</td>
</tr>
</tbody>
</table>

Note: WRF model is used as reference model in the SS% calculations.

TABLE 8  Downscaling Mean Error (ME), Root Mean Square Error (RMSE), and Skill Score (SS%) for wind velocity (m s\(^{-1}\)) and direction (\(^\circ\)) during the 9-month period

<table>
<thead>
<tr>
<th></th>
<th>Velocity</th>
<th>ME</th>
<th>RMSE</th>
<th>SS%</th>
<th>RMSE</th>
<th>SS%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Velocity bin</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 &lt; vel &lt; 8</td>
<td>1.3</td>
<td>3.3</td>
<td>-11</td>
<td>19.5</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td>8 &lt; vel &lt; 12</td>
<td>-0.4</td>
<td>3.0</td>
<td>-2.6</td>
<td>14.6</td>
<td>9.6</td>
</tr>
<tr>
<td></td>
<td>vel &gt; 12</td>
<td>-2.6</td>
<td>3.8</td>
<td>10.6</td>
<td>11.2</td>
<td>19.7</td>
</tr>
<tr>
<td></td>
<td>Velocity bin</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Stable</td>
<td>-2.9</td>
<td>4.1</td>
<td>4.7</td>
<td>18.7</td>
<td>7.4</td>
</tr>
<tr>
<td></td>
<td>Neutral</td>
<td>-0.3</td>
<td>2.7</td>
<td>2.3</td>
<td>15.3</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>Unstable</td>
<td>1.0</td>
<td>3.2</td>
<td>-8.6</td>
<td>15.8</td>
<td>7.6</td>
</tr>
</tbody>
</table>

Note: Results are classified in wind velocity and atmospheric stability bins. WRF model is used as reference model in the SS% calculations.

show similar performance than WRF. Contrasting to these results, Table 7 shows that the downscaled wind direction slightly improves with respect to WRF (positive SS%)

Table 8 disaggregates the \(\Re_{250}\) case for the 9-month validation period distinguishing three different stability classes (Section 4.6) and 3 different velocity bins of 4 m s\(^{-1}\) \(\leq u_{\text{obs}} < 8 \text{ m s}^{-1}\), \(8 \text{ m s}^{-1} \leq u_{\text{obs}} < 12 \text{ m s}^{-1}\), and \(u_{\text{obs}} \geq 12 \text{ m s}^{-1}\). As observed, the downscaling skill scores improve as the velocity increases and outperforms those of WRF at high velocities. The downscaling also improves WRF results (positive SS%) in near-neutral and stable stability regimes, where buoyancy forces and vertical convective effects are supposed residual. These results are directly related to the fact that the precomputed Alya-CFDWind fields have been obtained assuming neutral stability. Regarding wind direction, Table 8 also shows that the downscaling results outperform those of WRF for all velocity bins and stability classes. To complement these results, Figure 12 shows the velocity error difference for all pairs forecast observation in the 9-month validation period depending on stability and wind velocity (using pairs of data with observed velocities greater than 8 m s\(^{-1}\)). Red dots in this figure mean that the downscaling improves the WRF forecast, whereas blue dots indicate the opposite. As observed, error differences at the measuring sites (11 masts) range between -1.2 and 1.2 m s\(^{-1}\). The plot clearly reveals 2 well-defined regions, a blue-dominated zone (WRF is better than the downscaled field) and a red-dominated zone (downscaled field is better than WRF). Blue-dominated zone expands over the region with lower velocities and within the unstable regime, where buoyancy forces dominate. Conversely, the red-dominated zone covers the region with higher velocities and within near-neutral and stable regimes.
A novel mesoscale-to-microscale downscaling methodology to forecast near-surface high-resolution winds has been presented. The methodology combines a domain segmentation technique to preserve the mesoscale pattern with the use of transfer functions to incorporate the unresolved mesoscale model subgrid terrain forcing effects (topographic effects). The downscaled near-surface wind field is obtained at 2D terrain following planes by merging segment-wise solutions obtained from precomputed Alya-CFDWind reference simulations. Because of the blending process, a certain mass unbalance may occur even if each segment solution verifies the continuity equation. However, we have estimated that this unbalance resulting from blending is, at most, of the order of $\nabla \cdot u_{\text{down}} < 10^{-3} \text{ s}^{-1}$ at all points.

The downscaling methodology has been validated against experimental data from a network of masts deployed at elevated zones within a complex terrain site at Puebla, Mexico. Unfortunately, the dataset did not allow us to quantify the gain at points where more pronounced microscale effects can be expected (e.g., valleys and channelling zones). Downscaled near-surface wind fields incorporate terrain forcing speed-up effects at the top of the ridges while, in contrast, winds slow down and rotate at valleys and channelling zones. For the 9-month validation period, the downscaling methodology slightly improved the WRF model forecasts at masts in stable and near-neutral atmospheric regimes and for high wind velocities. In contrast, downscaling results did not show improvement during unstable regimes and during low wind velocities, where thermal effects prevail. This can be explained by the assumption of neutral stability in the precomputed Alya-CFDWind fields and evidences the need to incorporate the diurnal cycle thermal effects into the Alya-CFDWind simulations in a future.

In terms of operational wind forecasting, a major advantage of the methodology is that it incorporates physical aspects of CFD models (not captured by simpler mass-consistent models) without adding substantial computational cost. For example, running the downscaling for a 48-hour forecast window (30-min outputs) considering 5 planes of $13 \times 8 \text{ km}^2$ at 40-m resolution with $\Re = 250 \text{ m}$ takes only around 3 minutes on a standard laptop PC. The computing time depends on the value of $\Re$ (larger values of $\Re$ require more computing time because of the spatial average), but in any case, this supposes a small percentage of the mesoscale model forecast computing time. Furthermore, these downscaling computing times could be drastically reduced by parallelising the downscaling code.

The downscaling methodology is thought to be applied to any mesoscale-microscale combination of models. The current approach has considered the Coriolis term and the mixing length limitation in Alya-CFDWind simulations. Authors have considered this approach appropriate because Coriolis force affects the wind profile introducing a rotation with height, and a non-logarithmic wind profile above the surface layer (of around 100 metres). The masts at Puebla site are located at different heights and Coriolis force affects the relative wind direction and speed between them. In addition, the surface layer approximation is valid up to 100-m height, but the Puebla site has topographic height differences of about 1000 m. However, the mixing length limitation applied assumes values from homogeneous flat terrain. This is a well-known open problem in atmospheric RANS models, and to authors knowledge, no expression exists for the maximum mixing length on complex terrains. Thus, further research is needed to solve this issue.

In future developments, we plan to include atmospheric stability in the microscale Alya-CFDWind precomputed runs, i.e., to consider a diurnal cycle for each geostrophic reference direction rather than a steady-state neutral solution. We also plan to develop and adaptive radius of influence $\Re(x, y, z)$ that could take into account terrain information. On the other hand, the methodology will be implemented in the operational model chain of the regional meteorological service of Catalonia for an extensive validation and possible exploitation.
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