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Highlights 

¶ Research was undertaken in an experimental room and real built environments  

¶ Measured U-values were significantly related to outer air temperatures 

¶ The optimum temperature difference ranges between 7 and 16ºC 

¶ Heavy multi-leaf walls had more reliable measured U-values at low DT (<7ºC) 

¶ Deviations (0.20%) were smaller for heavy multi-leaf walls with high kappa values  
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Abstract 

Within the European context, most of the current residential building stock does not fulfil minimum 

thermal requirements and needs to be refurbished urgently. Quantitative internal infrared thermography 

can provide valuable information about the in-situ thermal transmittance of existing buildings for their 

future refurbishment. This paper aims to establish how operating conditions and thermophysical 

properties might affect the accuracy of the measured U-value using this technique. To assess the most 

influential operating conditions, one experimental room with a heavy single leaf-wall was chosen to 

develop the research in quasi steady-state conditions, with a wide temperature difference range 

(3.8<DT<21ºC). A statistical analysis demonstrated that the variance in thermal transmittance could 

mainly be predicted by changes in the outer air temperature. To analyze the impact of the thermophysical 

properties, specifically the heat capacity per unit of area, four unoccupied residential buildings with heavy 

multi-leaf walls were tested (6<DT<10ºC). The results mainly showed that the quantitative internal 

infrared thermography method is more accurate in heavy multi-leaf walls with high kappa values, 

reaching maximum deviations of 0.20%.  

 

Keywords: quantitative internal infrared thermography (IRT), measured U-value, in-situ measurement, 

building façade, real built environment, heavy single-leaf walls, heavy multi-leaf walls, operating 

conditions, heat capacity per unit of area, kappa value  

 



3 

 

 

 

 

1. INTRODUCTION 

Most of the current European residential stock does not satisfy the minimum thermal specifications [1-4]. 

Specifically, within the European context, over 40% of buildings were built before 1960 and 90% before 

1990, and most of them will still be standing in 2050 [1, 5-8]. This implies that up to 110 million 

buildings need refurbishment [7]. Unfortunately, the renovation rate across the EU is estimated to be very 

low, at around 1% per year [1, 5-7, 9, 10]. Nowadays, most of the energy efficiency measures are focused 

on maximizing the thermal performance of components [11]. The requirements in the regulations on 

façades have grown and are expected to continue growing in the future [12]. In general, construction 

project documents are not available for existing buildings, especially the oldest ones, but methods such as 

quantitative internal infrared thermography (IRT) can provide valuable information about in-situ thermal 

transmittance of the façade for future refurbishment [13]. To guarantee correct execution of in-situ 

quantitative IRT tests and accurate outcomes, some operating conditions must be fulfilled. Previous 

researchers stated that tests must be performed under 10-15ºC of temperature difference between outside 

and inside the building to ensure measurable heat exchange across the building envelope [14- 22], 

although this parameter could be reduced to a lower level (7 < DT < 16ºC) according to Tejedor et al. 

[13].  

 

Accuracy in the determination of the thermal behavior of façades [23] and the influence of operating 

conditions [24] have become a widely discussed concern in recent years, regardless of the technique used 

for the assessment (i.e. heat flux meter ïHFM-, guarded hot box, and quantitative infrared thermography, 

among others). For quantitative external IRT, some authors proposed a sensitivity analysis in relation to 

the deviation between the theoretical and measured U-values. Lehman et al. [25] quantified the influence 

of climatic conditions on the surface temperature distribution in both insulated and non-insulated façades 

by simulations in transient regime, to derive a criterion for IRT measurements. External wall surface 

temperature strongly depended on wall assembly, thermal properties of materials and solar irradiation. 

Tzifa et al. [26], Albatici et al. [27] and Nardi et al. [28] analyzed the influence of variables such as wind 

speed, outer and inner air temperatures and external wall surface temperature on the accuracy of U-values 
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in steady-state conditions. Errors depended on the thermal mass and on the exposure of the wall, while 

wind speed was negligible for heavy walls. In addition, Albatici et al. [27] concluded that a deviation of 

50% in the determination of outer air temperature and wall surface temperature could lead to deviations 

from 50% (heavy walls) up to 350% (light walls) when U-values were measured by IRT. This was 

attributed to the use of different measuring equipment (an IR camera versus a thermo hygrometer) for low 

temperature values (0ºC). In this case, tests were performed in an experimental building designed for the 

research with five wall types.  

 

Far fewer studies have been undertaken on quantitative internal IRT. Fokaides et al. [15] drew up a 

sensitivity analysis, focused on the parameters required to determine the wall surface temperature with an 

IR camera. Results showed that the most sensitive parameters were the reflected ambient temperature and 

the assumed emissivity of the wall surface. For instance, a deviation of 1ºC in the determination of the 

reflected ambient temperature might lead to an error of up to 10% in the wall surface temperature. 

Consequently, this might convert into a deviation of 100% in the determination of U-value [15]. Nardi et 

al. [24] analyzed the four approaches proposed in the last few years [29, 15, 17, 27] in a single sample by 

guarded hot box. Measured U-values were plotted against the temperature difference, the reflected 

ambient temperature and the outdoor temperature difference. Outcomes showed better estimations of 

thermal transmittances for lower reflected ambient temperatures when the temperature difference 

increased.   

 

As mentioned above, some authors highlighted the role of wallsô thermal mass on the accuracy of 

measured thermal transmittances for 10 < DT < 15ºC. However, their studies were conducted on 

laboratories or experimental rooms using quantitative external IRT, HFM and simulation among other 

techniques [14, 17, 25-28]. U-value uncertainties provided by HFM depend on the measurement 

conditions that are registered, the building envelope (light or heavy wall), the data analysis (average 

method, black box method, LORD, among others) and the HFMô equipment [30, 27, 31]. In accordance 

with research carried out by Rabadiya et al. [32], the HFM can only measure a local point on the wall, and 

consequently it does not provide accurate results for non-homogeneous building elements. Regarding 

quantitative internal IRT, the influence of thermophysical properties on the accuracy of the method has 

not been addressed in the literature. In terms of thermal behavior of the façade, European regulation 
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UNE-EN ISO 13786:2011 [33] introduced several thermal parameters for building envelopes (in addition 

to thermal transmittance), as well as their calculation procedures. Nevertheless, most are transient 

parameters that can be used to describe the dynamic behavior of the elements [34]. They include thermal 

time shift, thermal decrement factor and periodic thermal transmittance. The only non-transient thermal 

parameters that might explain different accuracy values in heavy multi-leaf walls under the same 

operating conditions are the heat capacity per unit of area and the thermal transmittance. Normally, the 

effects of thermal inertia and heat capacity per unit of area (kappa value) are not considered, because data 

are acquired by instantaneous measurements [24]. Hence, it might be interesting to observe whether some 

of the aforementioned thermophysical properties should be included as a source of inaccuracy when 

quantitative internal IRT is implemented in real built environments, especially unoccupied buildings 

where DT is <10ºC. 

 

Within this context, the aim of this paper is to analyze the influence of operating conditions and 

thermophysical properties that might affect the accuracy of in-situ measured U-values using quantitative 

internal IRT. For this reason, the paper is based on implementation of the method proposed by Tejedor et 

al. [13] in several measurement campaigns. Firstly, to evaluate the influence of operating conditions on 

the measured U-value, an experimental room with a heavy single-leaf wall was tested under a wide 

temperature difference range (3.8 < DT < 21ºC). Subsequently, data were statistically assessed. In a 

second step, once the most significant operating conditions had been determined, the impact of 

thermophysical properties (heat capacity per unit of area and thermal transmittance) was evaluated in 

several real built environments with typical heavy multi-leaf walls in relation to the accuracy of the 

method. Considering that the method was executed in quasi steady-state conditions, dynamic thermal 

parameters of the walls (i.e. thermal time shift, thermal decrement factor and periodic thermal 

transmittance) were not analyzed.  

 

Notably, standardized methods (i.e.HFM) were not applied to validate the results, since all tests were 

performed on heavy façades. Some researchers demonstrated a low discrepancy (1.3-2.6%) between the 

measured U-values obtained by HFM and the IRT for heavy walls, in contrast to light walls that reached 

discrepancies of 47.6% [28, 35]. However, light walls (i.e. wood-frame insulated walls or walls with a 

heat capacity per unit of area lower than 150 kJ/m
2
·K) are not erected generally in Spain. 
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The paper is divided into the following sections. Section 2 briefly outlines the main aspects of the 

quantitative internal infrared thermography method used in this research, which is fully developed in 

Tejedor et al. [13]. Section 3 describes the research methodology used in this paper. Section 4 discusses 

the results in depth and assesses the influence of operating conditions and thermophysical properties on 

the accuracy of measured U-values. Finally, Section 5 highlights the major contributions of this research.  

 

2. QUANTITATIVE INTERNAL INFRARED THERMOGRAPHY 

The theoretical framework of the numerical model used in this paper to determine the in-situ measured U-

value, and to evaluate accuracy and uncertainty, is extensively reported in Tejedor et al. [13]. Hence, this 

section only briefly sets out the main equations and the measuring equipment needed to implement the 

method.  

 

Assuming one-dimensional and horizontal heat flux under steady-state conditions through the building 

façade, the instantaneous measured U-values can be determined by Equation 1:  
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Where Umes i [W/ (m
2
·K)] is the sum of the instantaneous specific heat fluxes through the building 

envelope by convection qc [W/m
2
] and radiation qr [W/m

2
], divided by the temperature difference (DT) 

between inside and outside the building [K]. Hence, TIN denotes the inner air temperature [K] and TOUT 

refers to the outer air temperature [K]. Other parameters in the equation are: the wall surface temperature 

(TWALL) in [K]; the reflected ambient temperature (TREF) in [K]; the emissivity of the wall (ŮWALL) that is 

established as 0.88 for gypsum plaster; StefanïBoltzmann's constant (ů) with a value of 5.67x10
-8

 [W/m
2 

·K
4
]; the thermal conductivity of the air (lair=0.024 W/m·K for TIN= 0-15ºC and lair=0.025 W/m·K for 

TIN=15-25ºC); the height of the wall (L) seen from inside the building and expressed in meters; and the 

dimensionless parameters Rayleigh (Ra) and Prandtl (Pr) numbers. As regards the Prandtl number, it can 
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be assumed to be 0.73 for TIN=0-25ºC. However, the Rayleigh number (Equation 2) should be calculated, 

since it mainly depends on the inner air temperature (TIN) and the wall surface temperature (TWALL):  

Ὑ Ὃ ὖ ὖ                                   (2) 

 

Where Gr is the Grashof number; g refers to gravitation (9.8 m/s
2
); b is the volumetric temperature 

expansion coefficient [1/K] that is defined by b=1/Tm, where Tm= (TIN+TWALL)/2; v is the air viscosity 

with a value of 1.4·10
-5

 m
2
/s for TIN= 0-15ºC and 1.5·10

-5
 m

2
/s for TIN=15-25ºC.   

Notably, operating conditions referring to environmental parameters (TIN and TOUT) are measured and 

recorded by data loggers with type K thermocouples (TF-500, PCE ïT390, PCE Iberica SL), with a 

resolution of 0.1ºC and accuracy of ± 0.4% +0.5ºC. In contrast, parameters relating to the building 

envelope (ŮWALL, TREF and TWALL) are monitored using a reflector, a blackbody and an IR camera of long 

wavelength band (7-13 mm of the spectral range). Both reflector and blackbody are required to calibrate 

the IR camera in relation to the wall and compensate the errors of reading. The reflector, which provides 

the average temperature of the surroundings considering the different reflection indexes (also denoted as 

TREF -reflected ambient temperature-), is a crinkled piece of aluminium foil with dimensions 0.20 x 0.15 

meters. The blackbody, that allows establishing the wall surface emissivity (eWALL), is a black tape with 

dimensions 0.01x0.05 meters and an emissivity of 0.95. Another type of a blackbody (i.e. a smoked 

metallic sheet) has been rejected, because it does not achieve the target surface temperature. The thermal 

camera is FLIR60bx (FLIR SYSTEMS), characterized by a field of view of 25x19º, an IR resolution of 

320 x 240 pixels (thermal sensitivity <0.045ºC at 30ºC) and an accuracy of ± 2ºC or 2% reading at 

ambient temperature (10 to 35ºC). Post-processing of thermograms is carried out by means of FLIR 

TOOLS + software [36].  

 

Once all instantaneous measured U-values (Umes i) have been determined, Equation 3 is applied to obtain 

the average measured U-value [W/ (m
2
·K)]:  

Ὗ
В

                                                              (3) 

 

Where n denotes the total number of thermograms that are assessed for the test. 

 
































