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Abstract

Solving of elastodynamic problems arises in many scientific fields such as wave propagation in the ground, non-destructive testing, vibration design of buildings, or vibroacoustics in general. An integral formulation based on boundary algebraic equations is presented here. This formulation leads to a numerical method with a discretised boundary. An important advantage of the method over the standard boundary element method (BEM) is that no contour (2D) or surface (3D) integral needs to be computed. This feature is helpful in order to obtain a discrete version of the combined field integral equations (designed to damp numerically the fictitious eigenfrequencies) without difficulties caused by the evaluation of hypersingular integrals. The key aspects are: (i) the approach deals with discrete equations from the very beginning; (ii) discrete (instead of continuous) tensor Green’s functions are considered (the methodology to evaluate them is demonstrated); (iii) the boundary must be described by means of a regular square grid. In order to overcome the drawback of this third condition the boundary integral is coupled, if needed, with a thin layer of finite elements. This improves the description of curved geometries and reduces numerical errors. The properties of the method are demonstrated by means of numerical examples: the scattering of waves by objects and holes in an unbounded elastic medium, and an interior elastic problem.
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List of symbols

- $b_{j,m}$: boundary residue of operator $L'$
- $\text{BAE}$: Boundary Algebraic Equations
- $\text{BEM}$: Boundary Element Method
- $\text{CFIE}$: Combined-Field Integral Equations
- $\text{FEM}$: Finite Element Method
- $f_j^\eta$: force applied at node $j$, $\eta = x, y$
- $G_{j,m}$: tensor Green's function at node $j$ with source placed at $m$
- $h$: grid spacing and finite element size
- $H_n^{(1)}, H_n^{(2)}$: First/Second Hankel function of order $n$
- $i$: imaginary unit
- $j$: node of a grid with coordinates $(j_x, j_y)$
- $L, L'$: linear operators
- $R$: radius
- $u_x, u_y$: displacements in the $x$ and $y$ directions
- $v_P$: P-wave velocity
- $v_S$: S-wave velocity
- $x$: coordinate (direction of $j_x$)
- $y$: coordinate (direction of $j_y$)
- $\alpha, \nu, \eta, \tau$: superscripts that loop on $x, y$
- $\beta, \beta'$: coefficients of the linear operator
- $\delta_{j,m}$: Dirac delta
- $\lambda, \mu$: Lamé constants
- $\nu$: Poisson’s Ratio
- $\zeta$: combination parameter for the CFIE
- $\omega$: pulsation of the problem
- $\Omega, \Omega'$: domains
- $\rho$: volume density of the solid domain
- $\odot_i$: Set of nodes linked to the node $i$ (and also the node $i$)

1 Introduction

Solving of elastodynamic problems has important applications in different fields of science and technology. Among other examples: propagation of vibrations in the ground and the effect on building comfort [18, 9], non-destructive testing and detection of fractures and cracks [16, 15] or seismic wave propagation [7].

Numerical solution of exterior problems possesses difficulties related to domain truncation, dispersion and pollution (non-local deterioration of the numerical solution due to the increase of the problem frequency which leads to numerical solutions with wavenumbers differing from the exact one) effects [5], which always deteriorate the quality of the result. A frequently considered technique that overcomes mainly the first of theses difficulties is the boundary element method (BEM, [3, 32, 39, 26]).

A less popular family of methods are those dealing with a discrete version of the equations from the very beginning and reducing the problem to the boundary. Among these methods, we should mention boundary algebraic equations (BAE) for the
potential [29] or wave propagation (scalar Helmholtz equation) problems [48, 4, 35, 36]. They have an important property that no boundary integral needs to be computed. This enables one to avoid evaluation of hypersingular integrals at the boundary, which is a major issue of BEM. Also, the difference potential method has been successfully applied to a scalar Helmholtz equation [30].

The methods used to study diffraction by crystallographic and material lattices of different shapes at microscropy level also possess some similarity with the general purpose discrete methods mentioned above. See for example [42, 43, 44].

Most of these alternative methods are used to solve the Laplace or scalar Helmholtz equation. Only a few applications to solid mechanics and elastodynamics can be found. See for example the application of the method of difference potentials to linear elastic fracture mechanics in [50].

The aim of the present work is to extend the method presented in [35, 36] to the elastodynamic scattering in solids. To the best of the authors knowledge, BAE have not been used before in elastodynamics. An external excitation problem is studied, i.e. there exists a homogeneous elastic space with a finite cavity. The field is excited by a force applied to the boundary of the cavity. It is necessary to find the field radiated into the space. The radiated field can be computed in quadratures by the Green’s formula when the displacement of the boundary of the cavity is found. So, our aim is to find the displacement of the boundary.

Virtually, the infinite elastic outer space is meshed, and the governing equations are approximated on the mesh using the finite element method (FEM). So, the radiation problem is solved from the very beginning for the discretized problem. The mesh (see Fig. 4) consists of an infinite regular part \( \Omega_{\text{ext}} \) covering almost all the space and a thin irregular layer \( \Omega_{\text{int}} \) placed to match the boundary of the cavity \( \Gamma_{\text{int}} \) with the regular mesh. The boundary between \( \Omega_{\text{int}} \) and \( \Omega_{\text{ext}} \) will be denoted by \( \Gamma_{\text{ext}} \). For simplicity we assume that \( \Gamma_{\text{ext}} \) and \( \Gamma_{\text{int}} \) have no common nodes. Although mathematically two parts of the mesh work similarly, they are treated numerically in a different way. The FEM formalism is developed only for the irregular mesh, while the regular mesh is used to provide a radiation condition for the latter FEM model on the surface \( \Gamma_{\text{ext}} \).

The radiation condition has form of a matrix linking the forces and the displacements on the interface \( \Gamma_{\text{ext}} \). Thus, the method is close to the boundary element method (BEM) on \( \Gamma_{\text{ext}} \). However, unlike BEM, our method does not require integration of hypersingular kernels on the surface. Instead, the matrix is constructed explicitly by using the Green’s function of the regular mesh.

The new method is close to BEM, so we can compare the advantages and disadvantages of both. The memory requirements are similar (of order of the number of nodes on the surface of the cavity). But the new method does not require integration of singular functions on the surface of the cavity, which is a considerable advantage. Here we make difference between the integration and the summation over the nodes of the mesh, which is of course a discrete analogue of integration. We take into account that for the integration one should introduce a smooth parametrization of the surface and a dense quadrature point set inside each boundary element. This procedure limits the efficiency of BEM.

A drawback of BEM is that the boundary integrals must be computed quite accurately. Otherwise, large errors in the numerical solution can be found as reported
in [47]. There, the analysis is focused on the acoustic scattering problem (scalar Helmholtz equation) and the CHIEF technique [41] is used in order to damp the fictitious eigenfrequencies. CHIEF requires the consideration of some colocation point outside the problem boundary respecting the type of integrals involved in the formulation.

An usual alternative to CHIEF technique is to consider a Burton–Miller formulation [6] in order to derive a combined field integral equation (CFIE) which is also free of fictitious eigenfrequencies. CFIE requires a modification of the boundary integral form: by means of the derivatives of the original equation. The modified boundary integral is free of fictitious eigenfrequencies with the need of computing hypersingular integrals (originated due to the derivative of the original equation). Their precise evaluation is even more critical and the consequences to the quality of the BEM solution are more important.

All these aspects commented and reported for the scalar Helmholtz equation also appear in the elastodynamic problem. We understand the proposed BAE method as a valid option to consider a CFIE formulation without the need to deal with the integration of singular kernels in the boundary because these integrals simply do not exist. Consequently, BAE eliminates this source of error.

We should note that the new method comprises a computation of the Green’s function of the regular mesh, which is also a time consuming procedure. In the current realization of the method this step is done by using complex contour integration. Therefore, it is not easy to compare the new method and BEM in terms of efficiency, but we believe that they are close to each other. Both methods admit optimization. Some important works on fast multipole BEM techniques (see for example [7]) have been done in order to improve the efficiency of BEM. Our method can be optimized by using known asymptotics of the discrete Green’s function [28]. Both methods are immune to spurious resonances since they share the same Burton–Miller or CFIE technique to avoid this.

In view of practical numerical computations, we believe that the main advantage of the new method is its simplicity and universality. The tabulation of the Green’s function on a regular mesh can be implemented as a standard and optimized routine, and all the rest is a FEM implementation on a relatively small mesh. Any peculiarities of the scatterer can be modeled in known ways (for example, crack tips can be modeled by singular finite elements [46] or some modern techniques).

Considering the exposed characteristics, the BAE method applied to elastodynamics is more indicated for those situations where the geometry of scatterers or holes in the domain are simple enough to be described by means of a regular grid (i.e. rectangles, L-shaped). In that geometries all the potentialities of BAE (lack of boundary integrals, straightforward use of CFIE formulation to damp fictitious eigenfrequencies and proper representation of unbounded domains) are present with minor drawbacks. For curved and complex geometries the combination with other techniques (i.e. coupling with FEM commented in Section 2.6.2) is required. And when the exact representation of the boundary geometry is the key aspect, advanced interpolation techniques such as isogeometric analysis and the use of CAD and nurbs [45] is most probably a much better alternative to BAE.

Finally, the fact that BAE is based on a structured grid and linear algebraic
equations are directly obtained through loops on boundary nodes makes the implementation to be quite straightforward. The main differences with respect to BEM is that all integration routines are not needed in BAE and that discrete Green’s functions are used instead of the continuous ones. Since the formulation is discrete from the very beginning, it allows to perform in an algebraic way operations such as the derivation or the computation of the equivalent of the BEM surface traction tensor. This makes much more easy the derivation of equations to code and the implementation itself. So, for someone who needs a straightforward solution of the problem with a simple geometry such as a cube or other grid-shaped boundary avoiding the specific integration routines for singular kernels and large analytical derivations of operators from the continuous Green’s function, the proposed method is a clear and valid alternative.

The structure of the paper is as follows. In Section 2 the new method is presented. It includes the discrete formulation of the two-dimensional plane strain elastodynamic problem, the evaluation of the tensor discrete Green’s function, and some implementation details. Section 3 contains numerical examples. The formulation and examples are two-dimensional. Minor modifications are required in order to make the formulation and ideas in Sections 2.2 and 2.3 three-dimensional (implementation and computational efficiency is different step).

2 Methodology

2.1 Problem statement for plane strain elastodynamics

Consider a system of two-dimensional plane strain elastodynamic equations (Navier-Cauchy equations of motion, see for example [2, 10]):

\[
(\lambda + 2\mu) \left( \frac{\partial^2 u_x}{\partial x^2} + \frac{\partial^2 u_y}{\partial x \partial y} \right) + \mu \left( \frac{\partial^2 u_x}{\partial y^2} - \frac{\partial^2 u_y}{\partial x \partial y} \right) = -\rho \omega^2 u_x + f^x_v
\]

\[
(\lambda + 2\mu) \left( \frac{\partial^2 u_x}{\partial x \partial y} + \frac{\partial^2 u_y}{\partial y^2} \right) + \mu \left( -\frac{\partial^2 u_x}{\partial x \partial y} + \frac{\partial^2 u_y}{\partial x^2} \right) = -\rho \omega^2 u_y + f^y_v
\]

where \(\lambda\) and \(\mu\) are the Lamé’s constants, \(\rho\) is the volume density, \((f^x_v, f^y_v)\) is the external force per unit volume, and \(u_x, u_y\) are the displacements in the \(x\) and \(y\) directions. Time-harmonic dependence of the form \(e^{-i\omega t}\) is omitted hereafter, with the pulsation of the problem \(\omega\) is \(2\pi\) times the frequency.

Assume that parameter \(\omega^2\) has a small positive imaginary part. This corresponds to a small absorption in the medium. Thus, seek the radiated wave as an exponentially decaying field, i.e. apply the limiting absorption principle [49, 38]. Of course, one can formulate the standard radiation condition for real \(\omega^2\) [22, 11, 19, 17], but this makes the consideration slightly more complicated. All statements of the paper remain valid for real \(\omega^2\).

2.2 Problem formulation

As it has been proposed for the scalar Helmholtz equation in [36], we consider a cubic (three-dimensional) or rectangular (two-dimensional) grid of size \(h\) in the problem.
domain \( \Omega' \), see Fig. 1. \( \Omega' \) is a part of the whole two- or three-dimensional space \( \Omega \). Both are subsets of \( h\mathbb{Z}^n \), with grid size \( h \). The case \( n = 2 \) is considered because both the formulation and the examples shown here are two-dimensional. However, the idea could be applied to three-dimensional problems \( n = 3 \) (with small modifications in the formulation and more efforts required in order to obtain the three-dimensional discrete Green’s function and to make a computationally efficient implementation).

The nodes are denoted by the index \( j \) with grid coordinates \((j_x, j_y)\).

We call two nodes neighbours if the nodes belong to the same finite element (elementary square in 2D or cube in 3D) of the full mesh \( \Omega \).

Define the boundary of the scatterer \( \partial \Omega' \) as the set of all neighbours of the nodes belonging to \( \Omega \setminus \Omega' \) in \( \Omega' \). Nodes of \( \Omega' \setminus \partial \Omega' \) will be called the internal nodes of \( \Omega' \).

In the tensor notations, the subscripts are used to indicate the node of the grid. The superscripts indicate the components (polarization of the field). Sum over repeated indices is always assumed.

Define linear operators \( L \) and \( L' \) on the meshes \( \Omega \) and \( \Omega' \), respectively. The definition is as follows:

\[
L[u]^\alpha_j = \sum_{q \in \Omega} \beta_{j,q}^{\alpha,\eta} u^\eta_q, \quad j \in \Omega, \quad \alpha, \eta = x, y, \quad (3)
\]

\[
L'[u]^\alpha_j = \sum_{q \in \Omega'} \beta_{j,q}^{\alpha,\eta} u^\eta_q, \quad j \in \Omega', \quad \alpha, \eta = x, y, \quad (4)
\]

\( x \) and \( y \in h\mathbb{Z}; \) and \( L[u]^\alpha_j, L'[u]^\alpha_j \) and \( u^\eta_q \in \mathbb{C} \). All these operators approximate the Navier–Cauchy equations (1) with traction-free boundary conditions, each in its domain because the coefficients \( \beta \) are obtained by means of a proper discretisation of the equations using finite elements, finite differences or similar (see below).

Matrices of the coefficients \( \beta_{j,q}^{\alpha,\eta}, \beta_{j,q}^{\rho,\eta} \) must have the following properties:

1. the elements \( \beta_{j,q}^{\alpha,\eta}, \beta_{j,q}^{\rho,\eta} \) are equal to zero if \( q \) and \( j \) are not neighbours;
2. matrices are symmetrical, i.e.
\[ \beta_{j,q}^{\alpha,\eta} = \beta_{q,j}^{\eta,\alpha}, \quad \beta_{j,q}^{\alpha,\eta} = \beta_{q,j}^{\eta,\alpha} \] (5)
for all admissible \( j \) and \( q \);

3. operator \( L' \) is a restriction of \( L \) in the following specific sense:
\[ \beta_{j,q}^{\alpha,\eta} = \beta_{j,q}^{\eta,\alpha} \quad \text{if } j, q \in \Omega', \quad j \text{ or } q \notin \partial\Omega' \] (6)

The condition means that either \( j \) or \( q \) is an internal nodes of \( \Omega' \).

These properties are in general satisfied if the operator is build as an assembly of square finite elements. It is the case of the operator proposed in Appendix A. One of the key aspects of the method is to define the operators such that in the field version or in any of the possible truncations due to the representation of the geometry, the symmetry conditions of the Eq. (5) are satisfied. This must be checked once the operator is defined.

According to the first property all sums in (3), (4) are finite for each \( j \). We assume also that matrix \( \beta \) is homogeneous with respect to translations along the coordinate lines. This property will enable us to use Fourier transform to compute the Green’s function of \( L \).

Examples of operator \( L \) are provided in Appendix A. The nodes are called edge-adjacent if they are adjacent along one of the coordinate lines, \( h \) is the size of the grid. Appendix A details also how the discretisation of an uniformly distributed force per unit volume is done.

### 2.3 Derivation of discrete analogue of boundary integral equations

The inhomogeneous equation which is the discrete representation of Eq. (1) and accounts for possible point or body forces is as follows:

\[ L' [u]_{j}^{\alpha} = \sum_{q \in \Omega'} \beta_{j,q}^{\alpha,\eta} u_{q}^{\eta} = f_{j}^{\alpha} \quad \forall j \in \Omega', \quad \alpha, \eta = x, y \] (7)

The solution of Eq. (7) approximates the solution of the Navier–Cauchy equations (Eq. (1)). Since the BAE method is based on a FEM operator, it is expected the numerical result to approximate the solution of the problem according to similar criteria. The solutions of Eq. (7) are in the \( L^2 \) space. The reduction of the element size (h-refinement) leads to quadratic convergence if linear finite elements are considered (error measured by means of the \( L^2 \)-norm) [51]. This basic result can be altered in wave based problems (i.e. Helmholtz equation or elastodynamics). A priori error estimators for the Helmholtz equations are provided in [5] and numerical evidences of the convergence in elastodynamics problems are shown in [25].

Based on the limiting absorption principle [49, 38], we assume that \( \text{Im}[\omega] > 0 \), we are interested in the limit when \( \text{Im}[\omega] \to 0 \), that the sources \( f_{j} \) are localized in a finite area, and we look for the solution decaying exponentially at infinity. The
limiting absorption principle is used not only for the theoretical formulation, but also for practical computation of the discrete Green’s function.

Let \( G_{\alpha,\eta}^{\alpha,\eta} \) be the discrete Green’s function (where a point force is placed at the position \( m \)) of the mesh \( \Omega \), i.e. let it be a solution of equation

\[
L \left[ G_{\alpha,\eta}^{\alpha,\eta} \right]_j = \sum_{q \in \Omega} \beta_{j,q}^{\alpha,\eta} G_{\eta,\eta}^{\alpha,\eta} = \delta_{j,m} = \delta_{j,m} \delta_{\alpha,\eta} \tag{8}
\]

\( \delta_{j,m} \) the Kronecker delta (unit force is placed at node \( m \)). The discrete Green’s function provides the displacement field due to a force acting in the grid node \( m \)

\[
u^\alpha_j = G_{\alpha,\eta}^{\alpha,\eta} f^\eta \quad \alpha, \eta = x, y \tag{9}
\]

The Green’s function is symmetrical:

\[
G_{\nu,\tau}^{\nu,\tau} = G_{\tau,\nu}^{\tau,\nu}. \tag{10}
\]

The proof of the identity is straightforward if the symmetrical property of \( \beta \) is taken into account

\[
G_{\tau,\nu}^{\tau,\nu} = \sum_{m \in \Omega} \left( \sum_{n \in \Omega} \beta_{\mu,\eta}^{\nu,\nu} G_{\eta,\eta}^{\nu,\nu} \right) G_{\nu,\nu}^{\tau,\tau} = \sum_{n \in \Omega} \delta_{\nu,\nu} \delta_{\tau,\tau} = \delta_{\nu,\nu} \delta_{\tau,\tau}. \tag{11}
\]

Below we need the following property:

\[
\sum_{i \in \Omega} \sum_{j \in \Omega} \beta_{\nu,\nu}^{\alpha,\eta} u^\nu_j u^\alpha_i = \sum_{i \in \Omega} \sum_{j \in \Omega} \beta_{\nu,\nu}^{\alpha,\alpha} w^\alpha_i w^\nu_j \tag{12}
\]

for any functions \( u^\nu_j \) and \( w^\alpha_i \). Here \( \Omega \) indicates that the summation is performed about the neighbours of node \( i \) (and node \( i \) itself). Eq. (12) is true due to locality and symmetricity of the operator. It is also important to note that the sums over \( \Omega \) and over \( \Omega \) commute (it is the same to make the sum over all nodes \( i \in \Omega \) and then consider the nodes \( j \) surrounding \( i \), or to make the sum over all nodes \( j \in \Omega \) and then consider the nodes \( i \) surrounding \( j \)). Consequently, Eq. (12) can be proven by applying the symmetry property of Eq. (5) to the operator in the right-hand-side of the equality and, in addition, commute \( w^\alpha_i \) with \( u^\nu_j \). It can be understood as a discrete analogue of Betti’s theorem [1].

The symmetry property of the Green’s function in Eq. (10) can also be proven if it is considered in Eq. (12) that \( u^\nu_j = G_{\nu,\nu}^{\alpha,\alpha} \) and \( w^\alpha_i = G_{\alpha,\alpha}^{\alpha,\alpha} \).

Particularizing Eq. (12) for the case the discrete Green’s function \( G_{i,m}^{\alpha,\tau} \) playing the role of \( w^\alpha_i \), we have

\[
\sum_{i \in \Omega} L'[u]_i^{\alpha,\tau} G_{i,m}^{\alpha,\tau} = \sum_{i \in \Omega} \sum_{j \in \Omega} \beta_{i,j}^{\alpha,\tau} u^\alpha_i G_{i,m}^{\alpha,\tau} = \sum_{j \in \Omega} \sum_{i \in \Omega} \beta_{i,j}^{\alpha,\alpha} G_{i,m}^{\alpha,\alpha} u^\alpha_i = \sum_{j \in \Omega} L'[G_{j,m}^{\alpha,\tau}]_j u^\alpha_j \tag{13}
\]
Restrict function \( G_{j,m}^{\alpha,v} \) to the mesh \( \Omega' \). Formally, the restriction is a different function, but we denote it below with the same symbol \( G_{j,m}^{\alpha,v} \). Apply operator \( L' \) to the restriction \( G_{j,m}^{\alpha,v} \). Obviously, the Eq. (8) will not be valid for operator \( L' \), since the operators \( L' \) and \( L \) are different on \( \partial \Omega' \). Instead, for \( m \in \Omega' \), define the matrix/tensor \( b_{j,m}^{\nu,\eta} \) by the following relation:

\[
L' \left[ G_m^{\alpha,\nu} \right]_j = \delta_{j,m} \delta_{\nu,\eta} + b_{j,m}^{\nu,\eta}
\]  \hspace{1cm} (14)

these values play the role of boundary residue of operator \( L' \). The values \( b_{j,m}^{\nu,\eta} \) are not equal to 0 only if \( j \in \partial \Omega' \).

The following “boundary integral representation” for the field can be derived if Eq. (14) is used in Eq. (13):

\[
\sum_{j \in \Omega'} f_j^{\alpha} G_{j,m}^{\alpha,v} = \sum_{j \in \Omega'} \left( \delta_{j,m} \delta_{\nu,\eta} + b_{j,m}^{\nu,\eta} \right) u_j^{\nu} \hspace{1cm} (15)
\]

And reorganizing terms and deleting those that are null we have the discrete version of the boundary integral equation

\[
u_m = \sum_{j \in \Omega'} \left( G_{j,m}^{\alpha,v} f_j^{\alpha} - b_{j,m}^{\nu,\eta} u_j^{\eta} \right) = \sum_{j \in \Omega'} G_{j,m}^{\alpha,v} f_j^{\alpha} - \sum_{j \in \partial \Omega'} b_{j,m}^{\nu,\eta} u_j^{\eta} \quad \forall m \in \Omega', \nu = x, y \hspace{1cm} (16)
\]

A clear paralelism can be done between Eq. (16) and the boundary integral equation used in the BEM applied to the elastodynamics problem (which is a continuous integral equation, see for example [2])

\[
C^{\nu,\eta} u^{\nu}(x_m) = \int_{\Gamma} G^{\alpha,v}(x_j, x_m) t^{\alpha}(x_j) d\Gamma(x_j) - \int_{\Gamma} T^{\nu,v}(x_j, x_m) u^{\eta}(x_j) d\Gamma(x_j) \hspace{1cm} (17)
\]

where \( G^{\alpha,v}(x_j, x_m) \) is the continuous tensor Green’s function (displacement at \( x_j \) due to unit forces applied at \( x_m \)), \( C^{\nu,\eta} \) is the geometry coefficient (it takes different value depending on the smoothness or the angle of the boundary), \( u^{\nu}(x_m) \) is the component \( \nu \) of the displacement at \( x_m \), \( T^{\nu,v}(x_j, x_m) \) is the surface traction at \( x_j \) due to unit body force, \( t^{\alpha}(x_j) \) is the component \( \alpha \) of the surface traction at \( x_j \) and \( \Gamma \) is the boundary of the elastic domain (continuous equivalent to \( \partial \Omega' \)). The analogy is clear term by term, with the difference that Eq. (16) is obtained after the discrete formulation of the problem in a grid. It is the final output of the process and it directly leads to a linear system of equations. On the contrary, Eq. (17) is at the starting of the numerical procedure (BEM) and still requires to be discretised (including the numerical integrals). Note that if the nodal forces \( f_j^{\alpha} \) in Eq. (16) are non-null only on the boundary \( \partial \Omega' \), the equivalence is as defined. However, if \( f_j^{\alpha} \) represents also body forces, it can be null in other nodes of \( \Omega' \notin \partial \Omega' \). In that case, for the equivalence between Eq. (16) and Eq. (17) to be complete, the integration of body forces in the domain must also be considered by adding

\[
\int_{\Omega'} C^{\alpha,v}(x_j, x_m) g^{\alpha}(x_j) d\Omega'(x_j) \hspace{1cm} (18)
\]

to the right-hand-side of Eq. (17). Where \( g \) is a vector of body forces and \( \Omega' \) accounts now for the equivalent continuous space.
2.4 Derivation of discrete analogue of the combined field integral equations

Returning to the discrete equation Eq. (16), we are particularly interested in the case \( m \in \partial \Omega' \) to restrict the equation to the boundary. The values of \( u_j, j \in \partial \Omega' \) are the unknowns of this system.

It is also possible to obtain a discrete version of the combined field integral equations (CFIE). This technique enables one to damp the fictitious eigenfrequencies of the exterior problem and also obtain a boundary integral formulation with better regularity properties (see [6] for the scalar Helmholtz equation case). The derivative of the original equation is considered in order to obtain an alternative BIE. These two equations are then combined with a complex coefficient.

Here we apply operator \( L' \) to both sides of Eq. (16) (this is the discrete analogue of the normal derivative) and take into account that \( f^\tau_m = L'[u]^\tau_m \):

\[
f^\tau_m = \sum_{j \in \Omega'} \sum_{q \in \Omega'} \beta'_m q G^{\alpha \nu}_{j,q} f^\alpha_j - \sum_{j \in \partial \Omega'} \sum_{q \in \Omega'} \beta'_m q b^{\eta \nu}_{j,q} u^\eta_j \quad \forall m \in \Omega'
\]

This equation is valid for any \( m \in \Omega' \), but we are interested only in \( m \in \partial \Omega' \). The main idea of the CFIE method [6] is to make a linear combination of two integral equations: the original one and its derivative. The uniqueness of the solution is guaranteed through a proper election of the combination constant (in general a complex scalar).

Here, Eq. (16) plays the role of the original integral equation while Eq. (19) represents its normal derivative. Thus the CFIE is

\[
u^\tau_m + \zeta f^\tau_m = \sum_{j \in \Omega'} G^{\alpha \tau}_{j,m} f^\alpha_j - \sum_{j \in \partial \Omega'} b^{\eta \tau}_{j,m} u^\eta_j + 
\]

\[
\zeta \left( \sum_{j \in \Omega'} \sum_{q \in \Omega'} \beta'_m q G^{\alpha \nu}_{j,q} f^\alpha_j - \sum_{j \in \partial \Omega'} \sum_{q \in \Omega'} \beta'_m q b^{\eta \nu}_{j,q} u^\eta_j \right) \quad \forall m \in \Omega'
\]

Eq. (20) is then the discrete equivalent of the CFIE for the elastodynamic problem. \( \zeta \) is the combination parameter. The non-singularity of the discrete version of the CFIE equation for the scalar Helmholtz equation for any value of \( \zeta \) with non-null imaginary part was proven in [35]. The optimal choice of \( \zeta \) for the scalar Helmholtz equation solved by means of BEM can be found in [27].

2.5 Discrete tensor Green’s function

A method to compute the tensor Green’s function is provided here. We assume that \( \beta_{j,q}^{\alpha \eta} \) is given by Appendix A and construct \( G_{j,m}^{\alpha \nu} \) using the Fourier transform. Let the source node \( m \) coincide with the origin \( m = 0 \) (all other cases can be obtained by translating the Green’s function along the coordinate lines). Introduce the values \( j_x \) and \( j_y \) as integer coordinates of node \( j \). Represent the Green’s function in the form

\[
G^{\nu \eta}_{j,0} = \frac{1}{(2\pi)^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} A^{\nu \eta}(\xi_1, \xi_2) \exp\{i(\xi_1 j_x + \xi_2 j_y)\} d\xi_1 d\xi_2
\]
The inverse transform is as follows:

\[ A^{v,\eta}(\xi_1, \xi_2) = \sum_{j_x=-\infty}^{\infty} \sum_{j_y=-\infty}^{\infty} C_{j,0}^{v,\eta} \exp\{-i(\xi_1 j_x + \xi_2 j_y)\} \]  \hspace{1cm} (22)

Apply operator \( L \) to Eq. (21):

\[ \delta_{\alpha,\eta} \delta_{j,0} = \frac{1}{(2\pi)^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} a^{\alpha,\eta} (\xi_1, \xi_2, k) A^{v,\eta}(\xi_1, \xi_2) \exp\{i(\xi_1 j_x + \xi_2 j_y)\} d\xi_1 d\xi_2 \]  \hspace{1cm} (23)

Noticing that for \( j = 0 \) \((j_x = 0, j_y = 0)\), we can conclude that \( A^{v,\eta} \) must be equal to \((\sigma^{-1})^{v,\eta}\). According to the \( L \) definition in Eq. (3) based on the linear FEM operator of Appendix A we have

\[ \sigma(\xi_1, \xi_2) = \begin{bmatrix} \sigma^{1,1} & \sigma^{1,2} \\ \sigma^{2,1} & \sigma^{2,2} \end{bmatrix} \quad \sigma^{-1}(\xi_1, \xi_2) = \frac{1}{D} \begin{bmatrix} \sigma^{2,2} & -\sigma^{2,1} \\ -\sigma^{1,2} & \sigma^{1,1} \end{bmatrix} \]  \hspace{1cm} (24)

with the determinant of \( \sigma \)

\[ D = \sigma^{1,1} \sigma^{2,2} - \sigma^{1,2} \sigma^{2,1} \]  \hspace{1cm} (25)

and

\[ \sigma^{1,1} = -\frac{2\lambda}{3} (1 - C_1)(2 + C_2) - \mu (4 - 2C_1 - 2C_1C_2) + \rho \omega h^2 \]  \hspace{1cm} (26)

\[ \sigma^{2,2} = -\frac{2\lambda}{3} (1 - C_2)(2 + C_1) - \mu (4 - 2C_2 - 2C_1C_2) + \rho \omega h^2 \]  \hspace{1cm} (27)

\[ \sigma^{1,2} \equiv \sigma^{2,1} = (\lambda + \mu)^2 (1 - C_1^2)(1 - C_2^2) \]  \hspace{1cm} (28)

where the following notation is used

\[ C_1 = \cos(\xi_1) \quad C_2 = \cos(\xi_2) \]  \hspace{1cm} (29)

Analytical integration with respect to \( \xi_2 \) is performed in Eq. (21). One can note that the integral from \( \xi_2 = -\pi \) to \( \xi_2 = -\pi \) can be understood as an integral over a closed curve in the complex plane, see Fig. 2(a). Here it can be seen that the integrals on \( \Gamma_{-\pi} \) and \( \Gamma_{+\pi} \) cancel each other. The integral along \( \Gamma_{\infty} \) is null due to exponential decay of the function. Thus,

\[ \Phi = \int_{-\pi}^{\pi} + \int_{\Gamma_{\pi}} + \int_{\Gamma_{\infty}} + \int_{\Gamma_{-\pi}} = \int_{-\pi}^{\pi} \]

Using Cauchy’s theorem, obtain

\[
\begin{bmatrix} G^{x,x} & G^{x,y} \\ G^{y,x} & G^{y,y} \end{bmatrix}_{j,0} = \frac{2\pi i}{(2\pi)^2} \int_{-\pi}^{\pi} \left[ \begin{bmatrix} \sigma^{2,2} & -\sigma^{2,1} \\ -\sigma^{1,2} & \sigma^{1,1} \end{bmatrix} \exp\{i(\xi_1 j_x + \xi_2 \Xi_1(\xi_1))\} \frac{\partial D}{\partial C_1} \bigg|_{\xi_2=\Xi_1(\xi_1)} + \frac{\partial D}{\partial C_2} \bigg|_{\xi_2=\Xi_2(\xi_1)} \right] d\xi_1 + \\
+ \frac{2\pi i}{(2\pi)^2} \int_{-\pi}^{\pi} \left[ \begin{bmatrix} \sigma^{2,2} & -\sigma^{2,1} \\ -\sigma^{1,2} & \sigma^{1,1} \end{bmatrix} \exp\{i(\xi_1 j_x + \xi_2 \Xi_2(\xi_1))\} \frac{\partial D}{\partial C_1} \bigg|_{\xi_2=\Xi_1(\xi_1)} + \frac{\partial D}{\partial C_2} \bigg|_{\xi_2=\Xi_2(\xi_1)} \right] d\xi_1 \]  \hspace{1cm} (30)
where $\Xi_1(\xi_1)$ and $\Xi_2(\xi_1)$ are the roots of quadratic equation $D(\xi_2) = 0$, $C_{21} = \cos(\Xi_1(\xi_1))$ and $C_{22} = \cos(\Xi_2(\xi_1))$.

Finally the integral in Eq. (30) is evaluated numerically. The integration path in the complex plane $\xi_1$, see Fig. 2(b) is chosen in order to avoid the singularities and to include into the upper half plane only the poles only corresponding to outgoing waves. The curve $\Gamma_\epsilon$ is in practise defined as a slight perturbation of the segment $[-\pi, \pi]$ of the real axis by means of a sine function.

The integral representation described above is valid for a point with $j_x \geq 0$ and $j_y \geq 0$. The discrete Green’s function must be symmetrized to cover all possible nodes of the grid. The sense and direction of the displacements in each quadrant is shown in Fig. 3. The symmetrisation is performed as follows:

$$G_{(j_x,-j_y),(0,0)}^{\nu,\eta} = G_{(j_x,-j_y),(0,0)}^{\nu,\eta} = (-1)^{\nu+\eta}G_{(j_x,j_y),(0,0)}^{\nu,\eta}$$

$$G_{(-j_x,-j_y),(0,0)}^{\nu,\eta} = G_{(j_x,j_y),(0,0)}^{\nu,\eta}$$

Figure 3: Sketch of the displacements in an arbitrary point of each quadrant caused by a point force applied at $(0,0)$. 

Figure 2: Integration paths in the complex plane: (a) Closed path to integrate on the variable $\xi_2$; (b) Detail of the path $\Gamma_\epsilon$ used to make the numerical integral on $\xi_1$. 
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2.6 Implementation details

2.6.1 Boundary conditions

Equation (7) can describe a problem with known traction or known displacement on the boundary (essential or natural boundary conditions, respectively). In both cases the coefficients $\beta'$ are symmetrical. For the numerical examples shown here, Lagrange multipliers have been used in order to block the boundary displacements [51]. If there is a continuous field of uniformly distributed forces per unit volume, they can be taken into account as described in Appendix A.

Another quite usual situation in elastodynamics is the diffraction problem, i.e. there is an incident field and, say, a traction–free scatterer in the medium. It is necessary to find the scattered field. Homogenous equation (7) should be valid for all nodes:

$$L'\left[u^{\text{total}}\right]_j^\alpha = L'\left[u^{\text{incident}} + u^{\text{scattered}}\right]_j^\alpha = 0 \quad (33)$$

When solving for the scattered field only, the force vector has form

$$f_j^\alpha = -L'\left[u^{\text{incident}}\right]_j^\alpha. \quad (34)$$

2.6.2 Coupling of the BAE formulation with FEM

As described in [36], an important drawback of BAE formulations is the error produced when geometries that do not fit in the grid shape (here square) must be represented. This can be overcome by placing a thin layer of finite elements (not necessarily regular squares, see Fig. 4) between the object boundary and the closest grid-shaped representation. The coupling of the boundary algebraic formulation with a thin layer of finite elements which was more formally explained in [34] for the Helmholtz equation, is briefly summarised here below for the case of elastodynamic scattering.

The coupling between FEM and BAE is done here in a simple way by considering matching finite element mesh and BAE nodes. The only purpose is to show that when an improvement on the boundary description is required, the coupling with a technique that allows a better description of the geometry can reduce the geometry error and improve the results.

The domain discretised by means of triangular finite elements surrounding the scatterer is denoted by $\Omega_{\text{int}}$ while $\Omega_{\text{ext}}$ is the external grid where BAE formulation is considered (it is equivalent to $\Omega'$). The internal boundary that defines the scatterer is $\Gamma_{\text{int}}$. Finite elements can in general approximate better this geometry. In particular, if it is not grid-shaped.

The interface between FEM and BAE domains is denoted by $\Gamma_{\text{ext}}$. A FEM mesh that matches the grid is used. It means that all the nodes (the vertices of the triangles and the nodes of the grid) are coincident on $\Gamma_{\text{ext}}$.

A projector tensor $\Pi^\eta,\nu_{m,n}$ is defined in order to identify the nodes in $\Omega_{\text{int}}$ that belong to $\Gamma_{\text{ext}}$. Here $n$ are the nodes of the FEM mesh (all the nodes $N_{\text{int}}$ used to discretise $\Omega_{\text{int}}$). And $m$ are those nodes in $\Gamma_{\text{ext}}$ (all the $N_{\text{ext}}$ nodes in $\Gamma_{\text{ext}}$). The $m$ nodes are double in the sense that belong to the FEM part of the problem but are also affected by the BAE formulation.

$$\Pi^\eta,\nu_{m,n} = \delta_{m,n} \delta_{\eta,\nu}, \quad \eta, \nu = x, y \quad n = 1, \ldots, N_{\text{int}} \quad m = 1, \ldots, N_{\text{ext}} \quad (35)$$
and
\[ \pi_{m,n} = \begin{cases} 1, & m = n, \text{coincident nodes} \\ 0, & \text{otherwise} \end{cases} \] (36)

and \( \pi_{m,n}^T = \pi_{n,m} \).

The continuity of the nodal displacement in the BAE-FEM interface is imposed
\[ u_{\text{int}}^{\eta} = u_{\text{ext}}^{\eta}, \quad \mathbf{x} \in \Gamma_{\text{ext}}, \quad \eta = x, y \] (37)

This can be expressed as
\[ (u_{\text{ext}})^{\eta} = \Pi_{\eta,\nu}^{\nu,\eta} (u_{\text{int}})^{\nu} \] (38)

In addition, the internal forces (between \( \Omega_{\text{int}} \) and \( \Omega_{\text{ext}} \)) must be balanced. They are represented here by a fictitious nodal force vector \( \mathbf{g}_{\text{ext}} \) at the nodes in the interface \( \Gamma_{\text{ext}} \). This is only required as a formulation tool in order to be able to consider the BAE and FEM domains isolated. It represents the forces acting on the boundary \( \Gamma_{\text{ext}} \) of \( \Omega_{\text{ext}} \) due to the truncation of the grid. These forces allow to impose the continuity of the displacement field as defined in Eq. (37).

If we consider the domain \( \Omega_{\text{ext}} \) (which plays the role as \( \Omega' \)), a BAE formulation affecting the nodes on \( \Gamma_{\text{ext}} \) (which plays the role as \( \partial \Omega' \)) can be derived as before with the only difference that now there exist interaction forces represented by \( \mathbf{g}_{\text{ext}} \). They are a priori unknown and play the role of \( f_{j}^{\alpha} \) in Eq. (13). They can be understood as the forces from the FEM part to the BAE boundary or the forces on \( \Omega_{\text{ext}} \) due to its isolation from \( \Omega_{\text{int}} \). Its algebraic representation is done by means of a ‘coupling’ matrix \( \mathbf{C} \). It can be obtained from the terms containing nodal forces in the right-hand-side of Eq. (16) or Eq. (20) (with CFIE). A \( 2 \times 2 \) box of \( \mathbf{C} \) that relates the displacements at the \( m \) BAE node with the interaction forces at the node \( j \) belonging to the FEM mesh is
\[ C_{m,j}^{\alpha,\nu} = C_{j,m}^{\alpha,\nu} + \zeta \left( \sum_{q \in \partial \Omega} \beta^{\mu,\eta}_{m,q} C_{j,q}^{\alpha,\eta} - 1 \right), \quad \alpha, \nu = x, y \] (39)
$A_{\text{ext}}$ is the $N_{\text{ext}} \times N_{\text{ext}}$ matrix form of Eq. (20), by taking into account all the terms without nodal force (already included in $C$)

$$A_{m,j}^{\alpha,\nu} = \delta_{\alpha,\nu} + b_{m,j}^{\alpha,\nu} + \zeta \sum_{q \in \Omega'} \beta_{m,q}^{\alpha,\nu} \tau_{j,q} \quad \forall m, j \in \Omega', \quad \alpha, \nu = x, y$$

(40)

These allow the matrix formulation of the BAE part of the problem.

Considering the domain $\Omega_{\text{int}}$ which is described by means of finite elements we have the following equilibrium equation in matrix form

$$A_{\text{int}} u_{\text{int}} = f_{\text{int}} - \Pi^T g_{\text{ext}}$$

(41)

where $A_{\text{int}}$ is the $N_{\text{int}} \times N_{\text{int}}$ dynamic FEM matrix based on the linear finite element theory for plane strain [24, 51]. The boundary conditions described in Section 2.6.1 are considered, leading to a vector of nodal forces $f_{\text{int}}$ (it is in general non-null only in the nodes that belong to $\Gamma_{\text{int}}$). These two aspects are common of the usual FEM formulations. $-\Pi^T g_{\text{ext}}$ represents the interaction forces acting on the boundary $\Gamma_{\text{ext}}$ when $\Omega_{\text{int}}$ is considered as an isolated domain.

The matrix form of the whole problem including the FEM part close to the scatterer and the BAE part in order to truncate the domain is

$$\begin{bmatrix} A_{\text{ext}} & 0 & -C^T \\ 0 & A_{\text{int}} & \Pi^T \\ I & -\Pi & 0 \end{bmatrix} \begin{bmatrix} u_{\text{ext}} \\ u_{\text{int}} \\ g_{\text{ext}} \end{bmatrix} = \begin{bmatrix} 0 \\ f_{\text{int}} \\ 0 \end{bmatrix}$$

(42)

The first block-row in Eq. (42) represents the BAE part of the problem. The second, the FEM part. And finally the third block-row represents the continuity of nodal displacements in Eq. (37) expressed in matrix form by means of Eq. (35).

### 2.6.3 Extension to 3D or other elasticity formulations

As mentioned before, the BAE formulation in Sections 2.2, 2.3 and 2.4 could be applied to three-dimensional or other elastodynamics problems. The ingredients for the method are three: i) to be able to generate a free field operator; ii) to provide physical meaning to the operator truncation; iii) to compute a discrete Green’s function for the chosen geometry (in the case presented here, rectangular grids).

The first one can be achieved without problems because FEM formulations and element technology for many elastodynamics problems (i.e. three-dimensional or axisymmetry) are available. An equivalent to Appendix A can be obtained by the assembly of a patch of elements around a node. The truncation of this element patch has, in general, physical meaning and the second of the mentioned ingredients is satisfied. This is especially true if the elements considered are linear. The third one, obtaining a discrete Green’s function (equivalent to Section 2.5), is the step that can suppose some difficulty.

Some aspects related with computational efficiency are more or less similar to other boundary techniques. In particular, it is probable that an equivalent to fast
multipole technique [7] would be needed in order to deal with large three-dimensional domains which imply large loops on boundary nodes. It is also probable to improve the efficiency of the BAE method by means of an alternative computation of the discrete Green’s function in the far field. For all these, an extension to three dimensions of the method is possible even if it is not straightforward. However, the numerical examples provided in the following sections are based on two-dimensional domains.

3 Numerical examples

Different aspects of the numerical method are illustrated here by means of some examples. The relative error is calculated by means of the energy norm on the boundary. If the displacement field has non-null components in all the directions

\[
e = \sqrt{\frac{\int_{\partial \Omega'} |(u^x - u^x_{ref})|^2 + |(u^y - u^y_{ref})|^2 \, dS}{\int_{\partial \Omega'} |u^x_{ref}|^2 + |u^y_{ref}|^2 \, dS}} \approx \sqrt{\sum_{i \in \Gamma_{ext}} \left| (u^x_i - u^x_{i,ref}) \right|^2 + \left| (u^y_i - u^y_{i,ref}) \right|^2 \over \sum_{i \in \Gamma_{ext}} \left| u^x_{i,ref} \right|^2 + \left| u^y_{i,ref} \right|^2} \quad (43)
\]

and if it has only radial component

\[
e = \sqrt{\frac{\int_{\partial \Omega'} |u^r - u^r_{ref}|^2 \, dS}{\int_{\partial \Omega'} |u^r_{ref}|^2 \, dS}} \approx \sqrt{\sum_{i \in \Gamma_{ext}} \left| (u^r_i - u^r_{i,ref}) \right|^2 \over \sum_{i \in \Gamma_{ext}} \left| u^r_{i,ref} \right|^2} \quad (44)
\]

where \( \partial \Omega' \) can represent the boundary of a solid (interior problems) or the boundary of a scatterer, typically the boundary of a hole inside an unbounded elastic medium (exterior problems). The subscript ‘ref’ denotes the reference solution. The examples shown here have exact solution with available analytical expression. This is taken as reference. The error is computed by means of the discrete version of the norms placed in the righ-hand-side of Eqs. (43) and (44). The material properties of the isotropic elastic medium considered in these examples are those of Table 1.

### Table 1: Mechanical properties of the linear elastic medium.

<table>
<thead>
<tr>
<th>Meaning</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young module</td>
<td>(E)</td>
<td>(3.0 \cdot 10^{11} ) N/m²</td>
</tr>
<tr>
<td>Poisson ratio</td>
<td>(\nu)</td>
<td>0.2</td>
</tr>
<tr>
<td>Density</td>
<td>(\rho)</td>
<td>2200/ kg/m³</td>
</tr>
</tbody>
</table>

3.1 Exterior problem: cylindrical cavity subjected to pulsating pressure

The first example is a cylindrical cavity in an unbounded elastic medium subjected to pulsating internal pressure. The pressure acts in the radial direction and it is
a uniform distribution. The main advantage of considering this problem is that a straightforward analytical solution is available \cite{12, 21}

\[
    u^r(r) = \frac{R}{\mu} \frac{PH^{(1)}_1(\Omega_P)}{2H^{(1)}_1(\Omega_0) - a^{-2}\Omega_0 H^{(1)}_0(\Omega_0)}, \quad r \geq R
\]

(45)

and

\[
    a = \frac{v_S}{v_P}, \quad \Omega_P = \frac{r}{v_P}, \quad \Omega_0 = \frac{R}{v_P}
\]

(46)

with \( R \) the radius of the cylindrical cavity, \( P \) the uniform pulsating pressure, \( v_S = \sqrt{\mu/\rho} \) the S-wave velocity, \( v_P = v_S\sqrt{2(1 - \nu)/(1 - 2\nu)} \) the P-wave velocity, \( \nu \) the Poisson’s ratio, \( H^{(1)}_n \) the first Hankel function of order \( n \) (Bessel function of third kind), \( \Omega_P \) the dimensionless frequency for the P-wave or compressional wave, see for example \cite{31}. This exact solution is evaluated at the nodes describing the scatterer. They can be grid nodes (if only BAE is considered) or nodes of the FEM mesh (if FEM is coupled with BAE). The comparison between the numerical solution and the exact solution is done at these nodes. The parameter \( \Omega_0 \) is used as dimensionless frequency in the results shown below.

The main drawback of the BAE method is that the curved geometry must be approximated by means of a rectangular grid-shaped contour. In that situation the BAE method always has some numerical error caused by the geometry approximation. Figs. 5 and 6 show the results for a cavity with circular cross-section and a radius \( R = 3 \) m solved with BAE. A unitary internal pressure \((P = 1)\) is considered. The real and imaginary parts of the radial displacement are shown in Fig. 5. The numerical value is the average for all the angles. The general trend of the exact solution is followed by the computations. However, computations with grid sizes \( h = 1 \) m and \( h = 0.5 \) m have considerable errors.

\[ \text{Figure 5: Cylindrical cavity (with radius 3 m) subjected to pulsating pressure inside.} \]

The solution only varies in the radial direction (cylindrical symmetry). The numerical solution is obtained with BAE. Plot of the solution, radial displacement (Eq. (45)) : (a) real; (b) imaginary.
This can be seen more clearly in Fig. 6 where the relative error is plot. Fig. 6(b) shows the dependence of the error with frequency. A global trend for this example is that the error is reduced by 10 each 1000 Hz. Fig. 6(a) shows the variation of the error due to the reduction of the grid size for several frequencies. The slope is quite irregular and depends on the frequency of the problem. For this example, $\log_{10}(e) / \log_{10}(h)$ is around 1/2.

![Figure 6: Cylindrical cavity (with radius 3 m) subjected to pulsating pressure inside. The solution only varies in the radial direction (cylindrical symmetry). The numerical solution is obtained with BAE. Difference with respect to the exact solution: (a) Dependence of the relative error on the grid size for several frequencies (frequency 130 Hz with $\Omega_0 = 0.67$, and frequency 355 Hz with $\Omega_0 = 1.83$); (b) Dependence of the relative error on the problem frequency.](image)

Figure 6: Cylindrical cavity (with radius 3 m) subjected to pulsating pressure inside. The solution only varies in the radial direction (cylindrical symmetry). The numerical solution is obtained with BAE. Difference with respect to the exact solution: (a) Dependence of the relative error on the grid size for several frequencies (frequency 130 Hz with $\Omega_0 = 0.67$, and frequency 355 Hz with $\Omega_0 = 1.83$); (b) Dependence of the relative error on the problem frequency.

The error of BAE method for problems with curved boundaries is caused mainly by the geometry error. To study better the performance of BAE and avoid this drawback, a thin layer of linear finite elements is considered around the circle([24] is used here). When this is done, the frequency and grid-size dependence of the error can be analysed in more details. The meshes are shown in Fig. 7. They are generated with Gmsh [14]. The element/grid size is modified in the analysis. However, the external boundary that determines the BAE contour remains constant. The element/grid sizes in Fig. 7(b) and (c) allows a thinner FEM layer, but it seems to us adequate not to move the BAE contour in order to make a fair comparison.

Figs. 8 and 9 are the results obtained with the FEM-BAE coupling. In general, a much better agreement with the exact solution can be seen in Fig. 8. The differences are only visible for the coarsest mesh/grid where $h = 1$ m and at the highest of the computed frequencies.

The evolution of the error with frequency is plot in Fig. 9. All the curves show a more linear trend. This clearly denotes that most of the variations and oscillations observed in Fig. 6 are caused by the approximation of the circle shape. The error $e$ is reduced by 10 (or a bit more, especially in the case with grid size $h = 1$ m) every 1000 Hz. This global trend is not largely modified by the inclusion of the FEM layer.

However, the error reduction due to the grid/element size reduction is now largely
Figure 7: Thin layer of finite elements around a circular boundary with radius $R = 3$ m. Element sizes: (a) $h = 1$ m; (b) $h = 0.5$ m; (c) $h = 0.25$ m.

Figure 8: Cylindrical cavity (with radius 3 m) subjected to pulsating pressure inside. The solution only varies in the radial direction (cylindrical symmetry). The numerical solution is obtained with the coupling of FEM and BAE. Plot of the solution, radial displacement (Eq. (45)): (a) real; (b) imaginary.

improved by the FEM layer, as shown by the lines in Fig. 9(a). Now the slope computed as $\log_{10}(e)/\log_{10}(h)$ is close to 1.

An equivalent analysis has been performed with a BAE boundary with square shape (see the three meshes in Fig. 10 (a)) instead of a thin layer of finite elements. The results are very similar. So, it indicates that the difference between a square-shaped mesh and a staircased mesh is not meaningful. Taking into account the important reduction of nodes (and consequently size of matrices and computational costs in general), the recommendation is then to use as less finite elements as possible, forming a thin layer around the scatterer.

Finally, the influence of the mesh truncation distance has been checked. Four meshes of Fig. 10 (a) with a constant element/grid size $h = 0.25$ m have been considered. The radius of the circle scatterer was constant ($R = 3$ m) while the size of the
Figure 9: Cylindrical cavity (with radius 3 m) subjected to pulsating pressure inside. The solution only varies in the radial direction (cylindrical symmetry). The numerical solution is obtained with the coupling of FEM and BAE. Difference with respect to the exact solution: (a) Dependence of the relative error on the grid size for several frequencies (frequency 130 Hz with $\Omega_0 = 0.67$, and frequency 355 Hz with $\Omega_0 = 1.83$); (b) Dependence of the relative error on the problem frequency.

Table 2: Number of nodes in the meshes shown in Fig. 10 (a).

<table>
<thead>
<tr>
<th>Meaning</th>
<th>Thin</th>
<th>$L = 8$ m</th>
<th>$L = 12$ m</th>
<th>$L = 16$ m</th>
</tr>
</thead>
<tbody>
<tr>
<td>♯ FEM nodes</td>
<td>344</td>
<td>580</td>
<td>2090</td>
<td>4058</td>
</tr>
<tr>
<td>♯ BAE nodes</td>
<td>148</td>
<td>128</td>
<td>192</td>
<td>256</td>
</tr>
</tbody>
</table>
Figure 10: Cylindrical cavity (with radius 3 m) subjected to pulsating pressure inside. The solution only varies in the radial direction (cylindrical symmetry). The numerical solution is obtained with the coupling of FEM and BAE. Difference with respect to the exact solution. Influence of the size of the FEM layer that surrounds the circle (distance at which the mesh is truncated). Constant grid and finite element size (0.25 m): (a) the meshes considered: ‘thin’ layer of finite elements around the circle (double element size for the sake of clarity), and square boxes of size $L = 8, 12, 16$ m (b) Dependence of the relative error on the problem frequency.

3.2 Effect of CFIE formulation on the matrix condition number

One of the drawbacks of the numerical methods for exterior problems that are based on a boundary integral formulation is the singularity of the problem at some fictitious eigenfrequencies. These eigenfrequencies have no physical meaning and correspond to the eigenfrequencies of the complementary interior problem. Typically, this complementarity concept is defined in terms of the boundary conditions: free surface with no imposed force on the exterior problem and surface with blocked displacements for the interior problem or vice-versa.

This aspect is probably more important and has been studied better for the scalar Helmholtz equation, for which several techniques were proposed to correct this drawback. In solid mechanics, less attention has been paid probably due to relatively high damping required to model some of the usual materials (especially in geological applications involving the soil). However, there exist several methods to overcome fictitious eigenfrequencies for BEM in elastodynamics [20, 19, 32, 23, 39, 37, 8].

The BAE formulation presented here overcomes this difficulty by means of a discrete version of the combined field equations (CFIE), see Eq. (20). The performance of this solution is demonstrated for an exterior problem: the scattering by a rectangle. It is the same problem as in Section 3.1 but the shape of the hole inside the unbounded elastic domain is now a rectangle instead of a circle. The dimensions of
the rectangle are \( L_x \times L_y \). Internal oscillating pressure is imposed on each side of the rectangle, with value 1.

The rectangular shape has been chosen in order to avoid the interference of the geometry approximation in the numerical results (a rectangle boundary is exactly described by the BAE method). Also, for this section the coupling with FEM is not considered in order to avoid some masking effect caused by the FEM part of the matrices and focus the interest only in the BAE method.

In all studied problems no noticeable difference between the results obtained with Eq. (16) and Eq. (20) have been found. Very precise computations are needed in order to see the effect of fictitious eigenfrequencies. Table 3 summarizes the results around one of these eigenfrequencies. It corresponds to the scattering of a rectangle-shaped cavity with dimensions \( L_x = 20 \) m and \( L_y = 16 \) m due to a uniform oscillating pressure. The value of \( \zeta \) is \(-i\). Other values of \( \zeta = i, -i, \ldots \) have been used with minor or null modification of the results in Table 3. These parameters are chosen because they are the typical ones used in the BEM literature of the Helmholtz equation [27] (what it is clear is that non-null imaginary part of \( \zeta \) is needed.).

For a series of frequencies approaching to the value of the fictitious eigenfrequency 119.902663471 Hz, the condition number of the system matrix using Eq. (16) and the condition number of the CFIE system matrix using Eq. (20) are shown. The second one remains almost constant while for the first one a sudden increase of the condition number around the fictitious frequency can be seen. This value of the condition number could tend to infinity as long as the fictitious frequency could be evaluated more accurately.

The right column is a measure of the difference between the standard solution based on Eq. (16) and the CFIE solution based on Eq. (20). They are compared according to Eq. (43). When approaching to the continuous eigenfrequency the difference increases but it is still small. Again with a value accurate enough of the eigenfrequency, this difference should be larger due to numerical errors in the standard solution.

Table 3: Matrix condition number around one of the fictitious frequencies of the problem.

<table>
<thead>
<tr>
<th>Freq. ( \frac{\omega}{2\pi} = f ) (Hz)</th>
<th>Cond. Eq. (16)</th>
<th>Cond. CFIE, Eq. (20)</th>
<th>( \epsilon_{\text{standard-CFIE}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>117.000000000</td>
<td>3.51 \cdot 10^1</td>
<td>1.53 \cdot 10^2</td>
<td>6.6 \cdot 10^{-7}</td>
</tr>
<tr>
<td>118.000000000</td>
<td>5.35 \cdot 10^1</td>
<td>1.37 \cdot 10^2</td>
<td>5.4 \cdot 10^{-7}</td>
</tr>
<tr>
<td>119.000000000</td>
<td>1.13 \cdot 10^2</td>
<td>1.46 \cdot 10^2</td>
<td>1.0 \cdot 10^{-6}</td>
</tr>
<tr>
<td>119.900000000</td>
<td>3.83 \cdot 10^4</td>
<td>1.76 \cdot 10^2</td>
<td>9.0 \cdot 10^{-7}</td>
</tr>
<tr>
<td>119.902000000</td>
<td>2.20 \cdot 10^5</td>
<td>1.76 \cdot 10^2</td>
<td>1.4 \cdot 10^{-6}</td>
</tr>
<tr>
<td>119.902650000</td>
<td>7.56 \cdot 10^6</td>
<td>1.76 \cdot 10^2</td>
<td>1.3 \cdot 10^{-6}</td>
</tr>
<tr>
<td>119.902662000</td>
<td>6.83 \cdot 10^7</td>
<td>1.76 \cdot 10^2</td>
<td>3.3 \cdot 10^{-6}</td>
</tr>
<tr>
<td>119.902663000</td>
<td>2.11 \cdot 10^8</td>
<td>1.76 \cdot 10^2</td>
<td>3.3 \cdot 10^{-6}</td>
</tr>
<tr>
<td>119.902663450</td>
<td>4.39 \cdot 10^9</td>
<td>1.76 \cdot 10^2</td>
<td>1.2 \cdot 10^{-2}</td>
</tr>
<tr>
<td>119.902663471</td>
<td>1.52 \cdot 10^{10}</td>
<td>1.76 \cdot 10^2</td>
<td>2.9 \cdot 10^{-2}</td>
</tr>
</tbody>
</table>
It is clear that the frequency band where the fictitious eigenfrequencies have some effect on the solution is extremely narrow. This has been also found for the case of BAE and CFIE applied to the scalar Helmholtz equation [36]. It is also a numerical evidence that the BAE method is very precise. This is mainly due to lack of numerical integrals and that most of the steps of the method are exact, ending with a set of algebraic equations. As a result, the fictitious eigenfrequency only has effect at the exact frequency. On the contrary, in BEM the numerical integrals on the boundary introduce some errors. This creates a frequency band around the fictitious eigenfrequency where the solution loses the accuracy. This is clearly shown in [32] and it is also mentioned that the effect of fictitious eigenfrequencies is something not easy to find but that can always appear. There [32], a procedure is proposed to understand whether the computation is affected or not by one of these eigenfrequencies and whether some of the available remedies must be applied. According to the values of frequency shown in [32], the frequency band width of BEM is considerably much wider than this of BAE (illustrated in Table 3).

In any case, the CFIE formulation works well and it damps numerically the fictitious eigenfrequencies. It also helps in order to have the matrix condition number under control. This can be very useful in two different applications of the method. On the one hand to big problems or problems that fall in the mid-frequencies and has large modal density. In this situation, the effect of fictitious eigenfrequencies is more important. On the other hand, sometimes it is costly to compute the discrete Green’s function, and it is a good idea to evaluate them by means of some approximation like asymptotic formulas [28]. This would introduce some lack of precision that would play the role of integration errors in BEM and make the effect of fictitious eigenfrequencies evident in a wider frequency band (and consequently CFIE more necessary).

### 3.3 Interior problem: one-dimensional P-wave

The solution of interior elastodynamic problems is not the main goal of the proposed technique. Only in some cases having very large domains (with respect to the solution wavelength), BAE can be competitive with the other techniques such as FEM. However, at least one interior problem can be considered to explore the behaviour of BAE. The problem is solved with BAE and no error due to the geometry approximation is expected (the domain is rectangular shaped). The interior problem has eigenfrequencies (which have physical meaning and are not fictitious). It is difficult to find exterior problems with grid-shaped boundaries and available exact (analytical) solution, while for the interior problem of Fig. 11 there exists one.

![Figure 11: Rectangle with imposed one-dimensional displacement.](image-url)

Figure 11: Rectangle with imposed one-dimensional displacement.
Consider an homogeneous and isotropic elastic rectangle with boundary conditions chosen in order to generate a one-dimensional wave. The boundary conditions are

\begin{align}
  u^x &= 0 & \text{for } x = 0 \\
  u^y &= 0 & \text{for } y = 0 \\
  u^y &= 0 & \text{for } y = L_y \\
  u^x &= \Delta & \text{for } x = L_x
\end{align}

The analytical solution of this problem is

\begin{align}
  u^x(x, y) &= \frac{\Delta}{\sin(L_x \sqrt{k_P})} \sin(x \sqrt{k_P}) & \text{with } k_P = \frac{\rho \omega^2}{\lambda + 2\mu} \\
  u^y(x, y) &= 0
\end{align}

The solution is a one-dimensional P-wave with wavenumber \( k_P \). The material properties are those of Table 1 and the dimensions of the rectangular domain \( L_x = 20 \text{ m} \) and \( L_y = 4 \text{ m} \) (the dimension of \( L_y \) is not important if there are no transverse waves). With these values, the first eigenfrequencies of the problem are at \( \omega/2\pi = 97.3 \text{ Hz}, 194.6 \text{ Hz}, 291.9 \text{ Hz}, 389.2 \text{ Hz}, 486.6 \text{ Hz} \) and \( 583.8 \text{ Hz} \). They correspond to standing P-waves.

The results are shown in Fig. 12. When studying the effect of the grid size for a constant frequency (Fig. 12(a)), the trend is very similar to those of linear triangular or quadrangular elements in elasticity. The slope \( \log_{10}(e)/\log_{10}(h) \) is close to 2. It can be concluded from Fig. 12(b) that a global trend of the error with respect to the dimensionless wave number of the solution is \( \log_{10}(e)/\log_{10}(k_P h) \approx 3 \).

This result is largely modified around the eigenfrequencies of the problem. It is a direct consequence of the small difference between the wavenumber of the numerical solution and the exact wavenumber (k-singularity, [5]). This phenomenon implies also a small difference in the frequency value between the eigenfrequencies of the exact solution and the numerical ones. In addition, the resonances have a very narrow band width influence due to the lack of damping. All these causes that a calculation at a frequency which is close to the eigenfrequency zone can have a resonating numerical solution and non-resonating exact solution or vice-versa (ideally, in a numerical simulation free of error, both solutions would be resonating at the same frequency). One of the two solutions (numerical or exact) is amplified while the other not, which leads to a larger numerical error (with respect of a computation at a frequency not close to the eigenfrequency zone). As a result, Fig. 12(c) shows error peaks around the eigenfrequencies.

4 Concluding remarks

The main conclusions drawn from the proposed method and numerical examples are as follows:

1. A numerical method based on the boundary algebraic equations is presented. Its capabilities are demonstrated by several numerical examples. One can see
that it is a valid technique for solving elastodynamic problems in the frequency domain.

2. Two discrete analogues of boundary integral equations are provided: the standard one Eq. (16) (valid for interior and exterior problems), and the CFIE equivalent Eq. (20) (this second one has only sense for exterior problems).

3. Eq. (20) is free of the fictitious eigenfrequencies for the exterior problems and also keeps the condition number of the system matrix more or less constant. However, Eq. (16) provides also good results because, contrary to what happens in BEM, the effect of fictitious eigenfrequencies in BAE is extremely concentrated around specific frequency. It is shown in Table 3 that the influence zone can be less than $10^{-9}$ Hz for the particular example. This is also an evidence of the precision of the presented formulation.

4. BAE can be successfully combined with FEM. This combination can be used to
reduce the geometry error in those problems where the solid boundary is curved and is badly approximated by a regular mesh. A thin layer of finite elements overcomes this difficulty.

5. The convergence rate of BAE is similar to that of the linear FEM used to derive operator $L$.

BAE is an adequate technique that can be used to successfully solve the elastodynamic problem. Although the current research is performed in the framework of two-dimensional plane strain, the doors are open to extend the method to other problems.

A Example of linear operator

Here we present an example of linear operator $L$ and how it can be truncated in order to describe the grid-shaped geometry. This complements the previous sections where the consideration has been held for a generic linear operator. The operator detailed here is based on bilinear quadrilateral finite elements (FEM) for plane strain [13] (two-dimensional elastodynamics in the frequency domain). It is the operator used in the numerical examples. However, any linear representation that satisfies the structure of the linear operator in Eq. (4), the symmetry conditions in Eq. (5) and allows a proper truncation representing the boundary conditions, would be valid.

Another possibility (not studied here) is to define a linear operator based on finite differences (FD). The truncation of the operator is in that case more laborious. See for example [33, 40] where both the FD stencil and the most usual boundary conditions in elastodynamics are defined. In all cases, the procedure described in Section 2.5 must be used to compute the discrete tensor Green’s function.

The FEM-based operator with a lumped mass matrix can be defined as follows:

$$L'[u]^v_j = \sum_{q \in \Omega'}^\eta \beta'^{v,q}_{\eta,j} u^\eta_q, \quad j \in \Omega', \quad v, \eta = x, y,$$

with

$$\beta'^{v,q}_{\eta,j} = -\lambda \beta^{\lambda,q}_{\lambda,j} - \mu \beta^{\mu,q}_{\mu,j} + \rho \omega^2 h^2 \delta_{v,\eta}$$

The loop about the nodes $q$ surrounding and including the node $j$ ($\odot_j$) is expressed here in terms of a $3 \times 3$ matrix

$$u^\eta_q = \begin{bmatrix} u^\eta_{j_x, j_y-1} & u^\eta_{j_x, j_y+1} & u^\eta_{j_x+1, j_y+1} \\ u^\eta_{j_x+1, j_y-1} & u^\eta_{j_x+1, j_y} & u^\eta_{j_x+1, j_y+1} \\ u^\eta_{j_x-1, j_y-1} & u^\eta_{j_x-1, j_y} & u^\eta_{j_x-1, j_y+1} \end{bmatrix}, \quad q \in \odot_j, \quad \eta = x, y$$

The operation $\beta'^{v,q}_{\eta,j} u^\eta_q$ in performed here as the double-dot product between the $3 \times 3$ matrices $\beta'^{v,q}_{\eta,j}$ and $u^\eta_q$.

The values of the coefficients in the matrices $\beta^\lambda_{\lambda,q}$ and $\beta^\mu_{\mu,q}$ can be found by direct assembly of elemental matrices of bilinear quadrilateral elements for plane strain. They need to be particularised as squares of side $h$. 
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Figure 13: Example of three nodes of the grid where the operator $L'$ is defined: A - Field node, assembly of four quadrilateral elements; B - Side node, assembly of two quadrilateral elements; C - Interior corner node, assembly of one quadrilateral element.

**Field node (A in Fig. 13)** The operator for a node in the field is the result of the assembly of a patch of four elements. See the node A in Fig. 13). In that case the operators $L'$ and $L$ are the same. This form of the operator is the one required in order to compute the tensor discrete Green’s function (Section 2.5). The value of the coefficients are

$$
\beta'_\lambda^{x,x} = \begin{bmatrix} -1/6 & 1/3 & -1/6 \\ -2/3 & 4/3 & -2/3 \\ -1/6 & 1/3 & -1/6 \end{bmatrix}, \quad \beta'_\lambda^{x,y} = \beta'_\lambda^{y,x} = \begin{bmatrix} 1/4 & 0 & -1/4 \\ 0 & 0 & 0 \\ -1/4 & 0 & 1/4 \end{bmatrix}
$$

$$
\beta'_\lambda^{y,x} = \beta'_\lambda^{x,y} = \begin{bmatrix} -1/6 & -2/3 & -1/6 \\ 1/3 & 4/3 & 1/3 \\ -1/6 & -2/3 & -1/6 \end{bmatrix}
$$

**Side node (B in Fig. 13)** An example of the truncation of the operator $L$ in order to obtain $L'$ is the side node B in Fig. 13. It is obtained by assembly of two square elements. It is important to note that FEM-based operator has the advantage that the truncation has physical meaning: a boundary free of forces.

$$
\beta'_\mu^{x,x} = \begin{bmatrix} -1/2 & 0 & -1/2 \\ -1 & 4 & -1 \\ -1/2 & 0 & -1/2 \end{bmatrix}, \quad \beta'_\mu^{x,y} = \beta'_\mu^{y,x} = \begin{bmatrix} 1/4 & 0 & -1/4 \\ 0 & 0 & 0 \\ -1/4 & 0 & 1/4 \end{bmatrix}
$$

$$
\beta'_\mu^{y,x} = \beta'_\mu^{x,y} = \begin{bmatrix} -1/2 & -1 & -1/2 \\ 0 & 4 & 0 \\ -1/2 & -1 & -1/2 \end{bmatrix}
$$

$$
\beta'_\lambda^{x,x} = \begin{bmatrix} 0 & 1/6 & -1/6 \\ 0 & 2/3 & -2/3 \\ 0 & 1/6 & -1/6 \end{bmatrix}, \quad \beta'_\lambda^{x,y} = \begin{bmatrix} 0 & -1/4 & -1/4 \\ 0 & 0 & 0 \\ 0 & 1/4 & 1/4 \end{bmatrix}
$$
The known values of the force per unit volume can be displayed in matrix form as

\[
f^\eta_j = \sum_{q \in \Omega'} \frac{h^2}{4} \phi^{\nu,\eta}_{j,q} f^\eta_{vq}, \quad j \in \Omega', \quad \nu, \eta = x, y, \tag{68}
\]

The known values of the force per unit volume can be displayed in matrix form as

\[
f^\eta_{vq} = \begin{bmatrix}
f^{\eta}_{v_{jx-1,jy+1}} & f^{\eta}_{v_{jx,jy+1}} & f^{\eta}_{v_{jx+1,jy+1}} \\
f^{\eta}_{v_{jx,jy-1}} & f^{\eta}_{v_{jx,jy}} & f^{\eta}_{v_{jx,jy+1}} \\
f^{\eta}_{v_{jx-1,jy-1}} & f^{\eta}_{v_{jx-1,jy}} & f^{\eta}_{v_{jx-1,jy+1}}
\end{bmatrix}, \quad q \in \Omega, \quad \nu = x, y \tag{69}
\]

and the force term \( f^\nu_j \) is built in an analogous way as in Eq. (53) by means of the double-dot product between the \( 3 \times 3 \) matrices \( \phi^{\nu,\eta} \) and \( f^\eta_{vq} \). The definition of \( \phi^{\nu,\eta} \)
for a field node (A in Fig. 13) is
\[
\phi^{xx} = \phi^{yy} = \begin{bmatrix} 1 & 2 & 1 \\ 2 & 4 & 2 \\ 1 & 2 & 1 \end{bmatrix}, \quad \phi^{xy} = \phi^{yx} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}
\] (70)

for a side node (B in Fig. 13) is
\[
\phi^{xx} = \phi^{yy} = \begin{bmatrix} 0 & 1 & 1 \\ 0 & 2 & 2 \\ 0 & 1 & 1 \end{bmatrix}, \quad \phi^{xy} = \phi^{yx} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}
\] (71)

and finally for an interior corner node (C in Fig. 13)
\[
\phi^{xx} = \phi^{yy} = \begin{bmatrix} 0 & 1 & 1 \\ 0 & 1 & 1 \\ 0 & 0 & 0 \end{bmatrix}, \quad \phi^{xy} = \phi^{yx} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}
\] (72)
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