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Abstract

Undeniably, the progress in wireless networks during the last two decades is ex-
traordinary. However, the ever-increasing upward trend in the numbers of wireless
devices that will overwhelm every field of our everyday life, e.g., building automa-
tion, traffic management, health-care, etc., will introduce several issues in terms of
communication and energy provision that need to be handled in advance.

Regarding the communication issues, it is imperative to ensure the correct op-
eration of the vast collection of nodes, especially for life-critical applications. Two
well-known metrics that can characterize sufficiently the network reliability are the
coverage and the connectivity probability that are derived by taking into account
the network topology, the channel conditions between every transmitter-receiver
pair, and the interference from other nodes. Nevertheless, considering all those fac-
tors is not straightforward. Lately, stochastic geometry has come into prominence,
which is a mathematical tool to study the average network performance over many
spatial realizations, while considering all aforementioned factors.

Moreover, the other crucial issue for the large-scale dense network deployments
of the future is their energy supply. Traditional battery charging or swapping for the
wireless devices is both inconvenient and harms the environment, especially if we
take into account the enormous numbers of nodes. Therefore, novel solutions have
to be found using renewable energy sources to zero down the significant electric-
ity consumption. Wireless energy harvesting is a convenient and environmentally-
friendly approach to prolong the lifetime of networks by harvesting the energy from
radio-frequency (RF) signals and converting it to direct current electricity through
specialized hardware. The RF energy could be harvested from signals generated
in the same or other networks. However, if the amount of harvested energy is not
sufficient, solar-powered dedicated transmitters could be employed. In this way, we
can achieve a favorable outcome by having both a zero-energy network operation
and convenience in the charging of the wireless devices. Still, extensive investiga-
tion should be done in order to ensure that the communication performance is not
affected.

To that end, in this thesis, we study the communication performance in large-
scale networks using tools from stochastic geometry. The networks that we study
comprise wireless devices that are able to harvest the energy of RF signals. In the
first part of the thesis, we present the effects of wireless energy harvesting from
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the transmissions of the cooperative network on the coverage probability and the
network lifetime. In the second part of the thesis, we first employ batteryless nodes
that are powered by dedicated RF energy transmitters to study the connectivity
probability. Then, we assume that the dedicated transmitters are powered by solar
energy to study the connectivity in a clustered network and investigate, for the
first time, the reliability of zero-energy networks. Finally, we conclude the thesis by
providing insightful research challenges for future works.



Resumen

Innegablemente, el progreso en las redes inalámbricas durante las últimas dos décadas
es extraordinario. Sin embargo, la creciente tendencia al alza en el número de dis-
positivos inalámbricos que abarcarán todos los ámbitos de nuestra vida cotidiana,
como la automatización de edificios, la gestión del tráfico, la atención sanitaria, etc.,
introducirá varias cuestiones en términos de comunicación y suministro de enerǵıa
que se debe tener en cuenta con antelación.

Respecto a los problemas de comunicación, es imprescindible asegurar el correcto
funcionamiento de la vasta colección de nodos, especialmente para las aplicaciones
vitales. Dos métricas bien conocidas que pueden caracterizar suficientemente la fia-
bilidad de la red son la probabilidad de cobertura y la de conectividad, que se derivan
teniendo en cuenta la topoloǵıa de la red, las condiciones del canal entre cada par
transmisor-receptor y la interferencia de otros nodos. Sin embargo, considerar todos
esos factores no es sencillo. Últimamente, la geometŕıa estocástica ha llegado a la
prominencia como un metodo de análisis, que es una herramienta matemática para
estudiar el rendimiento promedio de la red sobre muchas realizaciones espaciales,
teniendo en cuenta todos los factores mencionados.

Además, la otra cuestión crucial para los despliegues de alta densidad de las redes
futuras es su suministro de enerǵıa. La carga o el intercambio de bateŕıas para los
dispositivos inalámbricos es inconveniente y daña el medio ambiente, especialmente
si tenemos en cuenta el enorme número de nodos utilizados. Por lo tanto, se deben
encontrar nuevas soluciones utilizando fuentes de enerǵıa renovables para reducir
el consumo de electricidad. La recolección de enerǵıa inalámbrica es un método
conveniente y respetuoso con el medio ambiente para prolongar la vida útil de las
redes recolectando la enerǵıa de las señales de radiofrecuencia (RF) y convirtiéndola
en electricidad de corriente continua mediante un hardware especializado. La enerǵıa
de RF podŕıa ser obtenida a partir de señales generadas en la misma o en otras
redes. Sin embargo, si la cantidad de enerǵıa obtenida no es suficiente, podŕıan
emplearse transmisores de enerǵıa inalambricos que la obtuvieran mediante paneles
fotovoltaicos. De esta manera, podemos lograr un resultado favorable teniendo tanto
una operación de red de enerǵıa cero como una conveniencia en la carga de los
dispositivos inalámbricos. Por lo tanto, una investigación exhaustiva debe hacerse
con el fin de garantizar que el rendimiento de la comunicación no se ve afectada.

En esta tesis se estudia el rendimiento de la comunicación en redes de gran
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escala utilizando técnicas de geometŕıa estocástica. Las redes que se estudian com-
prenden dispositivos inalámbricos capaces de recoger la enerǵıa de las señales RF.
En la primera parte de la tesis, presentamos los efectos de la recolección de en-
erǵıa inalámbrica de las transmisiones de la red cooperativa sobre la probabilidad
de cobertura y la vida útil de la red. En la segunda parte de la tesis, primero em-
pleamos nodos sin bateŕıas que son alimentados por transmisores de enerǵıa de RF
para estudiar la probabilidad de conectividad. A continuación, asumimos que los
transmisores dedicados son alimentados por enerǵıa solar para estudiar la conec-
tividad en una red agrupada (clustered network) e investigar, por primera vez, la
fiabilidad de las redes de enerǵıa cero. Finalmente, concluimos la tesis aportando
nuevas lineas de investigación para trabajos futuros.
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Chapter 1

Introduction

1.1 Motivation

The unprecedented evolution of the information and communication technology
(ICT) industry over the last decades has stressed the need for providing Inter-
net connectivity to every single electronic device, i.e., from sophisticated cellular
phones, televisions and, even, vehicles, to mundane temperature sensors. Moreover,
as the number of connected devices is expected to increase drastically overpassing
the milestone of 20 billions in 2020 [3], emerging communication paradigms, includ-
ing Internet of Things (IoT), massive machine-type communication (mMTC) and
mission-critical MTC (cMTC) [4,5], are introduced to describe the various applica-
tions of the vast collection of wireless nodes. This development indicates that many
life-critical applications in the future, e.g., related to health-care and transporta-
tion, will depend on the correct operation of the wireless devices in the respective
large-scale networks. In such applications, failure due to communication errors or
power issues would cause a significant increase in the safety risk for the people
and/or environment involved.

Ensuring the communication performance among the wireless nodes of a large-
scale network is not a trivial task. In fact, even if an insignificant part of the network
is isolated from the rest of the network, it could result in life threatening situations.
For instance, in vehicular accident management, missed detections in one part of
the network could compromise the whole network operation. Hence, there is a need
to quantify the ability of the whole network to be reliable and reachable, which
is challenging in large-scale networks. Nevertheless, this can be achieved by the
combination of two powerful metrics: i) the coverage probability, i.e., the probability
that an individual node is able to communicate with another node or gateway, and
ii) the connectivity probability, i.e., the probability that all nodes are able to reach
each other via a multihop path. To calculate these metrics, several factors have
to be considered. For instance, the interference among the nodes of the network,
the channel randomness in the links between nodes, and the network topology,

1
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e.g., uniform or clustered, contribute to the deterioration of the transmitted signals
and have to be thoroughly considered in the performance evaluation of large-scale
networks using appropriate mathematical tools.

In the past, there were several mathematical models to study the behavior of
wireless networks [6], but they do not focus on the network density, which is a
decisive aspect in the mathematical modeling of, e.g., the interference. Besides,
performing complex Monte Carlo simulations by considering every node of the net-
work, would be highly inconvenient in large deployments. Nevertheless, during the
last decade, stochastic geometry has strongly emerged as a novel mathematical tool
that allows one to study the average behavior over many spatial realizations of
a wireless network whose nodes are placed according to some probability distribu-
tion [7]. In this way, not only it is possible to analyze accurately large-scale networks,
but the modeling becomes more accurate as the number of nodes increases. Hence,
it is the optimal tool to study the communication performance for the large-scale
wireless deployments of the future.

In addition to the aforementioned communication challenges, it is of paramount
importance towards a highly reliable network to ensure the uninterrupted energy
supply of the nodes, as the size of the wireless network increases. Connecting massive
numbers of nodes to the electricity grid or charging them one by one is not prac-
tical and it would require significant amounts of energy and a considerable cost.
For instance, the yearly growth of the electricity consumption for the operation of
communication networks is around 10% globally, which is higher than the growth
of worldwide electricity consumption in the same time frame (3%) [8]. Furthermore,
in 2007, ICT’s global CO2 footprint accounted for 2% of all emissions, or about
830 metric tons of CO2, comparable to the aviation industry, which is widely cited
for its emissions. ICT’s share of global emissions is projected to double to 4% by
2020 [9]. Thus, as the billions of devices in the future are most likely to accelerate
that trend1, it is essential to discover a novel way to power the wireless networks in
a convenient, cost-effective and environmentally-friendly approach.

Currently, a popular and drastic way to prolong the network operation is by
harvesting energy from the environment to either power entirely the nodes or extend
the lifetime of the existing batteries. In this new paradigm, which is broadly known
as energy harvesting (EH), the most typical energy sources are solar, thermal, wind
and kinetic energy. Recently, wireless energy harvesting (WEH) has emerged as a
convenient and green approach to harvest the energy of radio-frequency (RF) signals
from the network transmissions or dedicated transmitters, i.e., power beacons (PBs),
and charge low-power devices [10]. In WEH, the energy of RF signals is harvested
at the receiving nodes and converted to direct current (DC) electricity through a
rectifying antenna (rectenna) [11]. In contrast to the traditional EH techniques,
e.g., solar, where the devices need a direct contact with the sun, with WEH the
devices are free to move or even be embedded in walls or human bodies without

1Bear in mind that charging 20 billions devices with a 3000mah battery (i.e., typical wireless
device battery capacity) would require more than 10 TWh of energy per year. For comparison,
this is more than the total electricity consumption in Uruguay per year, while the electricity
consumption for transportation in the USA is around 8 TWh/year.
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affecting extensively their ability to replenish their energy. Therefore, thanks to its
convenience and better user experience, this technology is gaining popularity and is
attracting a wide range of applications, to the point that wireless power products
are estimated to be a 18 billion market by 2024 [12].

Although many of the required technologies to achieve wireless charging are
not available yet in the market, we believe that we are in the initial steps of a
revolution in wireless communications both in terms of connectivity and energy. The
upcoming introduction of 5G communication networks is constantly bringing novel
technologies and applications with denser and larger deployments and, thus, there
is an essential need to study the behavior of large-scale networks using appropriate
mathematical tools. Moreover, as the network density rises, the energy requirements
create additional needs. Consequently, now more than ever, there is an essential need
to counteract by investigating realistic solutions to minimize and even eliminate
the power consumption of wireless networks by achieving a zero-energy operation,
i.e., the network is powered entirely by renewable energy. Hence, the design of
novel analytical frameworks to extract critical information for the network reliability
and identify the requirements that will fulfil the everlasting dream of zero-energy
network operation is imperative.

To that end, in this thesis, we attempt to fill the gap in literature regarding the
combined study of the communication performance in WEH-enabled large-scale net-
works. First, we investigate the performance of these novel large-scale architectures
with analytical frameworks derived using stochastic geometry to calculate the effects
of WEH in the coverage probability and the lifetime of the wireless networks. Then,
as reliability is a major concern in most applications, the connectivity probability
of large-scale networks is derived and evaluated to ensure the normal operation
in networks with WEH-enabled nodes. Finally, we undertake a first study on the
suitability of zero-energy networks in critical wireless applications while ensuring
a high communication performance throughout a year. To achieve the zero-energy
operation, solar-powered PBs are employed that transmit energy to the wireless
nodes and take care of their own energy requirements using weather-aware power
management algorithms.

The structure of the thesis and the main contributions of this work will be
discussed in detail in the following section.

1.2 Structure of the Thesis and Contributions

The imminent developments in communication networks due to the immense in-
crease of the number of connected devices, require novel frameworks to characterize
and evaluate their behavior. Furthermore, the desire for zero-energy operation in
communication networks is beyond any doubt imperative for such networks, since
their extreme node numbers compel a deviation from the traditional approaches
used for powering them. Therefore, in this thesis, we propose analytical frameworks
using tools from stochastic geometry that jointly confront these two issues step-by-
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step.

The remaining part of the thesis consists of seven chapters. Chapter 2 provides
some necessary background information concerning the tool that we use for our
frameworks, i.e., stochastic geometry, the various techniques of WEH and their
related works, useful information regarding the probability of coverage and connec-
tivity, and, finally, the state-of-the-art (SoA) on other analytical frameworks for
large-scale networks and their differences to our contribution. The innovative con-
tributions of the thesis are organized into two parts. The first part consists of two
chapters: i) Chapter 3, which is dedicated to a novel analytical framework for the
coverage probability in cooperative networks that employ WEH to harvest the pro-
duced interference and, thus, increase the lifetime of the relay nodes that assist the
communication, and ii) Chapter 4 that takes into account realistic SoA hardware
and WEH techniques to maximize the harvesting performance, while maintaining
the communication performance. The second part of the thesis is oriented around
the network connectivity and comprises Chapter 5, in which the probability of con-
nectivity is being studied for WEH-enabled networks that consist of battery-less
nodes, Chapter 6, which is our first attempt for zero-energy operation using solar-
powered power beacons for the energy supply of the network, and Chapter 7, which
is an application of the analytical framework from Chapter 5 and 6 in a real-life
health-care scenario. Finally, Chapter 8 discusses the conclusions of the presented
work and identifies potential lines for future investigation. In the following, the main
contributions of the thesis will be outlined in more detail.

In our first approach to get rid of the charging cables, we propose a scheme in
which the relay nodes of a cooperative network increase their lifetime by harvesting
the RF signals of the transmissions from neighboring nodes. This work is presented
in Chapter 3, where we demonstrate the benefits of WEH in a large-scale network
with network coding-aided cooperative communication. Also, as the communication
performance is still our main concern, we show the effects of WEH in the probability
of successful exchange, which is an end-to-end quality of service metric based on
the coverage probability of the nodes.

In Chapter 4, we attempt a more realistic approach by adopting a SoA rectenna
that takes into account the variability of the RF-to-DC conversion efficiency. More-
over, in this work, we employ a WEH technique that dynamically splits the received
RF signal between the energy harvester and the information receiver based on the
quality of the channel, i.e., channel fading. Then, we examine two different communi-
cation scenarios (direct and cooperative through relay nodes) for data exchange and
we provide theoretical expressions for the probability of successful communication.
In this way, we are able to identify the circumstances, e.g., optimal node intensity,
that jointly provide the highest lifetime and the best communication performance.

Nevertheless, there are various applications where studying the probability of
successful communication is not sufficient. Such networks, e.g., in vehicular accident
management, require to minimize the isolated nodes so that there is a path among
all of them. To evaluate the reliability in such networks, we need to study their
connectivity, which is investigated in the second part of this thesis. In the beginning
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of Chapter 5, we study the probability of a network to be fully connected for three
widely employed routing mechanisms, namely unicast, K-anycast and broadcast.
Then, we assume that the network comprises battery-less devices that employ the
harvest-then-transmit protocol, i.e.,the nodes harvest energy for a certain period of
time and then consume it for communication. In this case, power beacons connected
to the electricity grid are employed for the energy distribution to the nodes.

In Chapter 6, we extend the study of Chapter 5 and we eventually examine the
possibility to achieve zero-energy network operation by assuming that the power
beacons are solar-powered. More specifically, we study the network connectivity
under two of the aforementioned transmission mechanisms (i.e., unicast, broadcast)
and assume that the wireless nodes are deployed in a clustered topology. For each
scenario, we analytically derive the probability of connectivity, while considering
the probability that the nodes are active. Moreover, we compare the different trans-
mission mechanisms by assuming that battery-less nodes harvest RF energy from
solar-powered power beacons. Also, as each power beacon and gateway is connected
to a solar panel and a battery, we formulated a solar harvesting model and an energy
allocation algorithm that adjusts their transmission power according to the weather
conditions.

Finally, in Chapter 7, we apply the analytical framework of the previous chapters
in a real-life health-care scenario in order to achieve a higher reliability and lifetime
in a wireless network of wearables in medical environments, e.g., bracelets for health
monitoring. As typically multiple patients occupy each hospital room, we consider
that wearables form clusters and that harvest RF energy via power beacons to
increase their lifetime. Then, we analytically derive the probability that WEH-
enabled wearables forming clusters in a hospital environment will successfully and
reliably notify the medical personnel via a gateway at the cluster center. Then,
we demonstrate the conditions required to maintain a reliable and cost-effective
network.

1.3 Research Contributions

All the work presented in this thesis, has been published in two journals and three
international conferences. The list of publications follows:

[J3] P.-V. Mekikis, E. Kartsakli, A. Antonopoulos, L. Alonso, C. Verikoukis,
“Connectivity Analysis in Clustered Wireless Sensor Networks Powered by
Solar Energy,” IEEE Transactions on Wireless Communications, Under re-
view.

[J2] P.-V. Mekikis, A. Antonopoulos, E. Kartsakli, A. Lalos, L. Alonso, C. Verik-
oukis, “Information Exchange in Randomly Deployed Dense WSNs with Wire-
less Energy Harvesting Capabilities,” IEEE Transactions on Wireless Com-
munications, vol.15, no.4, pp.3008-3018, April 2016.

[J1] P.-V. Mekikis, A. Lalos, A. Antonopoulos, L. Alonso, C. Verikoukis, “Wire-
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less Energy Harvesting in Two-Way Network Coded Cooperative Communi-
cations: A Stochastic Approach for Large Scale Networks,” IEEE Communi-
cations Letters, vol.18, no.6, pp.1011-1014, June 2014.

[C3] P.-V. Mekikis, A. Antonopoulos, E. Kartsakli, N. Passas, L. Alonso, C.
Verikoukis, “Stochastic Modeling of Wireless Charged Wearables for Reliable
Health Monitoring in Hospital Environments,” IEEE ICC, May 2017, Paris,
France.

[C2] P.-V. Mekikis, A. Antonopoulos, E. Kartsakli, L. Alonso, C. Verikoukis,
“Connectivity Analysis in Wireless-Powered Sensor Networks with Battery-
less Devices,” IEEE GLOBECOM, Dec. 2016, Washington DC, USA.

[C1] P.-V. Mekikis, E. Kartsakli, A. Lalos, A. Antonopoulos, L. Alonso, C. Verik-
oukis, “Connectivity of Large-Scale WSNs in Fading Environments under Dif-
ferent Routing Mechanisms,” IEEE ICC, 8-12 June 2015, London, UK.

Chapter 3 describes the model presented in journal J1. Chapter 4 presents the
analysis and performance evaluation of journal J2. Then, Chapter 5 demonstrates
the results of Conference publications C1 and C2. The analysis and performance of
zero-energy networks presented in Chapter 6 are published in journal J3. Finally,
Chapter 7 describes the application presented in the conference publication C3.

1.3.1 Other Research Contributions

Although the aforementioned research contributions compose the main body of the
thesis, there were some more publications and other activities that took place during
the course of this PhD. As these works do not follow the same line of investigation,
they were not included in this thesis. However, we believe that they should be
mentioned in this section, as many of them influenced and shaped the current form
of our main contributions. A list of these works is following:

[J2] P.-V. Mekikis, A. Antonopoulos, E. Kartsakli, L. Alonso, C. Verikoukis,
“Communication Recovery with Emergency Aerial Networks”, IEEE Trans.
Consumer Electronics, (Accepted for publication)

[J1] S. Tennina, M. Di Renzo, E. Kartsakli, F. Graziosi, A. Lalos, A. Antonopoulos,
P.-V. Mekikis, L. Alonso, “WSN4QoL: a WSN-oriented healthcare system
architecture,” International Journal of Distributed Sensor Networks, vol. 10,
no. 5, May 2014.

[C5] P.-V. Mekikis, E. Kartsakli, L. Alonso, C. Verikoukis, “Flexible Aerial Relay
Nodes for Communication Recovery and D2D Relaying,” IEEE GCCE, 14 Oct
2016, Kyoto, Japan.

[C4] S. Tennina, E. Kartsakli, F. Grasiozi, M. Santos, A. Lalos, A. Antonopou-
los, P.-V. Mekikis, M. Di Renzo, A. Stavridis, L. Alonso, “WSN4QoL: A
WSN-Oriented Healthcare System Architecture,” IEEE CAMAD, 1-3 Decem-
ber 2014, Athens, Greece.
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[C3] P.-V. Mekikis, E. Kartsakli, A. Antonopoulos, A. Lalos, L. Alonso, C. Verik-
oukis, “Two-tier Cellular Random Network Planning for Minimum Deploy-
ment Cost,” IEEE ICC, 10-14 June 2014, Sydney, Australia.

[C2] S. Tennina, M. Di Renzo, E. Kartsakli, F. Graziosi, A. Lalos, A. Antonopou-
los, P.-V. Mekikis, L. Alonso and C. Verikoukis, “A Protocol Architecture
for Energy Efficient and Pervasive eHealth Systems,” IEEE-EMBS Interna-
tional Conferences on Biomedical and Health Informatics (BHI), 1-4 June
2014, Valencia, Spain.

[C1] S. Tennina, E. Kartsakli, A. Lalos, A. Antonopoulos, P.-V. Mekikis, M. Di
Renzo, Y.Z. Lun, F. Grasiozi, L. Alonso, C. Verikoukis, “WSN4QoL: Wireless
Sensor Networks for Quality of Life,” IEEE Healthcom, 9-12 October 2013,
Lisbon, Portugal.

IEEE ComSoc Student Competition 2015 Award

First Prize for the research work:
P.-V. Mekikis, A. Antonopoulos, E. Kartsakli, L. Alonso, C. Verikoukis, “Emer-
gency Flexible Aerial Relay Nodes for Communication Recovery and D2D Relaying”

ICT 2015 Innovate, Connect, Transform

Networking Session organizer for “Wireless Power Transfer: A Technique for Self-
Sustainable IoT Devices,” 21 October 2015, Lisbon, Portugal.
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Chapter 2

Background

2.1 Introduction

The main objective of this thesis is to design and evaluate analytical frameworks by
studying the coverage and connectivity probability of large-scale wireless sensor net-
works using wireless energy harvesting (WEH). Through this study, it will become
possible to identify the conditions and characteristics required by a wireless network
to achieve a zero-energy operation. As we have explained in the previous section, it
is required to investigate both the communication and energy performance of a wire-
less network to understand fully its behavior. Therefore, appropriate tools should
be employed for this analysis that take into account the large-scale deployment and
the transmissions of each individual wireless node.

Furthermore, since the communication performance is of utmost performance in
wireless networks, the WEH techniques should be investigated carefully as they can
affect significantly the received signal. More specifically, when simultaneous wireless
information and power transfer (SWIPT) is employed for RF energy harvesting, part
of the received signal energy is used for harvesting and the rest for message decoding.
Therefore, it is essential to harvest the maximum possible energy from each signal,
without affecting noticeably the communication performance of the network.

To that end, in this chapter, we will provide the background behind our sys-
tem models that will facilitate the understanding of the contributions of this thesis.
Hence, Section 2.2 discusses the basics on stochastic geometry, which is the main
mathematical tool that we employed in this thesis to derive our analytical frame-
works. Similarly, 2.3 makes a brief introduction to Connectivity theory, where the
main concepts of the theory are provided for better understanding of Chapters 5
and 6. Then, in Section 2.4, we briefly discuss our methodology for the simulation
environments that we employed in our works. Moreover, the various methods to
harvest the energy from RF signals are studied in Section 2.5. Finally, several state-
of-the-art analytical frameworks on large-scale networks are discussed in Section

9
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2.6, where we explain their issues and how we will try to solve them in our work.

2.2 Stochastic Geometry

Wireless networks have been around for decades. Although there are several tractable
models to accurately model small-scale networks, they are not as reliable for mod-
eling accurately the interference in large-scale wireless networks. This is due to the
fact that they do not take into account the whole set of interferers, but a fraction
of them, e.g., a common analysis is to consider a single interfering neighbor that
neglects most sources of interference and has decreased reliability.

On the other hand, to achieve more realistic models, researchers on regular
hexagonal lattices, where the wireless nodes reside on fixed distances from the node
under investigation. Moreover, complex Monte Carlo simulations can be used to
provide results on a specific topology. However, even a slight alteration in the initial
topology requires new simulations for the entire area, which is inconvenient and,
more importantly, time consuming.

During the last years, a new approach has became popular in the scientific
community, in which the position of the wireless nodes are represented by randomly
deployed points in the plane that form Poisson point processes (PPPs). The uniform
or homogeneous PPP is characterized by its intensity function, i.e., the expected
number of points in a certain area, which is denoted by λ. For instance, a realization
of a Poisson point process is presented in Fig. 2.1, where each point represents a
wireless terminal. The main advantage of this approach is that the wireless nodes
are all independently distributed, which makes it possible to employ advanced tools
from stochastic geometry [7]. Using stochastic geometry, it is possible to describe the
collection of points that represent the wireless nodes and derive statistical properties
that allows to study the average behavior over many spatial realizations.

2.2.1 Point process properties and transformations

In this section, we will introduce some basic properties of point processes, which
will help us understand the tools that will employ later in this thesis. Also, we will
point out the convenience that PPPs provide in the modeling of wireless networks.

Translated point process If Φ = {x1, x2, x3, ...} is a point process, where xi, i ∈
N denotes the locations of the points/wireless nodes, then Φx = {x1 +x, x2 +x, x3 +
x, ...} is called a translated by x point process

Stationarity A point process is stationary if its distribution is translation invari-
ant. While stationarity implies that the intensity function is constant, the converse
is not true: A constant intensity does not imply stationarity.
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Figure 2.1: A Poisson point process of wireless terminals with density λ = 0.1 per unit
area on [0, 100]2. The expected number of points is 100. This realization
has 90 points.

Isotropy A point process is isotropic, if its distribution is rotationally invariant
with respect to rotations about the origin o.

Motion-invariance A stationary and isotropic point process is called motion-
invariant.

Displacement If all points of a PPP with an intensity function λ are indepen-
dently displaced by a random variable (RV) Vx, then the resulting point process is
again a PPP.

Mapping Point processes may be transformed by mapping each point of the
process to another point, possible in a space of different dimension. When applied
to Poisson point processes, the resulting process is still Poisson in many cases.
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Thinning Manipulating the points in such random processes is possible. For in-
stance, in many situations, such as when we model the communication performance
of battery-less nodes powered by RF energy, the relevant point process is the one
of the active nodes only, not the point process of of all nodes. Consequently, we
need to perform a thinning procedure on the set of all nodes to produce the set
of active nodes that we have to focus on. Thinning is the process of removing cer-
tain points from a point process, usually according to a probabilistic rule. If the
removal of points in a PPP is independent and each point x is removed with prob-
ability 1− g(x), where g(x) is a thinning function g : R2 → [0, 1], then the thinning
procedure generates a PPP with intensity λg(x), which is a very useful result [7].

2.2.2 Distances in point processes

The nearest neighbor distance is the distance from a point x ∈ Φ to its nearest
neighbor NN(x) and is given by ||x − NN(x)||. The corresponding distribution
Gx(r) = P(||x−NN(x)|| ≤ r) is the nearest neighbor distance distribution function.
If the process is stationary, Gx(r) does not depend on x and we write just G. Also,
conditioning on the PPP having a point at x does not affect the distribution of the
other points, and the distribution of the two distance functions does not depend on
x if the PPP is uniform.

Moreover, an important quantity that we will employ frequently in the following
chapters is the distance from a given node to its nth nearest neighbor. To calculate
the distribution of this metric, we have to make the observation that the nth nearest
neighbor is at a distance larger than r if there are at most n− 1 nodes in the ball
of radius r around the node under consideration. Therefore, the probability density
function (PDF) of the distance to the nth node is given by

fn(r) =
2

Γ(n)
(λπ)nr2n−1 exp(−λπr2), (2.1)

where Γ denotes the gamma function. More information regarding this property can
be given in [7].

2.2.3 Sums and products

Mean of a sum (Campbell’s theorem) One theorem that we will frequently
use in our derivations is Campbell’s theorem, which provides the expectation of
a sum over a point process. According to Campbell, if Φ ∈ R is stationary with
intensity λ, the sum S =

∑
x∈Φ f(x) is a random variable with mean

ES = λ

∫
R
f(x)dx. (2.2)

We will employ this theorem in cases where we want to calculate the sum of the
incoming energy that is harvested at the wireless receiver.
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Expected products over point processes Let V be the family of all measurable
random variables u : R → [0, 1]. For u ∈ V, the probability generating functional
(pgfl) of the PPP Φ is defined as

G[u] = E
( ∏
x∈Φ

u(x)

)
= exp

(
− λ

∫
[1− u(x)]dx

)
, (2.3)

The Laplace functional is related to the Laplace transform. In contrast to the
pgfl, which is often restricted to random counting measures, it is defined for general
non-negative random measures (see [7] for more details). The Laplace functional is
defined as

L[u] = E
[

exp

(
−
∫
u(x)Ψ(dx)

)]
, (2.4)

where Ψ is a non-negative random measure. The pgfl and the Laplace functional
are related by L[u] = G[e−u]. Therefore, it follows from (2.3) and (2.4) that

L[u] = exp

(
− λ

∫
[1− e−u(x)]dx

)
. (2.5)

These functionals will be very useful for the calculations of various distributions
such as the interference distribution presented briefly in the following section.

2.2.4 Interference distribution

Furthermore, one of the most important applications of this theory is certainly the
characterization of the interference. The interference power at the typical receiver
Ir is the sum of the received powers from all the other wireless transmitters other
than the intended transmitter. Therefore, the interference in a wireless network is
provided by the sum

I =
∑
x∈Φ

hxl(x), (2.6)

where Φ denotes the Poisson point process of the wireless nodes, hx is the fading
coefficient in the channel between the receiver and the transmitter x, and l(x) is
the path loss function, typically characterized by the inverse power law path loss
r−α with α being the path loss exponent.

To calculate the interference distribution, we aim at calculating the Laplace
transform

L(s) = EesI = E
( ∏
x∈Φ

e−shxl(x)
)
. (2.7)

After some math [7], we obtain

L(s) = exp(−λπE(h2/αΓ(1− δ)sδ). (2.8)

As we will explain in later chapters, the interference distribution is an essential part
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for the calculation of the outage probability in wireless networks.

2.2.5 Relevant theorems

Colouring theorem

The colouring theorem is a useful theorem on Poisson point processes that we will
frequently employ in this thesis and it states the following:

Let Φ be a Poisson process with mean measure λ. Let the points of Φ have k
colours (i.e., different properties, e.g., one colour represents the active nodes and
the other colour the inactive).The probability that a point receives the ith colour
is pi and the colours of different points are independent (of one another and of the
positions of the points). Let Φi be the set of points with the ith colour. Then, the
Φi are independent Poisson processes with intensities λi = piλ.

Slivnyak’s theorem

The independence property of the PPP states that the number of points in a certain
area is independent of the number of points in any region outside the aforementioned
area. This suggests that conditioning on a point at x does not change the distribution
of the rest of the process. This statement describes the Slivnyak’s theorem that we
will employ in our thesis.

2.3 Basics on Connectivity theory

To achieve a connected ad hoc network, there must be a wireless multihop path from
each mobile node to each other mobile node. It is possible to control the connectivity
of an ad hoc network by adjusting: i) the transmission power of the nodes, i.e.,
increasing the transmission power of a node will achieve a higher communication
range, reaching more other nodes via a direct link, or ii) its intensity, i.e., increasing
the intensity brings the nearest neighbor closer and, thus, the probability to deliver
successfully a message increases.

Hence, studying the connectivity probability and providing an analytical frame-
work to identify the network properties, e.g., intensity or transmission power, is
essential for the designer of safety-critical networks. By employing closed-form so-
lutions of the connectivity that takes into account the intrinsic characteristics of a
network can provide not only higher reliability in a network, but also minimize the
cost by knowing the appropriate intensity and power transmission that provides the
required performance.

To employ connectivity theory, we need first to understand its basic properties.
The degree d of a node is the number of connections that this node is able to achieve
with its neighbors. A node that has a degree d = 0 is considered isolated. Therefore,
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an important metric in connectivity theory is the minimum node degree, dmin, which
shows the number of connections of the node with the fewer connections in the
network. Thus, if we know that a network has a minimum node degree dmin = 1,
then we can be sure that this network is fully connected, as the node with the
minimum number of connections is connected with one neighbor.

A network is fully connected if for every pair of nodes there exists a path between
them; otherwise, it is disconnected. In a disconnected network, it is possible to have
a few subnetworks that cannot communicate with each other, although all nodes
have connections to several neighbors. Moreover, a network is k−connected if for
every pair of nodes there exists k mutually independent paths that connects them.
Obviously, as k increases, the network is more reliable as its tolerance for faults in
individual nodes increases.

In order to identify whether a network is fully connected, we need to ensure that
the minimum node degree is higher than zero dmin > 0. Therefore, the probability
of connectivity Pcon can be provided by

Pcon = P (dmin > 0). (2.9)

We reach this result by employing a result on the property of geometric random
graphs [13, 14], which states that if the number of nodes is high enough, then with
high probability, if one starts with a fully isolated network and adds the correspond-
ing links as the transmission range increases, the resulting graph becomes fully con-
nected at the moment it achieves a minimum degree dmin of 1. This property is
significant in our work and will employed extensively in the following chapters.

2.4 Simulation Methodology

In this section, we will describe the methodology of the simulators that we developed
for the performance evaluation of our models. The simulators for every work in this
thesis follow the same principles and were developed in the numerical computing
environment Matlab. Bear in mind that our objective is to calculate the average
performance in each case. Therefore, the methodology1 consists of the following
seven steps:

1. In the beginning of the simulator, set the parameters of the simulation, e.g.,
simulation area, node intensity, transmission power of the nodes, etc.

2. Deploy uniformly a Poisson number of nodes in the simulation area based on
their intensity (See Fig. 2.1).

3. Calculate the distances among all points from a reference point on which we
will investigate the required metric (see Slivnyak’s theorem). Among the most

1In these steps, we provide the methodology to calculate the coverage probability. However,
using the same principles, it is possible to calculate any communication metric that is presented
in this thesis.
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popular metrics in this thesis are the coverage probability, node lifetime, WEH
rate, etc.

4. (For the coverage probability) Calculate the Signal-to-Interference-plus-Noise
(SINR) ratio, while taking into account all the necessary variables, such as the
channel fading conditions, the path-loss between the transmitters/interferers
and the receiver, interference, noise, etc.

(For the average harvested RF energy) Calculate the sum of the received RF
energy at the receiver, while taking into account the channel fading conditions
and the path-loss between the transmitters/interferers and the receiver.

5. Check whether the SINR satisfies certain quality of service (QoS) requirements
and then store the results.

6. Repeat the last four steps (i.e., Steps 2-5) for a large number of iterations (typ-
ically over 10.000) or until the simulation results match with the theoretical
results.

7. Draw plots of the calculated metrics, according to the stored results for dif-
ferent independent parameters.

To that end, using the aforementioned steps it is possible to evaluate the average
performance of our models and verify their validity by comparing the numerical
with the simulation results. As it will be seen in the following chapters, all our
mathematical models follow the simulation results tightly, unless we clearly state
that we provide a lower or upper bound of the performance.

2.5 Wireless Energy Harvesting

WEH is a technique that enables the network lifetime extension by converting the
ambient radio frequency (RF) energy of the network transmissions or dedicated
power beacons into direct current (DC) using a special type of rectifying antennas
(rectennas) [10,15]. Still, due to the information exchange need, which remains dom-
inant, special research interest has been given at simultaneous wireless information
and power transfer (SWIPT) schemes [16].

Although there exist simple schemes for SWIPT, where two antennas operate
independently for RF energy harvesting and information reception, as in Chapter 3,
they are not preferred in small wireless devices, mainly due to cost and space limi-
tations. To overcome this issue, single antenna WEH techniques were proposed [17],
where the wireless device is equipped with a receiver that allocates the incoming
energy to the information decoder and the harvester according to predefined static
rules. Nevertheless, these schemes lack flexibility, since they mostly consider pre-
defined rules to allocate the received energy. Therefore, context-aware approaches
were motivated, which take into account the conditions during the information ex-
change (e.g., channel state information [18]). Thereby, the joint maximization of the
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Figure 2.2: Transmissions from various RF sources, e.g., wireless networks or dedicated
power beacons can provide energy to the wireless-powered device.

harvested energy and the probability of successful transmission is enabled by dy-
namically allocating the received power between information decoding and energy
harvesting.

2.5.1 Wireless Energy Harvesting Techniques

Using WEH, it is possible to increase the lifetime of, mainly low-power, wireless
devices by harvesting the power from the RF transmissions of i) other wireless
devices, or ii) in certain cases, power beacons that are deployed exclusively for
this purpose, as seen in Fig. 2.2. However, the communication performance of the
WEH-enabled devices should be also considered. In this section, we discuss the main
SWIPT-enabled WEH schemes, as illustrated in Fig. 2.3, which could be categorized
into context-unaware and context-aware.

Context-Unaware

The main single antenna WEH schemes are time switching and power splitting, as
explained in the following. Although these schemes present low complexity, their
context-unawareness limits their adaptability to different network conditions and,
thus, their performance gains.
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Figure 2.3: Main WEH techniques and the power received by each module a) Time
switching (TS), b) Power splitting (PS), and c) Dynamic power splitting
(DPS).

Time Switching (TS) In TS [17, 19], each transmission block of duration tb is
divided into two orthogonal time slots, one for transferring power and the other for
transmitting data. In Fig. 2.3(a), we demonstrate the operation of TS. For a period
of time tb−τ , the received power Pr is used by the energy harvester (EH), while for
τ the received power is utilized for information decoding (ID). It is assumed that
time synchronization has been perfectly established between the transmitter and
the receiver, and thus the receiver can synchronize its function switching with the
transmitter. With orthogonal transmissions, the transmitted signals for the EH and
the information receiver can be designed separately, but subject to a total transmit
power constraint.
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Power Splitting (PS) In the PS scheme [17, 20], the received RF signal power
Pr is split into two streams using a power splitter. In Fig. 2.3(b), we present the
operation of PS. As it can be seen, the received power is split into two parts using
a fixed power splitting parameter α ∈ [0, 1]. Thus, a part αPr is provided to the
information decoder, while the rest (1− α)Pr is used for energy harvesting.

However, having a fixed time period attributed to the energy harvester in the
case of TS, or a fixed power splitting parameter in the case of PS, can be very ineffi-
cient. For instance, in cases where the signal has very low quality, supplying a fixed
portion of the power to the energy harvester with PS, could deteriorate the com-
munication performance. To that end, exploiting context-awareness is considered a
key parameter to enhance the system performance.

Context-Aware

Dynamic Power Splitting (DPS) As previously explained, PS could increase
vastly its efficiency by taking advantage of the context. DPS is an extension of the PS
WEH scheme that takes into consideration the channel conditions [18,21]. In DPS,
shown in Fig. 2.3(c), the power splitter dynamically adjusts the splitting parameter
α(h) ∈ [0, 1] based on the channel state information h that is assumed to be known
at the receiver. In favorable channel conditions, as the received power is high, the
power splitter dynamically allocates part of the power (i.e., (1 − α(h))Pr) to the
energy harvester without affecting the communication performance. The amount of
power allocated to the harvester depends on the channel conditions. On the other
hand, in poor channel conditions, all power is used for information decoding (see
Fig. 2.3(c) where α = 1) as it is required to keep the communication performance
unaffected. In this way, the power splitter exploits its context-awareness the context
to achieve high gains in harvested energy without sacrificing the average rate, as it
could happen in PS.

2.5.2 Technical challenges

The main design objective of a practical scheme for WEH is to maximize the network
lifetime, without sacrificing the communication performance. This joint objective
can be summarized into: i) average harvested energy maximization and ii) average
rate maximization. However, the performance of both metrics is highly affected by
the size and density of the network, as well as the receiver limitations. In this section,
we first discuss the key limitations imposed by the density and the receiver hardware
and, then, we focus on the effect of these limitations on the aforementioned design
objectives.

a) Key Limitations

The two key limitations that affect the performance of a practical WEH scheme are
the network density and the RF-to-DC conversion efficiency.
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Network Size and Density As the network size and density increase, the in-
terference begins to play a critical role in the communication performance of the
network. Although in small-scale networks the knowledge of channel conditions is
a decisive factor to adjust the power allocation between the energy harvester and
the information decoder (i.e., as in DPS), in large-scale dense networks it is not
sufficient. This stems from the fact that the high amount of interference determines
the correct reception of a message at the receiver. To that end, in a practical WEH
scheme for the large-scale dense networks of the future, the receiver should be able
to estimate the signal-to-interference-plus-noise ratio, before adjusting dynamically
the power allocation between the harvester and the information decoder.

RF-to-DC conversion efficiency This is an important hardware limitation that
concerns the energy harvester. The conversion of the RF energy into DC electricity is
not lossless. To account for these losses, the RF-to-DC conversion efficiency describes
the ability of the energy receiver to make this conversion, which greatly depends
on the received power, as depicted in Fig. 2.4. In particular, for low input power
values the conversion efficiency increases almost linearly, whereas for higher power,
it follows a concave behavior. In existing works, RF-to-DC conversion efficiency is
considered fixed and independent of the instantaneous amplitude of the received
RF signal. Although this assumption may hold for randomly deployed low density
networks (i.e., intensity λ < 0.05 Devices/m2) due to negligible variations in the
received power, it is not realistic in denser networks (i.e., λ > 0.05 Devices/m2).
This stems from the fact that the aggregate interference induced by a large number
of transmitters leads to significant fluctuations in the input power that could have
a severe impact on the performance of WEH schemes in large-scale dense networks.
Therefore, the RF-to-DC conversion efficiency behavior should be considered in the
design of efficient WEH solutions in the future.

b) Design Objectives

Having seen the limitations introduced by the network size and the hardware, in this
section, we discuss their impact on the two design objectives, i.e., average harvested
energy and average rate.

Average Harvested Energy Maximization The purpose of a practical scheme
for WEH is to harvest energy from the ambient RF signals. Thus, the maximiza-
tion of the average harvested energy is an important design objective that drives
the need for more efficient WEH schemes. Nevertheless, the amount of average har-
vested energy depends on hardware limitations, i.e., RF-to-DC conversion efficiency.
In particular, the average harvested energy is defined by the portion of the received
power that is allocated to the harvester. For harvested energy maximization, this
portion should be dynamically adapted to the RF-to-DC conversion efficiency be-
havior. For instance, when the total power is very high, a portion of it should be
discarded to avoid operating under very low conversion efficiency.
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Figure 2.4: RF-to-DC conversion efficiency dependence on the instantaneous amplitude
of the received power [1].

Average Rate Maximization Another major design objective for a WEH scheme
is the optimization of the average rate. The average harvested energy and the aver-
age rate are two competitive objectives, i.e., the higher the average rate, the lower
the average harvested energy and vice versa. Therefore, a good trade-off between
them has to be found. However, given the importance of keeping the average rate
unaffected, the aforementioned goal is equivalent to how to maximize the average
harvested energy, while guaranteeing high average rate.

2.5.3 Impact of Conversion Efficiency

As we have presented so far, all existing WEH schemes [17, 18, 21] assume fixed
RF-to-DC conversion efficiency. However, as already mentioned in Section 2.5.2,
the conversion efficiency strongly depends on the received power (see Fig. 2.4).
To highlight this, in Fig. 2.5(a), we compare the average harvested power of a
harvester with a fixed (i.e., ε = 0.7) and a variable conversion efficiency for an
increasing number of devices. As it can be observed, the average harvested energy is
significantly lower in the realistic harvester case for high device densities. Therefore,
it is apparent that a realistic conversion efficiency should be considered in a WEH
scheme for large-scale dense networks.

In addition, in Fig. 2.5(b), we present three different values for the instantaneous
received power. In the considered example, the power of x, y, and z initially is 15, 20
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(a) Average harvested power for an ideal and a realistic receiver versus the device density for large-
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(b) Fixed (ε = 0.7) vs. variable (Fig. 3) conversion efficiency.

Figure 2.5: Effects of RF-to-DC conversion efficiency on the average harvested power.

and 25 dBm, respectively. In the first case, i.e., with fixed conversion efficiency equal
to 0.7, the harvested power is an increasing function of the received power. On the
other hand, with variable and, thus, realistic conversion efficiency, the harvested
power follows a completely different behavior. For instance, although z is higher
than y before the conversion, the actual harvested power of z (i.e., 16 dBm) is lower
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than the one of y (i.e., 17.5 dBm) after the conversion. In particular, it is worth
noticing that there is a specific value of received power PRx,max that provides the
maximum achievable harvested power denoted as PEH,max (i.e., peak in the realistic
receiver curve of Fig. 2.5(a)). To further elaborate, if the power allocated to the
energy harvester is higher than PRx,max, then the actual harvested power is lower
than PEH,max due to the behavior of the conversion efficiency. An efficient WEH
scheme should take PRx,max into account to jointly maximize the average rate and
harvested power.

2.6 Large-scale networks with WEH

There are several studies that consider large-scale networks with WEH in the lit-
erature [22–27]. In his pioneer work [22], Huang studies the network throughput in
a basic mobile ad hoc scenario, where the communication between the transmitter
and the receiver is conducted through an ideal wireless channel (i.e., no path loss
is assumed in the link). It is worth noting that, although some of the potential
benefits of the WEH technology are identified in [22], the results cannot be gen-
eralized for cooperative communications. Particularly, in cooperative scenarios, the
existence of relay nodes imply a volatile and complex environment that requires a
dedicated study, as we will present in Chapter 3. Similarly, in [23], Guo and Wang
study the effects of WEH in a direct communication scenario. Nevertheless, the
analysis is based on specific physical layer configurations, since the authors provide
closed-form expressions for the QoS metrics only for specific path loss conditions,
i.e., a particular value for the path loss exponent. However, the range of values that
the path loss exponent can have in different environments stresses the need for the-
oretical expressions that provide general and environment-independent solutions.

Recently, an interesting approach has been presented in [24], where the cover-
age of a large-scale network is studied, while the receivers employ a technique for
simultaneous information and energy transfer. The author provides incentives for
cooperation, highlighting the possible benefits, however the proposed model con-
siders fixed distances between preassigned nodes. In addition, the model assumes
a constant energy conversion efficiency for the harvester, although in realistic im-
plementations the efficiency depends on the input power. In Chapter 4, we focus
extensively on the variability of the RF-to-DC conversion efficiency, as both the
communication and the energy harvesting performance is affected significantly. To
that end, we introduce the optimal intensity, which provides an accurate estimation
of the number of nodes per unit area needed to achieve the highest possible lifetime
for the network.

Furthermore, [25] discusses various network metrics, e.g., spatial throughput and
coverage, but not the probability of connectivity, which guarantees the reliability of
safety-critical applications. It is worth mentioning that [25] is among the first works
that consider battery-less WEH-enabled devices. Obviously, this requires very low
power devices, but it has been shown that it is possible using appropriate protocols,
e.g., harvest-then-transmit. Also, [26] provides a comprehensive study on deploying
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PBs in cellular networks to achieve infinite node lifetime and eliminate the need of
power cords. This technique is employed in our work in Chapter 6 in order to increase
the network reliability. Moreover, the connectivity in a wireless network presented
in Chapter 5 provides various insights on the design of such networks. However,
the infrastructure is powered by the electricity grid, without any consideration on
the sustainability of the network. Consequently, motivated also by [27] in which
wireless-powered communications are surveyed, we undertook the task to combine
solar-powered network devices with WEH-enabled nodes in our connectivity analysis
in Chapter 6.



Chapter 3

Wireless Energy Harvesting
in Two-Way Network Coded
Cooperative Communications

3.1 Introduction

Our investigation on a potential zero-energy operation begins with a study on the
ability of wireless energy harvesting (WEH) to prolong the lifetime of cooperative
networks. More specifically, in this chapter, we attempt to increase the lifetime of
a network by employing WEH in battery-powered relay nodes (i.e., the part of the
network that suffers the most in terms of energy due to their constant operation to
exchange messages, whereas the source nodes can be idle after their transmissions).
Moreover, to achieve higher lifetime and communication performance, we assume
that the relay nodes employ Network Coding (NC) during the exchange of the source
nodes messages.

According to several works [28–31], the incorporation of NC in bidirectional
cooperative networks leads to significant capacity improvement by enabling the
relays to process the incoming data (using the XOR function) before forwarding
them to the respective destinations. However, the relay nodes are often powered by
limited capacity batteries and, thus, their lifetime is a crucial performance metric
[32] that should be also considered.

The limited lifetime of the nodes in Wireless Sensor Networks (WSNs) moti-
vated researchers and system designers to study the application of Energy Har-
vesting (EH), allowing the increase of the network lifetime by collecting energy
from various sources (e.g., solar, wind, etc.). However, in cases where the afore-
mentioned sources are not available, it is still possible to harvest energy from the
electromagnetic radiation (EMR) of the transmissions in the network [33]. Further-
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more, as technology evolves, the number of wireless devices and, consequently, their
collective EMR, constantly increases, providing higher potential for WEH in the
resulting large-scale networks. Hence, while the nodes of these networks interfere to
each other, they concurrently contribute to the EMR energy that can be harvested.

There are various works that study the impact of EMR energy harvesting in
large-scale networks and two of them are closely related to our study [22,23]. How-
ever, both works consider direct communication scenarios to give useful insights on
the potential benefits of the EMR EH technology. Moreover, they do not characterize
the performance of general cooperative networks and their analysis is made under
assumptions that are either not applicable in WSNs or based on specific physical
layer configurations. More precisely, [22] assumes power adaptation capabilities for
the nodes and, in [23], closed-form expressions for the network metrics are provided
only for a particular value of the path loss exponent, while the network lifetime is
not thoroughly studied.

In this chapter, we consider a large-scale two-way NC-aided cooperative network,
where the relays have WEH capabilities, in order to be able to assist the sources to
exchange their data for longer time periods. Our contribution can be summarized as
follows: i) we provide a closed-form expression for the lower bound of the probability
of successful data exchange (which is an end-to-end Quality of Service (QoS) metric)
for every path-loss exponent, and ii) we theoretically express the lifetime gain thanks
to the usage of EMR harvesting at the relays. The provided closed-form expressions
can be applied in QoS optimization problems with energy lifetime constrains (or
vice versa) [34], for bidirectional cooperative networks.

The rest of the chapter is organized as follows. Section 3.2 describes the system
model. Section 3.3 presents the theoretical analysis for the successful message ex-
change and the network lifetime. Section 3.4 includes the model validation and the
experimental results. Finally, in Section 3.5, we briefly summarize the contribution
of this chapter.

3.2 System Model

We consider a large-scale network consisting of two sets of sources S1 and S2 in
saturated conditions that exchange messages with the assistance of relays R. All
nodes are assumed to be moving on the same Euclidean plane and they are rep-
resented by three independent homogeneous Poisson Point Processes (PPPs), a
sensible approach for wireless networks [7,22]. The sources S1 are described by the
PPP ΦS1

= {x1, . . . , xi}, where xi, ∀i ∈ N, denotes the location of the S1 source
s1i. ΦS1

has an intensity λ1, which corresponds to the average number of points
per area unit. Accordingly, the PPP ΦS2

= {y1, . . . , yj} with intensity λ2 represents
the location yj , ∀j ∈ N, of the S2 source s2j and ΦR = {z1, . . . , zk}, ∀k ∈ N, with
intensity λR, the location zk of the relay rk.

All nodes are assumed to be equipped with single-input-single-output transceivers
and the sources (S1, S2) have identical capabilities. Moreover, all nodes are pow-
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ered by a battery with initial energy level LI . In addition, the relays are capable of
EMR EH using a separate EMR Harvesting System (EHS) with a rectifying antenna
(rectenna), which is a special type of antenna that is used to convert RF energy
into direct current electricity with efficiency ε [11]. A relay is able to harvest the
EMR energy that emits from the transmissions of the sources, of the other relays
and of its own transmissions.

The time is divided into m “communication periods” Tm, where m ∈ N. Each
communication period consists of three time slots of duration ts. In the first time
slot, each source s1i is transmitting its message to the closest relay rk, as depicted in
Fig. 3.1(a). The rest of the sources are considered as interference for the relay that
is trying to decode the message of its associated S1 source. At the same time, the
EMR received by the relay due to the transmissions of all S1 sources is harvested
by the EHS. In the second time slot, the S1 sources are idle and each S2 source s2j

is transmitting its message to the closest relay, as depicted in Fig. 3.1(b). Again,
the rest of the S2 sources are considered as interference at the relay, which at the
same time harvests the incoming energy. Finally, in the third time slot, illustrated
in Fig. 3.1(c), each relay that has received and successfully decoded the messages
from its closest S1 and S2 sources is helping to the exchange of the messages by
broadcasting the NC message to the two sources.

For our analysis, without loss of generality, we assume that the respective receiv-
ing node in each slot is located at the origin (Slyvnyak’s theorem [7]). The received
power at a node located in a distance d from the transmitting node is Pthd

−α, where
Pt is the transmission power of the nodes, α > 2 is the path loss exponent and h is
the square of the amplitude fading coefficient (i.e., the power fading coefficient) that
is associated with the channel between the nodes. We also assume that the fading
coefficients are independent and identically distributed (i.i.d.). Moreover, the ampli-
tude fading

√
h is Rayleigh with a scale parameter σ = 1, hence h is exponentially

distributed with mean value µ = 1. A message is considered to be successfully de-
coded at a receiver when its signal-to-noise-plus-interference ratio (SINR) from its
nearest transmitter is higher than a threshold γ; otherwise the message is dropped.
The SINR of a mobile node located at the origin at a distance d from its associated
transmitter is defined as

SINR =
Pthd

−α

Id +N
, (3.1)

where the interference is defined as Id =
∑
x∈Φ Pthxx

−α and N is the additive white
Gaussian noise power that is modeled as a constant zero mean Gaussian Random
Variable (RV).
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Figure 3.1: Communication phases: a) Slot 1 (S1 → R), b) Slot 2 (S2 → R), c) Slot
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3.3 QoS and Lifetime Analysis

In this section, we provide the theoretical derivations of two important metrics for
the network performance: i) the probability of successful data exchange between
two nodes, and ii) the lifetime gain thanks to the EMR EH.

3.3.1 Successful message exchange probability

The end-to-end QoS metric of our interest is the probability of successful message
exchange, denoted as pex. This metric is written as

pex = pact pnc = (ps1→r ps2→r)(pr→s1 pr→s2), (3.2)

where ptx→rx, with tx, rx = {s1, s2, r}, is the probability that the receiver rx will
decode successfully the message from transmitter tx, pact = ps1→r ps2→r is the
probability that the relay is active during the third slot (i.e., the relay has success-
fully received the messages in the first two slots), and pnc = pr→s1 pr→s2 is the
probability that the sources have successfully received the network coded message
from the relay in the third slot.

(3.2) suggests that the probability of successful message exchange depends ex-
clusively on the probability of successful decoding of each individual transmission.
Thus, we will apply the analysis for the probability of successful decoding ptx→rx at
one random receiver node and, then, we will adjust accordingly the parameters for
the nodes of type S1, S2 and R. To that end, the probability of successful decoding
is defined as

ptx→rx = Pr(SINR > γ) = Pr

(
Pthd

−α

Id +N
> γ

)
=

∫ ∞
0

∫ ∞
0

Pr

(
h >

tα1 γ(t2 +N)

Pt

)
fd(t1)fId(t2)dt1dt2 (3.3)
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= Ed
{
EId
{

exp

(
− tα1
Pt
γ(t2 +N)

)}}
(3.4)

= Ed
{
LId
(
tα1
Pt
γ

)
exp

(
− tα1
Pt
γN

)}
, (3.5)

where (3.3) follows from the independence of the RVs d and Id with probability
density functions (PDFs) fd and fId and (3.4) follows from the cumulative distribu-
tion function (CDF) of an exponential RV with unit variance. Finally, (3.5) follows
from the definition of the Laplace transform. More specifically, by following the
guidelines of [7, 5.1.7] and after some algebra, the Laplace transform of the PDF of
Id caused at a receiver in a network with intensity λ can be expressed as

LId(s) = exp

(
− 2λπ2(Pts)

2
α

α sin(2π/α)

)
. (3.6)

By substituting (3.6) in (3.5), we may write

ptx→rx = Ed
{

exp

(
− 2λπ2(tα1 γ)

2
α

α sin(2π/α)
− tα1
Pt
γN

)
︸ ︷︷ ︸

f(t1)

}
. (3.7)

Note that, ptx→rx yields a closed-form expression only for the particular case of
α = 4 [6]. To overcome this limitation, we employ Jensen’s inequality in order to
provide a lower bound for the probability of successful decoding for every α > 2 by
using the expected value of the distance to the nearest node. Since the exponential
function is convex, we can apply Jensen inequality on Ed{f(t1)} given by

f(Ed{t1}) ≤ Ed{f(t1)}. (3.8)

The PDF of the distance to the nearest node from the origin is expressed as [7,
2.9.1]

fd(t1) = 2πλt1 exp(−λπt21). (3.9)

With regard to the distance to the nearest node, the expected value Ed{t1} may be
written as

Ed{t1} =

∫ ∞
0

t1fd(t1)dt1
(a)
= 2πλ

Γ[3/2]

2(πλ)3/2

(b)
=

1

2
√
λ
, (3.10)

where (3.10)a follows from the definite integral formula provided in [35, 15.77 (m =
2, a = πλ)], the Gamma function is given by Γ(z) =

∫∞
0
tz−1e−tdt and Γ[3/2] =

√
π

2 . Hence, using (3.7), (3.8) and (3.10b), the probability of successful decoding is
expressed as

ptx→rx ≥ exp

(
−π2γ2/α

2α sin(2π/α)

)
exp

(
−γN

Pt(2
√
λj)α

)
, (3.11)
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where λj is the intensity of the PPP on which we apply the probability, i.e.,
j = {1, 2, R}. We notice that λj is the only parameter that differentiates the prob-
abilities of (3.2). By applying (3.11) to (3.2) using the appropriate λ value for each
probability, we can derive the probability of successful exchange pex and the prob-
ability of active relay pact

1. Finally, the lower bound of the probability pex is given
by

pex = exp

[
−2π2γ

2
α

α sin(2π/α)
− γN

Pt2α

(
1

λ
α
2
1

+
1

λ
α
2
2

+
2

(pactλR)
α
2

)]
, (3.12)

which is the closed-form solution of the end-to-end metric pex for every value of
α > 2. By inspecting Eq.(3.12), it can be easily shown that in low noise cases
(N → 0) (interference limited environments) pex becomes independent of the node
intensities.

3.3.2 Network lifetime

At the end of a communication period Tm, the battery level of a relay, without
taking EH into account, is described by

L−eh(m) = LI −mts(2Pr + Ptpact), (3.13)

where LI is the initial energy level, Pr is the power consumption at the reception
mode, and pact is the probability of active relay, as described in Section 3.3.1. In
the case that the relay has EH capabilities, its battery level is described by

L+eh(m) = LI −mts(2Pr + Ptpact) +mts

( 3∑
i=1

E{Pehi}
)
, (3.14)

where Pehi with i ∈ 1, 2, 3 are the instantaneous harvested powers at the correspond-
ing time slots. The roots of (3.13) and (3.14) provide the relay’s lifetime mmax for
the two cases, respectively

mmax−eh =
LI

ts(2Pr + Ptpact)
and (3.15)

mmax+eh
=

LI

[2tsPr + tsPtpact − ts
∑3
i=1 E{Pehi}]+

, (3.16)

where [ξ]+ = max(ξ, 0). In the case where [ξ]+ = 0, the lifetime becomes infinite
because the harvested energy is more than the wasted. The instantaneous harvested
power from EMR is the received power at the EHS from the interferers, scaled by
the efficiency ε of the harvester, defined as

1Please note that, according to the Colouring theorem [36], the intensity of the relays in the
third slot is pactλR, since only the active relays transmit.
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Peh = ε
∑
x∈Φ

Pthxx
−α. (3.17)

For the first two slots (i.e., i = 1, 2), the average harvested power E{Pehi} can be
derived using Campbell’s theorem for sums [7, 4.2]. (3.17) can then be written as

E{Pehi} = εPtE{
∑
x∈Φ

hxx
−α} (3.18)

(a)
= εPtE{

∑
x∈Φ

x−α} (b)
= εPtλi

∫
R2

x−αdx (3.19)

(a)
= εPtλi

∫ 2π

0

∫ ∞
Ed{d}

r−αrdrdφ
(b)
=

εPtλi2π

(α− 2)(2
√
λi)2−α , (3.20)

where (3.19)a follows from the multiplicativity of the expected value (hx and x−α are
independent), (3.19)b follows from the Campbell’s theorem, (3.20)a follows from the
integration in spherical coordinates and (3.20)b follows from the integration from
the mean minimum distance, given in (3.10), to infinity. In the third slot, the relays
are able to harvest energy from their own transmissions as well. Thus, (3.20) can
be expressed as

E{Peh3
} =

εPtpactλR2π

(α− 2)(2
√
pactλR)2−α + εPt, (3.21)

where εPt is the additional part of self-harvested energy that is not affected by path
loss and fading.

3.4 Model validation

In this section, we validate the proposed theoretical framework via extensive simu-
lations. We have developed a MATLAB simulator to create snapshots of the PPPs
that exist on the plane, in order to measure the probability of successful data ex-
change and the lifetime gain in our system.

3.4.1 Simulation setup

In our simulations, we study the proposed system under high and low noise condi-
tions (i.e., N = 10 dBm and N = 40 dBm). We use a path loss exponent α = 3,
although it is possible to use any value α > 2. The mean value of the power fad-
ing coefficient is µ = 1 and the transmit power is Pt = 75 mW, while the power
for the reception mode is Pr = 100 mW. The conversion efficiency of the EHS is
ε = 0.1 [11], while the intensities of the PPPs are λ1 = λ2 = 0.4 and λR = 0.5.
Finally, the timeslot duration and the initial level of a relay’s battery are ts = 1 s
and LI = 1000 J, respectively.
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Figure 3.2: (a) Probability of successful exchange vs. Threshold for different noise
levels, (b) Lifetime vs. Threshold for low noise level (N = 10 dBm) and
(c) Lifetime vs. Threshold for high noise level (N = 40 dBm).

3.4.2 Results

Fig. 3.2(a) illustrates the lower bound of the probability of successful message ex-
change ((3.12)). In this figure, it can be seen that (3.8) is verified and that the
lower bound is tight. The same remark is valid for other simulation parameters.
Furthermore, as it was expected, the probability pex is higher for low noise levels,
in contrast to the case of high noise, where it reaches zero at lower thresholds. The
probability pex is decreasing as threshold increases, since less packets are decoded
by the receiver.

Moreover, in Fig. 3.2(b), we present the lifetime of the network versus the thresh-
old in low noise (N = 10 dBm), for networks without and with energy harvesting
((3.15) and (3.16), respectively). It is illustrated that the low bound is tight and
that the benefits from harvesting EMR energy are significant, since the lifetime of
the network can be increased up to 70% for low thresholds. We can observe from
the figure that the lifetime reaches its maximum value at a threshold of around 0
dB. This can be explained by noticing that the lower bound of pex in Fig. 3.2(a)
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Figure 3.3: (a) Probability of successful relay decoding vs. Relay intensity for high and
low noise levels. (γ = −30 dB), and (b) Lifetime vs. Relay intensity for
high and low noise levels.

is significantly small at 0 dB for low noise environments, which means that the
number of active relays is smaller and, thus, the node does not consume energy for
transmission.

In Fig. 3.2(c), we plot the lifetime of the network versus the threshold for high
noise (N = 40 dBm), and we observe the same behavior as in Fig. 3.2(b). However,
in this case, the lifetime is reaching its maximum value at approximately −21 dB,
which is the value of the threshold that pex is almost zero for high noise environments
(Fig. 3.2(a)).

In Fig. 3.3, we present an interesting result regarding the impact of the relay
intensity λR at the probability of successful exchange and the network lifetime. We
can observe from Fig. 3.3(a) that pex remains almost constant for low noise levels,
despite the changes of the relay intensity. This result can be justified by the fact
that the interference is higher for higher relay intensities, while at the same time
the mean minimum distance from the transmitter ((3.10)) is also decreased. Thus,
the SINR, as it is described in (3.1), is not affected by the differences in the relay
intensity for negligible noise levels. On the other hand, as shown in Fig. 3.3(b),
increasing the number of relays, increases the lifetime of the network for both low
and high noise levels. Finally, it is evident that as the node intensity increases, the
lifetime follows an upward trend since a higher number of nodes contributes in the
total harvested energy, as stated in Section 3.3.2.
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3.5 Conclusion

In this chapter, we made an initial investigation on the effects of WEH in the
coverage and lifetime of a cooperative network. More specifically, we provided a
theoretical framework for studying the benefits of EMR energy harvesting in bidi-
rectional network coded cooperative communications. It has been shown that the
lifetime of the network can be increased up to 70%. Moreover, it has been proved
that, in low noise environments, increasing the relay intensity benefits the lifetime
of the network, without compromising the QoS.

In the following chapter, we extend this work by considering a rectenna with a
realistic behaviour and employing a state-of-the-art WEH technique for simultane-
ous wireless information and power transfer with a dynamic power management.



Chapter 4

Information Exchange in
Randomly Deployed Dense
WSNs with Wireless Energy
Harvesting Capabilities

4.1 Introduction

Despite their limited processing and energy capabilities, wireless sensor networks
(WSNs) apply in an increasing number of domains, such as environmental moni-
toring [37], mobile healthcare [38] and intelligent transportation systems [39]. With
the introduction of new paradigms, such as Machine-to-Machine communication
and Internet of Things, the number of wireless nodes in WSNs increases constantly,
creating large-scale and dense randomly deployed networks. In such networks, the
interference and the excessive traffic can significantly affect the quality of service
(QoS) and, consequently, the network lifetime. Therefore, although in typical WSN
scenarios the information collected by the sensors is forwarded through the network
to a central control station (sink) for centralized handling and decision-making, re-
cent applications in dense networks drive the need for local data exchange among
the nodes. To that end, many works have been motivated to consider the use of dis-
tributed algorithms that encourage data processing on the node side. Distributed
estimation [40], distributed clustering [41] and distributed data storage [42] are
among the applications that support local data exchange and processing to improve
the network performance and the energy efficiency. Hence, the design of effective
schemes that enable neighboring nodes to exchange messages and apply distributed
algorithms locally is becoming of considerable importance [43].

Given the dense deployment, it is very probable that surrounding nodes overhear
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the transmissions of the network and are willing to assist the communication by
acting as relays. This concept, known as cooperation [44], can provide noteworthy
gains in the communication and was initially studied in small-scale networks where
the relays are deployed in favorable positions (e.g., in between the transmitting
nodes) [45]. However, in large-scale networks, i) relay selection needs considerable
overhead and signaling [46] and ii) it is hard to maintain a favorable position of the
relays for every pair of the randomly deployed transmitting nodes. Nevertheless,
although cooperation cannot always guarantee notable performance gains in large-
scale dense networks [47], it is possible to achieve diversity gains that increase the
network reliability.

Besides, due to the limited human intervention for practical matters (e.g., re-
placing batteries), energy efficient communication becomes an essential concern in
the design of large-scale networks. Although cooperation can improve the energy
efficiency of a WSN, there are more effective ways to extend the network lifetime,
which is a key parameter of a WSN and strongly depends on the limited-capacity
batteries. Currently, a popular and drastic way to prolong the network operation is
by harvesting energy from the environment to either power entirely the sensor nodes
or extend the lifetime of the existing batteries [48–50]. In this new paradigm, which
is broadly known as energy harvesting (EH), the most typical energy sources are
solar, thermal, wind and kinetic energy. However, in this thesis, we employ wireless
energy harvesting (WEH) [10], which has emerged as an alternative approach to
harvest the energy of the electromagnetic radiation (EMR) from the network trans-
missions without the need of expensive hardware systems. WEH can be adopted
even in cases where the aforementioned energy sources are scarce or unstable due to
their dependence on stochastic events like the weather conditions. This constitutes
it a reasonable and straightforward method to extend the lifetime of the wireless
nodes and, consequently, of the whole network.

Due to the dependence of the energy conversion efficiency of the harvester on
the amount of received EMR [1,51], the benefits from WEH are marginal for small-
scale network applications, but interestingly high for large-scale dense networks.
Ideally, with WEH, it would be possible to improve vastly the network performance
by simultaneously transferring information and harvesting all the power. However,
since the reuse of the whole received signal both from the energy harvester and
the information receiver is not yet possible, various methods have been proposed
in order to facilitate WEH [17]. In the class of these techniques, dynamic power
splitting (DPS) [18] has been proved to be among the most efficient approaches that
facilitates simultaneous message decoding and energy harvesting. Using DPS, it is
possible to dynamically share the received energy between the information decoder
and the energy harvester, according to the channel condition that is assumed to be
known at the receiver.

To that end, several studies that consider large-scale networks with WEH have
lately appeared in the literature [22–24]. In his pioneer work [22], Huang studies the
network throughput in a basic mobile ad hoc scenario, where the communication
between the transmitter and the receiver is conducted through an ideal wireless
channel (i.e., no path loss is assumed in the link). It is worth noting that, al-
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though some of the potential benefits of the WEH technology are identified in [22],
the results cannot be generalized for cooperative communications. Particularly, in
cooperative scenarios, the existence of relay nodes imply a volatile and complex en-
vironment that requires a dedicated study. Similarly, in [23], Guo and Wang study
the effects of WEH in a direct communication scenario. Nevertheless, the analysis
is based on specific physical layer configurations, since the authors provide closed-
form expressions for the QoS metrics only for specific path loss conditions, i.e., a
particular value for the path loss exponent. However, the range of values that the
path loss exponent can have in different environments stresses the need for the-
oretical expressions that provide general and environment-independent solutions.
Recently, an interesting approach has been presented in [24] by Krikidis, where the
coverage of a large-scale network is studied, while the receivers employ a technique
for simultaneous information and energy transfer. The author provides incentives
for cooperation, highlighting the possible benefits, however the proposed model con-
siders fixed distances between preassigned nodes. In addition, the model assumes
a constant energy conversion efficiency for the harvester, although in realistic im-
plementations the efficiency depends on the input power. In the same context, in
Chapter 3, we provide a study for a bidirectional scenario with relays that harvest
EMR with a constant energy conversion efficiency. Important insights are provided
into the probability of data exchange in such scenarios, but there is no analysis
with regard to the end-to-end network performance, which is essential for the eval-
uation of the proposed model. In addition, the possibility of direct communication
among the randomly deployed nodes is neglected, as only cooperative operation is
considered.

In this chapter, we study the impact of WEH using DPS on the information
exchange in large-scale networks. We consider two sets of sources that exchange their
messages either directly or via randomly deployed relay nodes. As performance gains
from cooperation are not always guaranteed in dense networks, it is interesting to
investigate the potential benefits of cooperation in a WEH-enabled dense network.
In addition, we employ a realistic model for the WEH conversion efficiency of the
receivers [1]. Our contribution can be summarized in the following points:

• We analytically derive the probability of successful data exchange, while tak-
ing into account DPS.

• In order to demonstrate the potential energy gains of WEH, we analytically
estimate the network lifetime with and without WEH. We assume a variable
and, thus, realistic energy conversion efficiency for the harvester to comply
with state-of-the-art rectennas.

• We provide theoretical expressions for a well-established end-to-end QoS per-
formance metric, namely the spatial throughput, and derive theoretically the
optimal intensity that maximizes the network lifetime.

• We conduct an extensive performance assessment for the two schemes (di-
rect and cooperative), which reveals intriguing trade-offs that provide useful
insights for the design of WSNs with WEH.
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The rest of the chapter is organized as follows. Section 4.2 describes the sys-
tem model and the communication scenarios. Section 4.3 presents the analysis for
the probability of successful message exchange. Section 4.4 includes the theoreti-
cal expressions of the average network lifetime for the different scenarios, while, in
Section 4.5, we present useful performance metrics. Section 4.6 presents the model
validation and the numerical results. Finally, Section 4.7 provides a brief discussion
of the contibution of the paper.

4.2 System Model

4.2.1 Network and Channel Model

We consider a large-scale network consisting of two sets of source nodes S1 =
{s11, . . . , s1i}, S2 = {s21, . . . , s2j} and a set of ambient nodes acting as relays
R = {r1, . . . , rk} in two different communication scenarios: i) direct, where the
sets of source nodes exchange messages directly, and ii) cooperative, where the ran-
domly deployed relays R assist S1 and S2 to the message exchange. In cases where
it is convenient, a set of sources will be denoted as Sϕ, ϕ ∈ {1, 2} while Sϕ̂ will
denote the complementary set (i.e., when Sϕ = S2 then Sϕ̂ = S1 and vice versa).
The relays are assumed to be other sensor nodes or other type of devices (e.g.,
smartphones with dedicated interface for relaying). The different sets of sources
measure different phenomena and broadcast their measurements. More specifically,
each individual source node receives a local measurement, either directly or cooper-
atively from the nearest node of the other type (i.e., nearest-neighbor model [52]).
Consequently, each node is required to be aware of the location of itself and of its
neighbors, via localization schemes that act in higher network layers [53].

All nodes are identical and assumed to be moving on the same Euclidean plane.
They are represented by three independent homogeneous PPPs, a reasonable ap-
proach for WSNs according to [54]. The locations of the sources S1 are described
by the PPP ΦS1

= {x1, . . . , xi} with intensity λ1, where xi, ∀i ∈ N, denotes the
location of the source s1i on the plane R2. Similarly, the location of the sources S2

on R2 are represented by the PPP ΦS2
= {y1, . . . , yj} with intensity λ2, where yj ,

∀j ∈ N denotes the location of the source s2j . For the modeling of the relay nodes,
there is an additional PPP ΦR = {z1, . . . , zk} with intensity λR, which represents
the location zk, ∀k ∈ N, of the relay rk.

For our analysis, without loss of generality, we assume that the respective re-
ceiving node in each slot is located at the origin (Slyvnyak’s theorem [7]). The
received power PR at a node located in a distance d from the transmitting node
is PR = Pthd

−α, where Pt is the transmission power of the nodes, α > 2 is the
path loss exponent and h is the square of the amplitude fading coefficient (i.e., the
power fading coefficient) that is associated with the channel between the nodes. We
also assume that the fading coefficients are independent and identically distributed
(i.i.d.). Moreover, the amplitude fading

√
h is Rayleigh with a scale parameter σ = 1,

hence h is exponentially distributed with mean value µ. Rayleigh fading is widely
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Figure 4.1: Schematic of a node at reception mode. The received power is dynamically
split based on the rule given in (4.1).

used by researchers [60] to model the effect of a propagation environment on a radio
signal and it is a useful model for outdoor urban environments, as in our model,
where there is not necessarily line of sight between the transmitter and the receiver.
Additonally, the channel is assumed to remain constant in one time slot (i.e., a time
period in which a transmission takes place).

All nodes are powered by a battery with initial energy level BI and in every time
slot consume energy to communicate (i.e., Pt power is consumed for transmission
and Pr for reception). Also, they are capable of WEH using a power splitter that
dynamically adjusts the power ratio that is allocated to the information receiver and
the energy harvester, i.e., DPS [18]. A simplified illustration of a node is provided in
Fig. 4.1, where the various parts of the node are shown. A node is able to recharge
its battery by harvesting the EMR energy from the transmissions of the sources and
the relays in the network. According to DPS, the splitting depends on the channel
condition and it is described by the following rule:

v(ψ) =


1, if h < ψ

ψ

h
, if h ≥ ψ (4.1)

where h is the power fading coefficient of the channel between the receiver and the
nearest transmitter and ψ is a parameter that defines the amount of power that
is split between the energy harvester and the information receiver. Later in this
chapter, we provide an empirical method to choose the value of the ψ parameter.
In addition, it is assumed that h is known at the receiving node, but unknown to
the transmitter. According to (4.1), when the channel conditions are poor, all of the
received signal is being fed to the information receiver. On the contrary, when the
channel conditions are satisfactory for the information receiver, then a fraction of the
received power equal to (1− ψ

h ) ∈ [0, 1] is being fed to the energy harvester without
deteriorating the communication performance. At this point, we should mention
that the employed DPS technique does not necessarily provide optimal performance
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Figure 4.2: Behavior of the RF to DC efficiency of a rectenna.

in terms of harvested energy for our interference-limited system. However, it is a
novel technique that considers the impact of fading and, thus, avoids compromising
the communication performance.

Furthermore, the conversion efficiency of the radio frequency (RF) energy into
direct current electricity is denoted by ε. As the conversion efficiency of a rectenna
depends on the received power [1, 51], we adopt a variable conversion efficiency ε
modeled as a quadratic polynomial that captures the behavior of state-of-the-art
rectennas [1, 51], as in Fig. 4.2, given by

ε(PI) = a3P
3
I + a2P

2
I + a1PI + a0, (4.2)

where PI in Watts is the input power or the total received power, which consists
of the received signal and the interference, while a3, a2, a1, a0 are the coefficients of
the cubic polynomial.

After taking into account DPS, a message is considered to be successfully de-
coded at a receiver when the signal-to-interference-plus-noise ratio (SINR) from its
nearest transmitter, denoted as γ, is higher than a threshold γ∗; otherwise the mes-
sage is dropped [55]. The SINR of a mobile node located at the origin at a distance
d from its nearest transmitter is

γ =
v(ψ)Pthd

−α

v(ψ)Id +N
, (4.3)

where Id is the aggregated interference caused by the transmitter’s PPP, defined as
Id =

∑
x∈Φ Pthxx

−α and N is the additive white Gaussian noise power, modeled
as a constant zero mean Gaussian Random Variable (RV).
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Figure 4.3: Communication phases. (a) DC scenario phases: i) Slot 1 (S1 → S2), ii)
Slot 2 (S2 → S1), (b) CC scenario phases: i) Slot 1 (S1 → S2, R), ii) Slot
2 (S2 → S1, R), iii) Slot 3 with active relay (S1 ← R), iv) Slot 4 with
active relay (S2 ← R)

4.2.2 Communication Model

The time is divided into time slots of fixed duration ts, in which the transmission of
one packet can take place. The time needed for the two sets of sources to exchange
messages is called communication period (CP). Each CP consists of g time slots,
depending on the communication scheme, as we will describe in detail next.

Direct communication scenario (DC)

In the DC scenario, illustrated in Fig. 4.3a, the CP consists of two time slots (i.e.,
gDC = 2) of duration ts. In the first time slot, each S1 source is broadcasting its
message and each S2 source attempts to decode the message of its nearest S1 source.
The rest transmissions of the S1 sources are considered as interference for the S2

source. However, when the circumstances allow it (i.e., h ≥ ψ), this interference
is beneficial for the network, because a part of it is harvested. In the second time
slot, the system follows a similar procedure and each S1 source attempts to decode
a message from its nearest S2 source. In the end of the CP, all source nodes have
attempted to decode a message from their nearest node of the other type, as it
is depicted in Fig. 4.3a (i.e., small rectangular next to each node). In the second
time slot of this figure, it can be noticed that node 23 has attempted to decode the
message from its nearest node 12, although the latter has attempted to decode the
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message of its nearest S2 node, i.e., 22. Therefore, there are not always certain pairs
in the network, as it happens with nodes 11 and 21. In this way, all nodes manage to
receive a message from their nearest neighbor, which is the goal in such scenarios.

Cooperative communication scenario (CC)

In the CC scenario, illustrated in Fig. 4.3b, the CP consists of four time slots (i.e.,
gCC = 4). Similar to the DC scenario, in the first two slots, the S1 and S2 sources
are attempting to decode the message from their nearest neighbor of the other type.
However, in this scenario, there are also relays distributed on the plane that attempt
to decode the messages from their nearest source nodes to assist the communication.
Therefore, in the following two time slots, the relays are consecutively broadcasting
the messages of their nearest S1 and S2 node. In this way, there is a diversity gain,
since the sources have two possible ways of receiving a message from a source of the
other type. At the fourth time slot in Fig. 4.3b, we notice that most source nodes
have received the same message twice. This means that these nodes have higher
probability to decode this message. However, depending on the random topology,
there is a chance that some source nodes will receive two different messages, as
it happens in nodes 13 and 21 and, thus, deduce more information about their
environment. Moreover, if a relay fails to decode the messages in the first two time
slots, then it transmits power to the sources to cooperate only in terms of energy.

4.3 Successful Message Exchange Probability

In this section, we present the probability of successful message exchange between
the two types of sources in one CP for the DC and CC scenarios. The successful
message exchange probability is an important QoS metric, defined as the probability
of both S1 and S2 sources to decode successfully the received messages within a CP.

4.3.1 Direct Communication Scenario

In the first time slot of the DC scenario, all S2 source nodes decode successfully a
direct message from their nearest S1 neighbor with a probability denoted as pDC1

.
Similarly, with pDC2 we denote the probability that all S1 source nodes decode
successfully a direct message from their nearest S2 neighbor in the second time
slot. These probabilities (i.e., pDC1

and pDC2
) are independent and have common

network parameters except for the intensity λ1 and λ2, respectively. Therefore, the
probability pDCϕ = f(λϕ) is a function of the intensity and the probability pDC
that all source nodes have successfully decoded a message from the nearest neighbor
of the other type is given by

pDC = pDC1pDC2 =

2∏
ϕ=1

pDCϕ (4.4)



Chapter 4. Information Exchange in Randomly Deployed Dense WSNs with
Wireless Energy Harvesting Capabilities 43

To that end, to derive pDC we have to calculate the probability pDCϕ . Moreover,
in order to account for the power splitting process described by (4.1), we have to
differentiate between the cases of h < ψ and h ≥ ψ. Therefore, the probability of
successful message exchange for the DC scenario is given by the following theorem.

Theorem 1. The probability of successful message decoding in one time slot for
the DC scenario is given by

pDCϕ = πλϕ(1− e−µψ)

∫ ∞
0

exp

[
− πλϕr

(
1 +

∫ ∞
γ∗
−2
α

γ∗
2
α

1 + u
α
2

du

)
− µγ∗N

ψPt
r
α
2

]
dr+

+
2πλϕ
eµψ

∫ ∞
0

exp

[
− 2πλϕ

2F1

(
1, α−2

α ; 2α−2
α ; γ∗Ptψ

Ptψ−rαγ∗N
)

(α− 2)
(

1
γ∗rα −

N
Ptψ

) 2
α
(

γ∗Ptψ
Ptψ−rαγ∗N

) 2−α
α

− πλϕr2

]
rdr,

(4.5)

where

2F1(a, b; c; z) =

∞∑
n=0

(a)n(b)n
(c)n

zn

n!

is the hypergeometric function.

Proof. By taking into account (4.1) and (4.3), the probability pDCϕ is given by

pDCϕ = Pr(γ > γ∗ ∩ h < ψ) + Pr(γ > γ∗ ∩ h ≥ ψ). (4.6)

Conditioning on the value of the RV h using the Kolmogorov definition of conditional
probabilities, we obtain

pDCϕ = Pr(h < ψ)Pr(γ > γ∗|h < ψ) + Pr(h ≥ ψ)Pr(γ > γ∗|h ≥ ψ). (4.7)

Since h is exponentially distributed with rate µ, (4.7) can be written as

pDCϕ=

(
1− 1

eµψ

)
Pr(γ > γ∗|h < ψ) +

1

eµψ
Pr(γ > γ∗|h ≥ ψ). (4.8)

In (4.8), the probability Pr(γ > γ∗|h < ψ) can be easily calculated using guidelines
from [6] and it is given as

Pr(γ > γ∗|h < ψ) = (4.9)

πλϕ

∫ ∞
0

exp

[
− πλϕr

(
1 +

∫ ∞
γ∗
−2
α

γ∗2/α

1 + ua/2
du

)
− µγ∗N

Ptr−α/2

]
dr.

Moreover, the proof for the probability Pr(γ > γ∗|h ≥ ψ) is provided in the
Appendix (Section 4.8).



44 4.3. Successful Message Exchange Probability

Replacing Pr(γ > γ∗|h < ψ) and Pr(γ > γ∗|h ≥ ψ) in (4.8), concludes the
proof.

Lemma 1. For the special but common case when the path loss exponent is α = 4,
Theorem 1 is simplified into

pDCϕ= πλϕ(1− e−µψ)

√
π

ω(γ∗)
exp

(
χ(λϕ, γ

∗)2

4ω(γ∗)

)
Q

(
χ(λϕ, γ

∗)√
2ω(γ∗)

)
+

+ 2πλϕe
−µψ

∫ ∞
0

exp

[
− πλϕr2

(
1 + ζ(r, γ∗) arctan

[
ζ(r, γ∗)

])]
rdr, (4.10)

where Q(x) = 1√
2π

∫∞
x

exp (−q2/2)dq is the tail probability of the standard

normal distribution, χ(λϕ, γ
∗) = πλϕ(1 +

√
γ∗(π/2 − arccot (

√
γ∗))), ζ(r, γ∗) =√

Ptγ∗

Pt−r4γ∗N and ω(γ∗) = µγ∗N/Pt.

Proof. For the special case that the path loss exponent is α = 4, Theorem 1 can be
further simplified. Considering (4.8), the probability Pr(γ > γ∗|h < ψ) for α = 4
is derived in [6]. Regarding Pr(γ > γ∗|h ≥ ψ), we will simplify it by using Euler’s
transformation formula for the hypergeometric function 2F1 [56, 15]:

2F1(a, b; c; z) = (1− z)c−a−b · 2F1(c− a, c− b; c; z).

Therefore, in our case

2F1

(
1,

1

2
;

3

2
;

γ∗Ptψ

Ptψ − r4γ∗N

)
=2F1

(
1

2
, 1;

3

2
;

γ∗Ptψ

Ptψ − r4γ∗N

)
Moreover, by applying the hypergeometric representation of arctan

arctan(z)

z
=2 F1

(
1

2
, 1;

3

2
;−z2

)
,

we obtain the result of Lemma 1.

4.3.2 Cooperative Communication Scenario

In the case of the cooperative scenario, the two sets of sources exchange their mes-
sages either directly or with the assistance of relay nodes. Therefore, the overall
probability of successful exchange in the cooperative case, denoted as pCC , depends
both on the probabilities pDC1

and pDC2
derived in Section 4.3.1 and on the proba-

bility pCCRϕ , which denotes the probability that relay has decoded a message from
its nearest type ϕ source and a type ϕ̂ source node has successfully decoded this
message through this relay. Hence, there are three events for successful exchange in
the cooperative scenario: i) both directly and through a relay, ii) only directly, or
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iii) only through a relay. Since these events are mutually exclusive, the probability
of successful exchange in the cooperative case is given by the following lemma1.

Lemma 2. The probability of successful message exchange in one CP for the
cooperative scenario is given by

pCC =
(
pDC1 + pCCR1

(1− pDC1)
)(
pDC2 + pCCR2

(1− pDC2)
)
. (4.11)

Proof. The proof of Lemma 2 is provided in the Appendix (Section 4.8).

Remark 1. In interference-limited systems, thermal noise is not an important
consideration that results in a weak dependence of the probability of successful
transmission pDCϕ with the node intensity [6]. To that end, it follows that pDC1

'
pDC2

and, thus, pCC '
(
pDCϕ + p2

DCϕ
− p3

DCϕ

)
. From the latter, it can be easily

proven that pCC ≥ pDC holds always. Still, although it is always more probable
to achieve a successful message exchange in the CC scenario, this result does not
imply higher performance of the CC scenario in the end-to-end performance of the
network. Consequently, in the following, we perform an analysis on the network
lifetime and other end-to-end performance metrics (e.g., spatial throughput) to
identify trade-offs between the two scenarios.

4.4 Network Lifetime

One of the most important metrics for a WSN is its operating lifetime. In this
section, the analysis for the derivation of the network lifetime and the average har-
vested power is given for all scenarios. In this way, it becomes possible to determine
the gains of WEH using DPS.

4.4.1 Direct Communication Scenario

After wd ∈ N0 communication periods and without taking EH into account, the
average battery level of a source node in the DC scenario is defined by the amount
of energy Econ consumed per CP and it is given by

B̄d(wd) = BI − wdEcon = BI − wdts(Pr + Pt), (4.12)

where BI is the initial energy level, ts is the duration of a time slot, Pr is the
power consumption at the reception mode, and Pt is the power consumption at the
transmission mode. In the case that the source nodes have EH capabilities, their

1It should be noted that, although the interference at the relay and destination in the two first
time slots comes from the same set of nodes, the impact of fading minimizes the correlation and,
therefore, the events can be considered independent.



46 4.4. Network Lifetime

battery level is increased in each CP by the average harvested power per CP denoted

as P̄d
EH

. Thus,

B̄d
EH

(wEHd ) = BI − wEHd ts(Pr + Pt) + wEHd tsP̄d
EH

. (4.13)

The roots of (4.12) and (4.13) (i.e., the values of wd and wEHd that the battery

is discharged) provide the source node’s average lifetime in CPs L̄d and L̄d
EH

,
respectively

L̄d =
BI

ts(Pr + Pt)
(4.14)

and

L̄d
EH

=
BI

[ts(Pr + Pt − P̄d
EH

)]+
, (4.15)

where [ξ]+ = max(ξ, 0).

Remark 2. In the extreme case that the denominator of (4.15) is equal to zero,
the consumed power is lower or equal than the average harvested power and, hence,
the network lifetime becomes infinite (i.e., the perpetual network operation).

In the following theorem, the average harvested power P̄d
EH

of a source node is
provided, in order to complete the derivation of the average network lifetime with

EH in the DC scenario L̄d
EH

, given in (4.15).

Theorem 2. The average harvested power in one CP of a type Sϕ source node
at the DC scenario, while taking into account DPS and before the RF-to-DC
conversion efficiency is described by

P̄DPSdϕ = Pte
−µψ

[
παλϕ̂

µ(α− 2)
+ ψe−µψEi[−µψ]

[
παλϕ̂
α− 2

− E
{
r−αcϕ̂

}]]
,

whereas the actual average harvested power after applying the RF-to-DC conver-
sion efficiency is given by

¯Pdϕ
EH

= P̄DPSdϕ

[
a3

(
P̄log

)3
+ a2

(
P̄log

)2
+ a1

(
P̄log

)
+ a0

]
, (4.16)

where P̄log = 10 log10

P̄DPSdϕ
1mW , Ei[x] = −

∫∞
−x

e−t

t dt for nonzero values of x denotes

the exponential integral and E
{
r−αcϕ̂

}
denotes the expected value of the path loss

to the nearest type Sϕ̂ transmitter for different path loss exponent values α > 2,
given within the proof. We denote with a3, a2, a1, a0 the coefficients of the cubic
polynomial that captures the behavior of state-of-the-art rectennas.

Proof. The proof of Theorem 2 is provided in the Appendix (Section 4.8).
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Remark 3. At this point, it should be mentioned that the average lifetime L̄d
EH

is limited by the set of sources with the least average harvested power. Thus, it
holds that

L̄d
EH

= BI
/

[ts(Pr + Pt −min{P̄d1
EH

, P̄d2
EH})]+. (4.17)

This happens because when a set of sources consumes all of its energy, then we
assume that the system has reached its lifetime.

4.4.2 Cooperative Communication Scenario

In the cooperative communication scenario, a set of relay nodes assists the source
nodes to exchange their messages. Therefore, without taking EH into account, the
battery level of a node after wc ∈ N0 CPs in the cooperative scenario is defined by
the initial battery level and the amount of energy Econ consumed per CP and it is
given by

B̄c(wc) = BI − wcEcon = BI − wcts
(

2Pr + Pt
(
1 + 1R

))
, (4.18)

where 1R is the indicator function that determines whether (4.18) represents the
battery level of a relay node or a source and it is described by

1R =

{
1, Relay node. (4.19)

0, Source node.

Similarly, in the case that the nodes have EH capabilities, their battery level at any
CP wEHc is

B̄c
EH

(wEHc ) = BI − wEHc ts

(
2Pr + Pt

(
1 + 1R

))
+ wEHc tsP̄c

EH
, (4.20)

where P̄c
EH

is the average harvested power in one CP. The roots of (4.18) and
(4.20) provide the node’s average lifetime in CPs for each case, respectively

L̄c =
BI

ts

(
2Pr + Pt

(
1 + 1R

)) (4.21)

and

L̄c
EH

=
BI

[ts

(
2Pr + Pt

(
1 + 1R

))
− tsP̄c

EH
]+
. (4.22)

As in the DC scenario, the average harvested power P̄c
EH

must be derived to

complete the calculation of the network lifetime with EH in the CC scenario L̄c
EH

,
given in (4.22).
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Lemma 3. The average harvested power of a type Sϕ source P̄DPScϕ or a relay
node P̄DPScR for the cooperative scenario, while taking into account DPS and
before the RF-to-DC conversion efficiency, is the sum of the average power har-
vested by the transmissions of the other two sets. Hence, we obtain

P̄DPScϕ =
Pt
eµψ

[
πα(λR + λϕ̂)

µ(α− 2)
+

ψ

eµψ
Ei[−µψ]

[
πα(λR + λϕ̂)

α− 2
− E

{
r−αcϕ̂ − r

−α
cR

}]]
(4.23)

and

P̄DPScR =
Pt
eµψ

[
πα(λϕ + λϕ̂)

µ(α− 2)
+

ψ

eµψ
Ei[−µψ]

[
πα(λϕ + λϕ̂)

α− 2
− E

{
r−αcϕ̂ − r

−α
cϕ

}]]
,

(4.24)
where Ei[x] is the exponential integral of x and E

{
r−αcR

}
denotes the expected value

of the path loss to the nearest relay.
The actual average harvested power after applying the RF-to-DC conversion

efficiency P̄cι
EH

, ι ∈ {ϕ,R} is given by

P̄cι
EH

= P̄DPScι

[
a3

(
P̄c log

)3
+ a2

(
P̄c log

)2
+ a1

(
P̄c log

)
+ a0

]
, (4.25)

where P̄c log = 10 log10
P̄DPScι
1mW .

Proof. The same line of thought is followed for this proof as in Theorem 2. However,
for the cooperative case, the sources are assisted by a set of relays. Therefore, each
source node receives on average energy from two sets (i.e., in one timeslot from the
relay transmissions and in another timeslot from the transmissions of the other set
of sources). Moreover, the relays are receiving the energy from the transmissions of
the two source sets. Thus, the average harvested power while taking into account
DPS and before the RF-to-DC conversion efficiency of an Sϕ source is

P̄DPScϕ = P̄DPSdϕ + P̄DPSdR , (4.26)

where P̄DPSdR can be derived from P̄DPSdϕ using λR as the intensity. For a relay
node the average harvested power is

P̄DPScR = P̄DPSd1 + P̄DPSd2 . (4.27)

Substituting (4.26) or (4.27) to (4.25) and following a procedure as in Theorem 2,
yields the respective actual average harvested power after applying the RF-to-DC
conversion efficiency, which concludes the proof.

Thus, by combining (4.25) with (4.22), the maximum lifetime of a node with EH in
the cooperative scenario can be derived. Similar to Remark 3, the average lifetime

in the CC scenario is defined by the minimum between P̄c1
EH

and P̄d2
EH

.
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4.5 Optimal Intensity and Performance metrics

In this section, we will introduce the optimal intensity, which provides an accurate
estimation of the number of nodes per unit area needed to achieve the highest
possible lifetime for the network, and two metrics that are useful for evaluating the
performance of the network, i.e., the spatial throughput that indicates the average
number of messages exchanged per unit area and the total messages exchanged on
average.

4.5.1 Optimal Intensity

In previous works with WEH networks that do not take into account the RF-to-DC
conversion efficiency, the network intensity is a monotonic function of the average
harvested power. However, in a more realistic approach where the antennas are not
ideal, as the network intensity and, thus, the interference increases, the average
harvested power rises to a local maximum and then decreases due to the low RF-to-
DC conversion efficiency. Therefore, it is important to know the network topology
characteristics such as the intensity of the transmitting set of nodes that achieves the
maximum average harvested power for the receiving set of nodes. The optimization
problem considered can be described as

max
λϕ̂

¯Pdϕ
EH

(λϕ̂)

s.t. λϕ̂ ≥ 0

0 ≤ ε(PI) ≤ 1

(4.28)

and a solution of this problem is given in the following Lemma.

Lemma 4. The optimal intensity λopt to achieve maximum lifetime in a net-
work with DPS and RF-to-DC conversion efficiency described by (4.1) and (4.2),
respectively, is given by

λopt=
µ(α− 2)10−

α2
30α3

103Ptπαe−µψ+1
exp

[
22/3f

60α3
+

ln 210(α2
2 − 3α1α3) + 900α2

3

2−4/360α3f

]
,

where

f =
3

√
−ρ+

√
ρ2 − 4

(
ln2 10(α2

2 − 3α1α3) + 900α2
3

)3
and

ρ = ln3 10
(
27α0α

2
3 − 9α1α2α3 + 2α3

2

)
+ 54000α3

3

Proof. Due to i) the fact that P̄DPSd is monotonically increasing with the intensity
and ii) the concave nature of (4.2), we know that there is one local maximum for
λϕ̂ > 0 and 0 ≤ ε(PI) ≤ 1. Therefore, by taking the derivative of P̄EHdϕ in Theorem
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2 with respect to λϕ̂ and solving the equation

ϑP̄EHdϕ (λϕ̂)

ϑλϕ̂
= 0, (4.29)

we obtain the value of λϕ̂ > 0 for which the lifetime of the network is maximized.

Remark 4. It should be noted that the optimal intensity of the S1 source nodes
calculated using Lemma 4 maximizes the lifetime of the S2 set of nodes. Similarly,
the optimal intensity of the S2 set of nodes maximizes the lifetime of the S1 set.

4.5.2 ST and TME

The probability of successful exchange derived in Section 4.3 for all scenarios is
a throughput metric for the link under examination. In order to have a complete
picture of the network performance, we employ the metric of spatial throughput [7,
5.3.1], [57], which provides an average of the throughput over all the links in the
network. Hence, the spatial throughput (messages/s/unit-area) of the network is
defined as

Ssc =
(λ1 + λ2)psc

gscts
(messages/s/unit-area), (4.30)

where sc = {DC,CC}, psc and gsc denote the successful exchange probability and
the number of slots per scenario, respectively.

Finally, another metric that can be deduced using the spatial throughput is the
average total messages exchanged in a lifetime per unit area (TME), which is given
by multiplying the spatial throughput with the network lifetime and the number of
slots per CP for each scenario. TME can be written as

TMEsc = Sscwscgsc (messages/unit-area), (4.31)

where wsc denotes the network lifetime for the various scenarios derived in Section
4.4. In the following section, we will present and validate the numerical results of
all the metrics that have been presented so far.

4.6 Analytical and Simulation Results

In this section, we validate the proposed theoretical framework via extensive simu-
lations and provide useful insights on the use of WEH by comparing the metrics of
interest for the different communication scenarios.
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Figure 4.4: Comparison of probability pDC and average harvested power P̄EHd versus
the ψ-parameter.

4.6.1 Simulation Setup

We compare the two proposed scenarios, direct and simple cooperative without EH
(DC and CC, respectively) and with EH (DC-EH and CC-EH, respectively). For
high accuracy, we create 10.000 realizations of a 500 m by 500 m area with intensities
varying from 0.01 to 0.5 devices per m2 (i.e., the number of devices per realization
is from 3.000 up to 150.000). The time slot duration is denoted as ts and depends on
the application scenario and the chosen bitrate. The transmit power is Pt = 75 mW,
while the power for the reception mode is Pr = 100 mW [58] and the initial level of
a node’s battery is LI = 1000 J. Additionally, the path loss exponent is chosen to
be α = 4, although it is possible to use any value α > 2. For the model validation,
the channel fading gain is set to µ = 1 and the noise power to N = −124 dBm
for 100 kHz system bandwidth for all scenarios, unless otherwise stated, while we
vary the values of decoding threshold γ∗ and intensity λ in order to present the
performance of the system under different conditions. In addition, if not explicitly
stated otherwise, the decoding threshold is fixed at γ∗ = 0 dB and the intensity λ
of the PPPs is set to λ1 = 0.1, λ2 = 0.5 and λR = 0.25.

Moreover, in all the experiments, the coefficients for the RF-to-DC conversion
efficiency ε given in (4.2) are α3 = −4.6 · 10−5, α2 = −7.8 · 10−4, α1 = 0.03 and
α0 = 0.62, according to [1] for the case of 940 MHz. Regarding the ψ-parameter in
(4.1), since it defines the amount of power that is split between the harvester and
the information receiver, it can be chosen in a way that increases the average har-
vested power without affecting the probability of successful exchange. In Fig. 4.4,
we provide the relation of ψ with the two metrics (i.e., probability of successful de-
coding and average harvested power). It can be observed that by sacrificing only 1%
in the probability of successful decoding, the average harvested power is increased
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Figure 4.5: Probability of successful message exchange vs. decoding threshold γ∗ for
the direct and cooperative scenarios.

by ∼ 150%. This is due to the fact that the probability of exchange drops with a low
rate as ψ is reduced, while the average harvested power rises with a much higher
rate. Therefore, in our experiments, the ψ-parameter has been fixed at −10 dB or
ψ = 0.1.

4.6.2 Model Validation and Performance Evaluation

In this section, we validate the basic metrics (i.e., probability of successful message
exchange and average harvested power) of our analysis, that are used for the deriva-
tions of the end-to-end QoS and lifetime metrics. In Fig. 4.5, we plot the probability
of successful message exchange for the direct and cooperative communication sce-
narios versus the decoding threshold γ∗. As we can see, the probability pDC matches
perfectly with the simulations and, thus, Theorem 1 is validated. Furthermore, the
probability pDC becomes lower as the decoding threshold increases. This result can
be justified by the fact that, for higher decoding thresholds, the received signal
must be much stronger than the interference plus noise. Similar conclusions can
be derived in the result for the cooperative communication scenario. As we can
see, Lemma 2 is validated and the probability pCC decreases for higher decoding
thresholds. By comparing the two curves, we can also notice that the probability of
successful exchange is higher in the cooperative communication case compared to
the direct one for the same decoding thresholds. This has been already proven in
small-scale networks and with our study we extend this result even for large-scale
networks with random relay deployment. Thus, thanks to diversity, there is a prob-
ability that the message exchange will take place via relay nodes, even if the direct
communication fails.

In Fig. 4.6, we plot the average harvested power by a source in one CP versus
the node intensity, considering two different cases for the channel conditions, a)
favorable with µ = 0.5 and b) moderate with µ = 1. One first straightforward
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Figure 4.6: Average harvested power vs. Intensity. (a) µ = 0.5, (b) µ = 1.

observation from both figures is that, as the intensity increases until a certain point,
the nodes harvest more power, due to the higher interference. Also, compared to
Fig. 4.6a, the results in Fig. 4.6b need higher intensity to achieve the same average
harvested power, because the fading conditions attenuate the received power and,
thus, the average harvested power. However, it is very interesting to see that, after
a peak value, the average harvested power is decreasing. This can be seen clearly
in Fig. 4.6a and it stems from the fact that the RF-to-DC conversion efficiency
of the rectennas, given in (4.2) and shown in Fig. 4.2, decreases as the received
power increases over a certain point. Indeed, to highlight the difference between the
average harvested power with and without RF-to-DC conversion, we also plot in
the same figure the cases without the conversion, which show the significant amount
of energy that is lost due to the conversion (e.g., for µ = 0.5 and λ = 0.2 in the
DC scenario, the difference between the two cases is over 3 dBm). This is a very
important insight which implies that i) adding more nodes in the network does not
necessarily increase the lifetime of the network and ii) there is a unique maximum of
the average harvested power according to the conditions of the system. In addition,
by comparing the different communication scenarios in both figures, we notice that
the cooperative scenario provides the highest amount of harvested power. This is
due to the fact that, in this scenario, there are also relays that provide more energy
to the system in one CP.

In Fig. 4.7, we present the average network lifetime with and without EH for both
scenarios versus the intensity λ1 of the S1 source nodes. For the DC scenario (Fig.
4.7a), we assume that the intensity λ2 is equal to the optimal intensity calculated
using Lemma 4 (i.e., λ2 ' 0.25 for µ = 0.5 and λ2 ' 0.5 for µ = 1). Similarly, for
the CC scenario (Fig. 4.7b), we assume that the intensity of the relays is equal to
the optimal (λR = 0.25) and we set λ2 = 0.3. As expected, EH increases the lifetime
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Figure 4.7: Average Lifetime vs. Intensity: (a) Comparison between DC and DC-EH,
(b) Comparison between CC and CC-EH.

of the network, especially for the cooperative scenario, where the lifetime gains can
reach up to 69%, compared to a gain of 63% in Fig. 4.7a. The gains are higher for
the CC scenario, because relays contribute to the average harvested energy during
each CP compared to the DC scenario. Additionally, it can be noticed that, in the
CC case, there is a limit in the average lifetime from the intensities between 0.2 and
0.3. This stems from the fact that S2 sources cannot achieve higher lifetime than
this limit (i.e., λ2 = 0.3), which limits the lifetime of the whole network, as it is
explained in Remark 3.

Having validated the analysis, we now present a performance evaluation for
the two communication scenarios in Fig. 4.8. In this figure, the simulation results
appear as markers while the lines represent the analytical results. As depicted in
Fig. 4.8a, the spatial throughput increases with the intensity, since more nodes ex-
change messages per unit area. Moreover, it is interesting to notice that, although
the probability of message exchange is always higher in the cooperative commu-
nication (see also Remark 1), the spatial throughput for the cooperative scenario
presents lower performance than the DC scenario. This can be justified by consid-
ering the randomness in the deployment of the relays and the longer CPs in the
cooperative scenario. To clarify, although the performance gains from cooperation
are obvious in a scenario where the relays are located in between the source nodes,
this is not the case for randomly deployed networks. In such networks, it is possible
for a direct link to provide better communication than a cooperative link, whereas
the performance of the cooperative scenario is limited and depends on the random
relay deployment. This fact in conjunction with the longer CPs in the cooperative
scenario are the reasons that the message exchange rate of CC drops in comparison
to the DC scenario.



Chapter 4. Information Exchange in Randomly Deployed Dense WSNs with
Wireless Energy Harvesting Capabilities 55

0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.50

1000

2000

3000

Intensity λ1

TM
E 

pe
r u

ni
t−

ar
ea

 

 

DC DC−EH CC CC−EH

0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.50

0.1

0.2

Intensity λ1

Sp
at

ia
l T

hr
ou

gh
pu

t  
  

(m
es

sa
ge

s/
t s/u

ni
t−

ar
ea

)

 

 

DC
CC

Figure 4.8: (a) Spatial throughput vs. Intensity and (b) Successfully exchanged mes-
sages in a lifetime vs. Intensity for the different communication scenarios.

Moreover, in Fig. 4.8b, we combine the two metrics given in Fig. 4.7 and Fig. 4.8a
and estimate the number of successfully decoded messages during the network life-
time per unit area as a function of the intensity. From this figure, it is evident that
the CC-EH scenario presents lower performance compared to the direct scenario
with EH, which shows that the additional time slots in the CC scenario drop the
performance. However, in Fig. 4.8b, it is worth noting that the performance of the
network through time is not taken into account. Since the battery capacity of the
CC scenario is decreased through time with a lower rate than in the DC scenario,
we could identify the trade-offs between the two scenarios while taking into account
the total exchanged messages and the average lifetime.

Finally, in Fig. 4.9, we present the average exchanged messages per unit area ver-
sus time for two different intensity combinations (i.e., in Fig. 4.9a, λ1 = λR = λopt
and λ2 = λopt/2.5 and in Fig. 4.9b, λ1 = λ2 = λR = λopt). We observe that, in Fig.
4.9a, the network has lower lifetime compared to Fig. 4.9b, because the network
lifetime is limited by the lower intensity of the S2 set of source nodes. On the other
hand, when all sets have the optimal intensity (Fig. 4.9b), the network lifetime
is maximized. Moreover, it can be clearly seen that the communication scenarios
present different trade-offs. For instance, in Fig. 4.9a, the DC scenario has higher
number of exchanged messages but lower lifetime, while the CC scenario demon-
strates higher lifetime (+40%) with fewer exchanged messages (−25%). Similarly,
in Fig. 4.9b, the CC scenario demonstrates higher lifetime (+38%) with again fewer
exchanged messages (−25%).
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Figure 4.9: Successfully exchanged messages per unit-area vs. Time for the different
scenarios.

To that end, the results in Fig. 4.8 and Fig. 4.9 reveal the counter-intuitive
insight that the DC scenario presents better communication performance than the
CC scenario in randomly deployed dense networks. Nevertheless, thanks to its higher
lifetime, the CC scenario could be proved ideal for applications such as in cases
where the nodes are embedded in buildings or bodies without easy access, where
longevity is more important than high data rates.

4.7 Conclusion

This chapter has studied the impact of WEH on the information exchange in large-
scale networks considering the DPS technique under the assumption of a realistic
SoA rectenna. The purpose of the randomly deployed WSN nodes is to exchange
successfully their messages locally with their neighbors, either directly (direct com-
munication scenario) or through a relay node (cooperative communication scenario).
The different scenarios were compared in terms of message exchange probability,
spatial throughput and network lifetime. The theoretical derivations were validated
by extensive Monte-Carlo simulations. Finally, the comparison of the two scenarios
highlighted the importance of WEH in large-scale networks and revealed that the
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Figure 4.10: Difference between a network with high message exchange probability but
low connectivity (left) and a network with both high connectivity and high
message exchange probability (right).

direct communication scenario presents better communication performance than
the cooperative scenario in randomly deployed dense networks. However, the coop-
erative scenario is more advisable in applications where longevity matters, since it
is superior in terms of lifetime.

Although the message exchange probability studied in this chapter is an impor-
tant network metric for understanding the behavior and reliability of the network,
it still does not provide knowledge regarding the connection between each pair of
nodes, which is important for several applications, e.g., intrusion detection, smart
grids, traffic management, etc. To clarify, even if all nodes are able to deliver their
messages to at least one neighbor, hence the message exchange is successful, that
does not guarantee that there are not any collection of nodes that are connected to
each other, but isolated from the rest of the network.

For instance, in Fig. 4.10, we present two instances of the same network where
the message exchange probability is very high, i.e., all nodes are able to deliver
their messages. However, many parts of the network in the left are not connected
with each other. By knowing this information, it would be possible to adjust the
network, e.g., increase the transmission power, to achieve a fully connected network,
as it shown in the figure in the right. Therefore, to acquire this knowledge, we need to
study the connectivity probability, which we thoroughly investigate in the following
chapter.
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4.8 Appendix

Proof of Pr(γ > γ∗|h ≥ ψ) in Theorem 1

In this section, we will derive the probability Pr(γ > γ∗|h ≥ ψ). Conditioning on
the nearest transmitting source at a distance r, the probability of successful message
reception given that h ≥ ψ is given by

Pr(γ > γ∗|h ≥ ψ) = Er[Pr(γ > γ∗|h ≥ ψ, r)] =

=

∫ ∞
0

Pr(γ > γ∗|h ≥ ψ, r)fr(r)dr =

=

∫ ∞
0

Pr

(
Pthr

−αv(ψ)

v(ψ)Ir +N
> γ∗

∣∣∣r)fr(r)dr =

=

∫ ∞
0

Pr

(
h >

γ∗rαIr
1− φγ∗rα

> γ∗
∣∣∣r)fr(r)dr,

where fr(r) denotes the probability density function (PDF) of r, given in [7, 2.9.1]
and φ = N/(Ptψ). Since h follows an exponential distribution, we have

Pr(γ > γ∗|h ≥ ψ) =

∫ ∞
0

EIr
[
Pr

(
h >

γ∗rαIr
1− φγ∗rα

> γ∗
∣∣∣r)fr(r)dr =

=

∫ ∞
0

EIr
[

exp

(
− µγ∗rα

1− φγ∗rα
Ir

)∣∣∣∣r]fr(r)dr =

=

∫ ∞
0

LIr
(

µγ∗rα

1− φγ∗rα

)
fr(r)dr, (4.32)

where LIr (s) defines the Laplace transform of the interference. We aim to calculate
the Laplace transform by applying the following steps:

LIr
(

µγ∗rα

1− φγ∗rα

)
= Ee−

(
µγ∗rα

1−φγ∗rα

)
Ir = E

[ ∏
i∈Φ/x

e−
(

µγ∗rα
1−φγ∗rα

)
h
rα

]
,

where x denotes the transmitting source which is excluded from the aggregated
interference. Since the fading is iid,

LIr
(

µγ∗rα

1− φγ∗rα

)
= EΦ

[ ∏
i∈Φ/x

Eh
[
e−
(

µγ∗rα
1−φγ∗rα

)
hr−α

]]
=

= EΦ

[ ∏
i∈Φ/x

µ

µ+
(

µγ∗rα

1−φγ∗rα
)
r−α

]
.

Using the probability generating functional for the PPP Φ [7, 4.6], we obtain
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LIr
(

µγ∗rα

1− φγ∗rα

)
= exp

(
−
∫ ∞
r

2πλϕ
1 + uα(1/(γ∗rα)− φ)

udu

)
= (4.33)

= exp

(
− 2πλϕ

(
1

γ∗rα − φ
)−2/α

2F1

(
1, α−2

α ; 2− 2
α ; γ∗

rαγ∗φ−1

)
(α− 2)

(
γ∗

1−rαγ∗φ
) 2−α

α

)
, (4.34)

where the integral in (4.33) is derived with the aid of a computational software
program2 and the hypergeometric function 2F1(a, b; c; z) is valid for |z| < 1 which
holds for realistic WSN scenarios. Combining (4.34) with (4.32), yields the result
to the probability Pr(γ > γ∗|h ≥ ψ).

Proof of Lemma 2

In order to derive the probability pCC in (4.11), we need to calculate the probabilities
pCCRϕ , ϕ ∈ {1, 2}, that the relay has successfully received from a message from a
type ϕ source and delivered it to a node of the other type. This means that the
probability pCCRϕ is the product of two independent probabilities of successful
direct communication transmissions, i) from an Sϕ source to the relay, denoted as
pSϕ→R, and ii) from the relay to an Sϕ̂ source which we will denote as pR→Sϕ̂ . As we
have stated in the system model, the probability of successful transmission is defined
as the probability that the SINR γ measured at the nearest receiver is higher than a
threshold γ∗. Since each of the single transmission of the CC scenario is described by
the same principles as in the DC scenario, the probability pDCR is derived following
the same line of though and employing the same mathematical tools as in Section
4.3.1. Hence, the probability pSϕ→R is equal to the probability pDCϕ , which is the
probability that any node will decode successfully a message from its nearest Sϕ
source. Moreover, pR→Sϕ̂ is also a direct transmission probability derived in the
same way as pDCϕ using the intensity λR instead of λϕ and it is given by

pDCR = πλR(1− e−µψ)×

×
∫ ∞

0

exp

[
− πλRr

(
1 + γ∗2/α

∫ ∞
γ∗−2/α

1

1 + ua/2
du

)
− µγ∗N

ψPt
rα/2

]
dr+

+ 2πλRe
−µψ×

×
∫ ∞

0

exp

[
− 2πλR

2F1

(
1, α−2

α ; 2α−2
α ; γ∗Ptψ

Ptψ−rαγ∗N
)(

γ∗Ptψ
Ptψ−rαγ∗N

)α−2
α

(α− 2)
(

1
γ∗rα −

N
Ptψ

) 2
α

− πλRr2

]
rdr.

Therefore, the probability of successful message delivery through a relay for the
CC scenario is given by

pCCRϕ = pSϕ→R · pR→Sϕ̂ = pDCR · pDCϕ . (4.35)

2Wolfram Research, Inc., Mathematica, Version 10.0, Champaign, IL, 2014.
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Combining (4.35) and (4.5) with (4.11), we obtain the probability of successful
message exchange in the cooperative communication scenario.

Proof of Theorem 2

In this section, we will provide the proof of Theorem 2. According to the power
splitter rule provided in (4.1), the harvester receives (1 − v(ψ)

)
100% of the total

aggregated received power and only when hcϕ̂ > ψ, where hcϕ̂ denotes the channel
fading gain of the nearest transmitting node. For simplicity, we drop the ϕ notation
and for the rest hc = hcϕ̂, λ = λϕ̂, rc = rcϕ̂ and P̄DPSd = P̄DPSdϕ . Therefore,
the average harvested power of a source node at the DC scenario, while considering
DPS, is provided by

P̄DPSd = Pr(hc > ψ) · E

{(
1− ψ

hc

)∑
i∈Φ

Pthir
−α
i

∣∣∣∣hc > ψ

}
. (4.36)

Using the linearity property of the expected value on (4.36) and considering that
hc follows an exponential distribution with mean value 1/µ, we get

P̄DPSd =
Pt
eµψ
·

(
E
{∑
i∈Φ

hi
rαi

∣∣∣hc > ψ︸ ︷︷ ︸
A

}
− ψE

{∑
i∈Φ

hi
hcrαi

∣∣∣∣hc > ψ︸ ︷︷ ︸
B

})
. (4.37)

To derive the expected values of (4.37), we could employ Campbell’s theorem on
sums [7, 4.2]. However, the expected values in (4.37) are conditioned on hc, which
means that the channel fading channel of the nearest transmitter has to be higher
than a certain ψ value, i.e., hc > ψ for i = c. Hence, in order to be able to apply
Campbell’s theorem, we will employ the following procedure. By expanding the sum
A in the expected value, we obtain

E
{∑
i∈Φ

hir
−α
i

∣∣∣hc > ψ︸ ︷︷ ︸
A

}
=

= E
{
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−α
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−α
i

∣∣∣hc > ψ
}

=

= E
{
h1r
−α
1

}
+ · · ·+ E

{
hcr
−α
c |hc > ψ

}
+ · · ·+ E

{
hir
−α
i

}
. (4.38)

As it can be seen in (4.38), only the received power of the nearest transmitter is
affected by this condition. Thus, by adding and subtracting an equivalent average
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received power without the channel fading gain condition for this term, we obtain

E
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i∈Φ
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. (4.39)

In (4.39) the expectation of the sum can be easily derived using Campbell’s theorem.
Moreover, the conditional expectation of the exponentially distributed RV in (4.39)
is given by

E
{
hc|hc > ψ

}
=

∫∞
0
hcµe

−µhc1(hc > ψ)dhc∫∞
0
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hce
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ψ
e−µhcdhc

=
1 + ψµ

µ
,

where 1(hc > ψ) is the indicator function. Thus, by applying Campbell’s theorem
on sums and due to the independence between the RVs hi and ri, (4.39) yields

E
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}
. (4.40)

Following a similar procedure as in (4.39), sum B in (4.37) is given by
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Once again, the conditional probability in (4.41) is given by

E
{

1

hc

∣∣∣∣hc > ψ

}
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1
hc
µe−µhc1(hc > ψ)dhc∫∞

0
µe−µhc1(hc > ψ)dhc

= −µeµψEi[−µψ], (4.42)

where Ei[x] = −
∫∞
−x

e−t

t dt for nonzero values of x denotes the exponential integral.

Moreover, the expected value of the path loss to the nearest transmitter E{r−αc } is
provided by

E{r−αc } =

∫ ∞
0

r−αc frc(rc)drc = 1− e−λπ +

∫ ∞
1

r1−α
c 2πλe−πλr

2
cdrc, (4.43)

where frc(rc) denotes the PDF of the distance to the nearest neighbor, given in [7,
2.9.1]. The integral in (4.43) can be solved for any value of α > 2, e.g.:

α = 3 : E{r−3
c } =1− e−λπ + 2λπ

(
e−πλ − π

√
λ · Erfc

[√
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])
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)
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2π2
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3
2
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where Erfc[x] = ( 2√
π

)
∫∞
x
e−t

2

dt denotes the complementary error function.

Combining (4.40), (4.41) and (4.42) into (4.37), the proof is concluded.



Chapter 5

Connectivity Analysis in
Wireless-Powered Sensor
Networks with Battery-less
Devices

In virtue of the great advancements in wireless technology over the last years, an
increasing number of Internet of Things applications consisting of numerous and,
usually, randomly-deployed nodes assist us in our everyday life, e.g., transportation,
intrusion detection or health care [59]. As each of these applications becomes cru-
cial for our safety and security, the ability of all nodes to communicate with each
other, either directly or via multiple hops, denoted as full connectivity, becomes
imperative. To satisfy this requirement, two issues should be taken into account: i)
the communication performance among the nodes should ensure that every node is
connected to at least one neighbor, and ii) the energy supply of each wireless node
should allow for uninterrupted and, thus, reliable operation.

Regarding the first issue, the communication among nodes should be carefully
studied in order to consider both the random node deployment and the channel ran-
domness, i.e., fading, in a link between a set of nodes. To elaborate, in the absence
of fading, a deterministic range around a node can be calculated, in which successful
communication with all the neighbors is ensured, while the nearest neighbor always
provides the strongest wireless link [14]. On the other hand, in fading environments,
the range is not deterministic and the strongest link may not correspond to the near-
est neighbor [60]. This outcome demonstrates the significance of the routing scheme
employed in the presence of fading, where the differences in the performance of
the unicast (i.e., point-to-point transmission) and broadcast (i.e., point-to-multiple
points) routing schemes could be vast in terms of lifetime and quality of service.
More specifically, in the unicast case, the total energy consumption of the network
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is lower since only one receiver participates in each hop, which, however, results in
lower QoS. On the other hand, in the broadcast case, more users participate in the
message reception, thus resulting in higher total power consumption. Yet, the higher
number of receivers increases the diversity gain, leading to QoS improvement. In
an intermediate scheme, known as K-anycast, a source node transmits its data to
a group of the K nearest out of n nodes [61]. The extreme cases of 2-anycast and
n-anycast (i.e., broadcast) provide the bounds of the K-anycast routing mechanism.
Therefore, to design a reliable and fully connected network in fading environments,
it is necessary to evaluate the connectivity probability for the different schemes.

Furthermore, as the density of wireless devices grows, the energy supply be-
comes a crucial issue. Battery-powered devices require high maintenance costs due
to the inconvenience of the traditional methods to replenish their energy (i.e., bat-
tery replacement or cable-charging). On the other hand, energy harvesting can
provide a “green” solution to avoid such costs and ensure a sustainable network
operation. However, most of the natural sources are scarce in urban environments
(e.g., workplaces or houses) and they can not provide a stable energy supply to the
wireless devices. At the same time, Wireless Energy Harvesting (WEH) [62] can
be an effective solution for urban environments where radio-frequency (RF) signals
are usually in abundance. With WEH, it is even possible to employ low-powered
battery-less wireless devices, if the amount of received energy at a temporary stor-
age unit, e.g., a capacitor, is at the same level as the consumed energy. Also, in such
wireless-powered sensor networks (WPSNs), the devices are free to move or even
be embedded in walls or human bodies without affecting extensively their ability to
replenish their energy.

In Chapters 3 and 4, it is demonstrated that the lifetime of wireless nodes can
increase significantly as a result of WEH from ambient RF signals. However, it is
shown that WEH is not able to provide enough power to counterbalance the con-
sumed energy in realistic scenarios, mainly due to the path loss between the receiver
and the transmitters and the losses from the RF-to-DC conversion. Nevertheless,
with the use of dedicated power transmitters or power beacons (PB) [63], it is
possible to solve the aforementioned problem and provide the battery-less wireless
devices with sufficient energy. By employing this technique, the nodes harvest en-
ergy for a certain period of time and then consume it for communication. In this way,
the large-scale network can greatly increase its lifetime and reduce its maintenance
costs.

There are some works that study the connectivity of ad hoc networks in fading
environments i.e., [64,65], however, to the best of our knowledge, none of them con-
siders the effects of routing in connectivity. In [64], the authors provide an empirical
formula that relates connectivity with mean node degree using a log-normal shad-
owing radio propagation model. Nevertheless, the link probability does not take into
account the density and the random locations among the nodes, which is vital for
the realistic characterization of WSNs. Moreover, the authors in [65] focus on the
energy savings that can be achieved by adjusting the connectivity of a network to
95%, instead of having full connectivity. In their analysis, they assume log-normal
shadowing model, however, they do not consider any model for the distribution of



Chapter 5. Connectivity Analysis in Wireless-Powered Sensor Networks with
Battery-less Devices 65

the nodes.

Additionally, although many noteworthy works study the probability of full con-
nectivity in ad-hoc networks [14,60], they do not consider the energy supply, which
is an important factor for the sustainability of a network. Furthermore, in works on
ad-hoc networks with WEH as in [25], the authors discuss various network metrics,
e.g., spatial throughput, but not the probability of connectivity, which guarantees
the reliability of safety-critical applications. Moreover, in [63], the authors present
an algorithm that maximizes the network lifetime with solar harvesting nodes, while
the connectivity is guaranteed. Nonetheless, the connectivity is not derived math-
ematically, but it is given as a constraint in the optimization problem, while the
channel conditions are not taken into account.

To that end, in this paper, we first study the connectivity of a WPSN. We assume
that a set of beacons is transmitting energy to a network of low-power wireless
sensor nodes and derive the probability of connectivity by taking into account the
channel randomness (i.e., Rayleigh fading) and routing schemes, i.e., unicast and
broadcast. The nodes and the PBs are modeled through two different Poisson point
processes (PPPs), which is considered a realistic approach for ad-hoc networks [7].
Our contribution can be summarized as follows: i) We derive the probability of
active (i.e., with enough energy to transmit) node with and without fading, ii) we
analytically derive the probability of connectivity for the two routing schemes while
taking into account the harvested energy from PBs, and, finally, iii) we compare the
two routing schemes and provide insights regarding the network design.

The remaining part of this chapter is organized as follows. In Section 5.1, we
describe the system model. The mathematical derivations of the connectivity for
the WPSN are presented in Section 5.2. The results are provided and discussed in
Section 5.3. Finally, Section 5.4 concludes the chapter.
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a) Unicast c) Broadcast
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Figure 5.1: A random distribution of nodes and PBs. Coloured nodes surpass the θ
threshold at the end of the HP.

5.1 System Model

We consider a large-scale wireless network on the Euclidean plane and model the
random locations ofm nodes according to a homogeneous PPP ΦS = {x1, x2, . . . , xm}
with intensity λs, where xi, ∀i ∈ N, denotes the location (i.e., Cartesian coordinates)
of the ith node. On the same plane, we distribute q PBs according to a homogeneous
PPP ΦB = {y1, y2, . . . , yq} with intensity λB < λs, where yj , ∀j ∈ N, denotes the
location of the jth PB.

We assume that all PBs transmit with power Pb and are connected to the elec-
tricity grid, thus having a reliable power supply. Time is divided into two periods:
i) The harvesting period (HP) that consists of S time slots, in which all nodes ac-
cumulatively harvest RF energy from the PBs with RF-to-DC conversion efficiency
ε, and ii) The communication period (CP) which has a duration of 1 slot. A node is
considered active during the CP if, at the end of the HP, it has received and stored
temporarily, e.g., at a capacitor, an amount of at least θ Joules. In Fig. 5.1, we
illustrate the network and the effect of PBs at the end of the HP. At the beginning
of the CP, each active node transmits with power Ptx or receives a message from
a neighboring node with power Prx = Ptx. Therefore, at the end of the CP all
active nodes have transmitted or received a message and, thus, their stored energy
is depleted as θ threshold guarantees enough energy for only one transmission or
reception plus an energy margin δ for other node operations, e.g., sensing and pro-
cessing. Hence, θ = Ptxts + δ, where ts is the duration of the node transmission in
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Figure 5.2: Routing schemes: a) Unicast, b) 2-anycast, and c) Broadcast.

seconds. A node that has harvested less energy than the θ threshold is assumed to
deplete its stored energy before the next HP.

In our analysis, we examine the ability of a source to connect to a given node,
based on the received power denoted as PR = Ptxhr

−α, where r is the distance
between the receiver and its transmitter (i.e., without loss of generality, we assume
that the respective receiving node is located at the origin according to Slyvnyak’s
theorem [7]), α is the path loss exponent and h is the power fast fading coeffi-
cient, which is independent and identically distributed (i.i.d.). The Rayleigh fading
environment is considered suitable for modeling fast fading in dense urban environ-
ments [66]. For this reason, the amplitude fading

√
h is Rayleigh distributed with a

scale parameter σ = 1, thus h is exponentially distributed with mean value µ = 1.
Therefore, a node is considered connected with its nth nearest neighbor (i.e., is able
to decode a received message), when the received signal to noise ratio (SNR) is
higher than a threshold γ, as it is given in

SNRn =
Ptx · h · r−αn

W
≥ γ, (5.1)

where rn is the Euclidean distance between the two nodes andW denotes an additive
white Gaussian noise power, modeled as a constant zero mean Gaussian random
variable. Also, the probability density function (PDF) of the distance rn of a node
to its nth nearest neighbor is given by

f(rn) =
2

Γ(n)
(λπ)nr2n−1

n e−λπr
2
n , (5.2)

where Γ denotes the Gamma function given by Γ(t) =
∫∞

0
xt−1e−xdx.

Regarding the communication, illustrated in Fig. 5.2, we study three routing
mechanisms. In the first scenario, shown in Fig. 5.2(a), we demonstrate the unicast
routing mechanism, in which a node is considered connected only if the nearest
neighbor can decode successfully the transmitted message. The other two scenarios
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focus on the extreme cases of K-anycast. In particular, in Fig. 5.2(b), we illustrate
the K-anycast scheme for K = 2. In this scenario, each node communicates with its
two nearest neighbors and the source node is considered connected if at least one of
the 2 nodes is able to decode the received message. The third scenario, depicted in
Fig. 5.2(c), is the extreme K-anycast case for K = n (i.e., broadcast). In this case,
a source node broadcasts its message to every node and it is considered connected if
at least one of the receivers is able to decode the message, regardless of its proximity
to the source node.

5.2 WPSN Connectivity Analysis

In this section, we present the analytical derivations of the probability of connec-
tivity for a WPSN with battery-less nodes under different routing protocols, i.e.,
unicast, 2-anycast and Broadcast.

The probability of connectivity C in a WPSN depends on two statistically in-
dependent events: i) Event A (with probability pa) that a node is active after har-
vesting RF energy from q PBs in S time slots, or

pa = P(harvested energy after HP ≥ θ), (5.3)

and ii) Event B (with probability ps) that all active nodes are able to successfully
deliver their measurements either directly or via multihop to a final destination.

To clarify, ps provides the probability of connectivity for a network consisting
only of the set of active nodes. Thus, to account for the whole network, the inactive
nodes should be considered. Therefore, the probability of connectivity for the WPSN
is the joint probability of the statistically independent events A and B, given by

C = P(A,B) = pa · ps. (5.4)

Regarding ps and according to [13], if the number of nodes m is high enough
(see also Section 2.3), then the following expression holds:

ps = P(dmin ≥ 1), (5.5)

where dmin denotes the minimum node degree which is the sum of connections of
the node with the fewest connections.

In order to determine if the minimum node degree of the network is equal or
higher than one (i.e., full connectivity), we need to calculate the probability that
all nodes are connected with at least one of their neighbors. Assuming statistically
independent wireless links, this probability is

P(dmin ≥ 1) = P(SNRn ≥ γ)m, (5.6)

where m denotes the total number of nodes, and SNRn is: i) for the unicast case,
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the signal to noise ratio at the nearest receiving node, i.e., n = 1, and ii) for the
broadcast case, the signal to noise ratio at the receiver with the strongest link.

5.2.1 In the absence of fading

Nonetheless, when fading is not taken into account, the nearest neighbor provides
always the strongest link. Hence, in this case, it is sufficient to identify whether the
source node is able to connect with its nearest neighbor for both routing schemes. To
that end, the connectivity probability C without fading is provided in the following
proposition.

Proposition 1. The probability of connectivity in the absence of fading for both
unicast and K-anycast, assuming α = 4 is given by

C = erf

(
π

3
2λB
2

√
SPbε

θ

)[
1− e−λsπ

√
Ptx
γW erf

(
π

3
2 λB
2

√
SPbε

θ

)]m
, (5.7)

where erf(x) = 1− erfc(x) = 2√
π

∫ x
0
e−t

2

dt.

Proof. To derive the probability pa, we have to consider the accumulated received
power from the set of the PBs and calculate the probability that this amount is
higher than the threshold θ. Hence, we obtain

pa = P
(
S ·

q∑
j=1

εPb|yj |−α ≥ θ
)

= (5.8)

= P
( q∑
j=1

|yj |−α ≥
θ

SεPb

)
, (5.9)

where the sum in (5.8) is the total harvested power from PBs at a node located
in the origin and |yj | denotes the Euclidean distance between the jth PB and the
origin.

To calculate (5.9), we have first to focus on the distribution of the sum Y=
∑
|y|−α

and derive its characteristic function FI(ω) = E(ejωY ). According to [7], by con-
ditioning on having k nodes in a disk of radius ρ and then de-conditioning on the
Poisson number of nodes, while letting ρ go to infinity, we obtain

FI(ω) = exp(−λBπΓ(1− 2/α)ω2/αe−jπ/α), (5.10)

where Γ(t) =
∫∞

0
xt−1e−xdx is the gamma function.

It can be noticed that (5.10) is a stable distribution with shift 0, skew 1, stability
2/α and scale (λBπΓ(1 − 2/α) cos(π/α))α/2. Therefore, the complementary cumu-
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lative distribution function (CCDF) in (5.9) can be found as an infinite series [67]

pa =

∞∑
k=1

Γ(2k/α)

πk!

(
λBπΓ(1− 2/α)

( θ
SPbε

)2/α
sin(kπ(1− 2/α))

)k
. (5.11)

For the special case of α = 4, (5.10) reduces to a Lévy distribution with shift 0 and
scale π3λ2

B/2, yielding

pa = erf

(
π

3
2λB
2

√
SPbε

θ

)
. (5.12)

Furthermore, to calculate the probability ps, we have to consider only the set
of active nodes. Hence, the actual node intensity that takes into account only the
active nodes is given, according to the colouring theorem [36], by

λa = λs · pa. (5.13)

Therefore, following a similar approach as in [14] and taking into account (5.13), it
is easy to derive that the probability ps in the absence of fading is given by

ps =

(
1− e−λaπ

(
Ptx
γW

)2/α)m
. (5.14)

Substituting (5.12) and (5.14) in (5.4), concludes the proof.

Remark 1. The connectivity for a network with Battery-powered devices can be
obtained by applying θ = 0 in (5.7). Setting θ = 0 yields pa = 1 and, thus, C = ps.
This implies that the nodes do not require energy from the PBs to operate and
that all nodes are considered active (i.e., λa = λs).

5.2.2 In the presence of fading

In a more realistic scenario where fading is present, the results differ substantially.
As we have already explained, in fading environments, the nearest node does not
have necessarily the strongest link due to the randomness that is introduced at
the received power from fading. Hence, in this case, it is important to define the
routing mechanism that is used in the network, before proceeding to the derivations
of connectivity. Therefore, in the following, we study the unicast and broadcast
routing mechanisms, as discussed in Section 5.1.

Unicast

In the unicast case, the connectivity Cu = pa ·ps is defined by the ability of the nodes
to connect with their nearest neighbor and it is given by the following proposition.
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Proposition 2. The probability of connectivity of a WPSN for the unicast case,
denoted as Cu, is given by

Cu = erf

(
λBΓ(S + 1

2 )

2Γ(S)π−3/2

√
Pbε

θ

)[
π

3
2λa erfc

(
πλa
√
Ptx

2
√
γW

)
2e
−π2λ2aPtx

4γW

√
γW
Ptx

]m
. (5.15)

Proof. To calculate pa in the presence of fading, we have to follow a similar approach
as in (5.8)-(5.12). Following [25] and [7], we derive

pa = erf

(
λBΓ(S + 1

2 )

2Γ(S)

√
π3Pbε

θ

)
. (5.16)

Moreover, similar to the analysis provided for the case where fading is considered
absent, ps is obtained by

ps = P(SNR1 ≥ γ)m = P
(
hr−α ≥ Wγ

Ptx

)m
. (5.17)

This is a joint probability distribution of the independent random variables h and
r. Therefore, we have

ps = P
(
h ≥ rαWγ

Ptx

)m
= (5.18)

=

(∫ ∞
0

∫ ∞
yαWγ
Ptx

fh(x)fr(y)dxdy

)m
= (5.19)

=

(∫ ∞
0

∫ ∞
yαWγ
Ptx

2πλaye
−πλay2e−xdxdy

)m
, (5.20)

where (5.19) follows from the joint distribution of independent variables and (5.20)
follows from the probability density function (PDF) of the distance r of a node to

its nearest active neighbor fR(r) = 2λaπre
−λaπr2 [7] and the PDF of an exponential

variable with mean value 1. The integral in (5.20) can be solved either by employing
the modified Gauss-Hermite quadrature or by assuming α = 4. By employing the
modified Gauss-Hermite quadrature [68], given by∫ ∞

0

e−x
2

g(x)dx =

q∑
i=1

wig(xi), (5.21)

where xi are the roots and wi the weights of the quadrature given in [68, Table II].
The accuracy of the results is set by the degree q of the quadrature.

Therefore, by (5.17), (5.20) and (5.21), the probability of connectivity for the
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unicast routing mechanism is

ps =

(
q∑
i=1

2wixie
−γWxαi

Ptx(λaπ)α/2

)m
. (5.22)

Moreover, in the special case of α = 4, the probability of connectivity is given by

ps =

(
π

3
2λae

π2λ2aPtx
4γW erfc

(
πλa
√
Ptx

2
√
γW

)
2
√

γW
Ptx

)m
. (5.23)

Multiplying (5.23) (or (5.22)) with (5.16), concludes the proof.

2-anycast

The 2-anycast case is an extreme case of the K-anycast routing mechanism. In order
to derive the probability of connectivity C2 = pa · ps for this model, we have to
follow a slightly different approach i.e., to study if any of the two nearest nodes is
able to connect with the source node under study.

Proposition 3. The lower bound of the probability of connectivity for the 2-
anycast routing scheme, denoted as C2, is given by

C2 = erf

(
λBΓ(S + 1

2 )

2Γ(S)π−
3
2

√
Pbε

θ

)(
1−

(
1− e

−γW
Ptx(2

√
λa)α

)(
1− e

−γW3α

Ptx(4
√
λa)α

))m
.

(5.24)

Proof. In the previous analysis, presented in Section 5.2.2, if all nodes have at least
one connection with another node, the network is connected. However, in the 2-
anycast case, it is required for every node to be connected with at least one out of
its two nearest nodes. Following [13], this can be expressed as

ps = (1− Pisol)n = (1− P (max(SNR1, SNR2) ≤ γ))m, (5.25)

where Pisol is the probability that a node is isolated and P (max(SNR1, SNR2) ≤ T )
is the probability of isolation from the strongest link between the two nearest nodes,
which can be written as

P (max(SNR1, SNR2) ≤ γ) = (5.26a)

= P (SNR1 ≤ γ,SNR2 ≤ γ) = (5.26b)

= P

(
h1 ≤

γWrα1
Pt

, h2 ≤
γWrα2
Ptx

)
= (5.26c)

= Er1,r2
[
P

(
h1 ≤

γWxα

Ptx
, h2 ≤

γWyα

Ptx

∣∣∣∣x = r1, y = r2

)]
, (5.26d)
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where r1 and r2 denote the distance to the nearest and second nearest neighbor,
respectively. Due to the dependence between r1 and r2, we will employ Jensen’s
inequality which provides a lower bound of (5.26a). Consequently, (5.26d) can be
written as

Er1,r2
[
P

(
h1 ≤

γWxα

Ptx
, h2 ≤

γWyα

Ptx

∣∣∣∣x = r1, y = r2

)]
≥ (5.27a)

≥ P
(
h1 ≤

γWEr1 [x]α

Ptx
, h2 ≤

γWEr2 [y]α

Ptx

)
= (5.27b)

= P

(
h1 ≤

γWEr1 [x]α

Ptx

)
P

(
h2 ≤

γWEr2 [y]α

Ptx

)
, (5.27c)

where (5.27b) follows by applying Jensen’s inequality to (5.27a) (i.e., it can be easily
proven that (5.27a) is exponential, thus convex) and (5.27c) by the independence
between the RVs of (5.27b).

Hence, we can proceed to calculate the probabilities given in (5.27c). The mean
value of the distance to the nth nearest node is given by

Ern [r] =

∫ ∞
0

fn(r)rdr = (5.28a)

=

∫ ∞
0

2

Γ(n)
(λπ)nr2n−1e−λπr

2

rdr = (5.28b)

=
(2n)!

4nn!(n− 1)!
· 1√

λ
, (5.28c)

where (5.28b) follows using (5.2).

To derive the probabilities given in (5.26a), we follow the same procedure as in
(5.17)-(5.20). Thus, (5.27a) can be written as

P (max(SNR1, SNR2) ≤ T ) ≥ (5.29a)

≥
(

1− P
(
h1 ≥

γEr1 [x]α

PtxW−1

))(
1− P

(
h2 ≥

γEr2 [y]α

PtxW−1

))
(5.29b)

=

(
1− e

−µγW
Ptx(2

√
λ)α

)(
1− e

−µγW3α

Ptx(4
√
λ)α

)
(5.29c)

where (5.29c) follows from the exponential distributed RV and by applying (5.28c)
into (5.29b). Therefore, according to (5.25), the lower bound of the probability of
connectivity for the 2-anycast scheme is given by

ps =

(
1−

(
1− e

−γW
Ptx(2

√
λa)α

)(
1− e

−γW3α

Ptx(4
√
λa)α

))m
. (5.30)

Finally, the probability pa is given by (5.16). Substituting (5.16) and (5.30) to
Cb = pa · ps yields the required result.
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Broadcast

In the broadcast case, the connectivity Cb = pa · ps is defined by the ability of a
node to connect with any neighbor, regardless of the distance between them, and it
is provided by the following proposition.

Proposition 4. The probability of connectivity for the broadcast routing scheme,
denoted as Cb, is given by

Cb = erf

(
λBΓ(S + 1

2 )

2Γ(S)π−
3
2

√
Pbε

θ

)[
1− e−

λaπ
3
2

2

√
Ptx
γW

]m
. (5.31)

Proof. Again, to calculate the connectivity probability, we have first to derive the
probabilities ps and pa. However, in this case, pa is given by (5.16), while to calculate
ps we have to follow a different approach. According to [60], the isolation probability
for an active node, while considering the channel randomness is given by

PI = e−λaπE[R2]. (5.32)

Furthermore,

E[R2] =

∫ ∞
0

2rP
(
l(r) ≥ Wγ

Ptx

)
dr = (5.33)

=

∫ ∞
0

2r

∫ ∞
Wγ
Ptx

rαe−r
αhdrdh = (5.34)

=

∫ ∞
0

2re−
rαWγ
Ptx dr =

(
2

α

)
Γ

(
2

α

)(
γW

Ptx

)− 2
α

, (5.35)

where R is the random variable of the communication range. (5.34) follows after
considering that the path loss l(r) is an exponential random variable with mean
value r−α [69]. By substituting (5.35) to (5.32), the probability ps for the broadcast
case is given by

ps =

(
1− e−

2λaπ
α Γ( 2

α )( γWPtx
)−2/α

)m
. (5.36)

To that end, by multiplying (5.36) for α = 4 with (5.16), we obtain the connectivity
probability in the broadcast case.

5.3 Analytical and Simulation Results

In this section, we present the simulation setup, we validate the analytical deriva-
tions obtained in Section 5.2 via Monte Carlo simulations and we discuss the results
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Table 5.1:
Simulation Parameters

Simulation Parameter Symbol Value

Path loss exponent α 4 (urban env.)

Threshold ratio γ −10 dB

Node transmission power Ptx [−20, 30] dBm

Node reception power Prx 20 dBm

Beacon Transmission power Pb [26, 36] dBm

Energy margin in θ δ 2 · 10−3 Joule

RF-to-DC conversion efficiency ε 0.7

Noise power W −60 dBm

Node Intensity λs [0.1, 0.5] per m2

PB Intensity λB [0.01, 0.1] per m2

Area A 5 · 103 m2

of our experiments. It should be noted that all simulations are conducted using the
toroidal distance metric, as explained in [14].

5.3.1 Simulation Setup

We will study the connectivity in a WPSN for two routing mechanisms (i.e., unicast
and broadcast) with and without fading conditions. Furthermore, following Remark
1, we set θ = 0 to obtain the connectivity for battery-powered devices and compare
it with the battery-less case where θ = Ptxts+δ. Moreover, the intensity of the nodes
varies between λs = 0.1 and λs = 0.5 nodes per m2 and the simulation area is set at
A = 5 · 103 m2. Hence, the number of deployed nodes for the different simulations,
varies between m = λsA = 500 and m = 2500. Similarly, the PB intensity varies
between 0.01 and 0.1 PBs per m2 or between 50 and 500 PBs in the area A. The
rest system parameters are summarized in Table 5.1.

5.3.2 Results

In order to validate the analytical derivations of Section 5.2, we present in Fig. 5.3
the effects of channel randomness and WEH from PBs on the connectivity proba-
bility versus the transmission power Ptx for all analytically derived scenarios (i.e.,
with/without fading, unicast/broadcast). To begin with, we observe that all results
show a perfect match with the theory. In Fig. 5.3(a), we validate the probability
ps that all active nodes are able to successfully deliver their measurements. We
observe that, in the broadcast scheme, ps is much higher than in the unicast case
due to the fading conditions, as less nodes are able to connect with their nearest
neighbors, although they could connect with nodes that are farther away. To the
contrary, the broadcast routing scheme is not affected drastically by the channel
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Figure 5.3: Effects of channel randomness and WEH in the probability of connectivity.
Parameters: λs = 0.1, S = 3, Pb = 30 dBm and λB = 0.02.

randomness. Moreover, in Fig. 5.3(b), we depict the probability of active node pa
with and without fading. In this case, we notice a significant drop as Ptx increases
over 10 dBm, as the nodes require more energy to be active at the beginning of
the CP (recall that θ is an increasing function of Ptx). Also, pa is not strongly af-
fected by fading as it drops merely by ∼ 3% when fading is present. Furthermore, in
Fig. 5.3(c), we demonstrate the connectivity probability C for the three scenarios. It
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Figure 5.4: Connectivity vs. Ptx for different scenarios. Parameters: λs = 0.1, S = 1,
Pb = 30 dBm and λB = 0.02.

is interesting to notice that the result in pa affects significantly the connectivity as
Ptx increases, creating an optimal case for each scenario, i.e., ∼ 12 dBm for unicast
and approximately −6 dBm for the other two scenarios. Also, we observe that the
unicast case never achieves full connectivity, due to the combination of low node
intensity and low pa probability.

Furthermore, in Fig. 5.4, we compare the connectivity probability versus the
transmission power in four different scenarios, i.e., unicast/broadcast and battery-
less/battery-powered. In this case, we have set S = 1, which will provide faster
communication rate, but less active nodes for the battery-less case. We observe that
the battery-powered scenarios are able to provide full connectivity to the network,
while the battery-less cases achieve low connectivity with optimal points at 0.8 for
the broadcast and 0.6 for the unicast case. Thus, there is a significant dependence
of the communication rate with the ability of the nodes to be active. However, this
can be adjusted by increasing the number of PBs or their transmission power.

In Fig. 5.5, we confirm that by increasing the number of PBs, while keeping
S = 1, a network with battery-less devices can be fully connected for λB > 0.05
PBs/m2. However, in the unicast case, the network connectivity saturates at ∼ 90%,
although all nodes are active for high PB intensities. This occurs due to the low Ptx
of the nodes (i.e., 10 dBm). From Fig. 5.4, we can confirm that even the battery-
powered unicast case cannot achieve full connectivity for Ptx = 10 dBm and it
should be increased to more than 20 dBm to achieve a fully connected network.

Then, in Fig. 5.6, we demonstrate the effects of the PB intensity and transmission
power to the harvesting period duration in S that are required to achieve at least
99% of the nodes to surpass the power threshold θ. In order to calculate the results
for this figure, we have set pa = 0.99 and solved (5.16) for S. Obviously, for higher
values of the PB transmission power or as the PB intensity increases, the required
harvesting time slots to achieve high percentage of active nodes decreases. Moreover,
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an interesting observation is that, as the intensity doubles, the transmission power
of the PBs is reduced by a factor of 4 (i.e., drops by 6 dBm) to achieve the same
number of active nodes. To that end, Fig. 5.6 demonstrates an inversely proportional
relation of λB with the square of Pb that provides useful design guidelines for an
energy efficient WPSN.

To continue with, in Fig. 5.7, we compare the connectivity ps of the two routing
mechanisms with fading for a much smaller number of nodes, in order to see in
more detail the performance of connectivity for each case. As it was expected, ps
is higher for lower values of Ptx as the number of nodes increases from m = 50 to
m = 150. Moreover, we show the two extreme cases of the K-anycast model, which
is when K = 2 (i.e., 2-anycast) and K = m (i.e., broadcast). At this point, we
should point out that the curves of ps for all the intermediate cases of K (i.e., from
3 to (m− 1)), would be plotted in between the extreme cases. Furthermore, as the
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Figure 5.7: Comparison of the two routing mechanisms with fading (i.e., unicast, K-
anycast for K = {2,m}) for a) m = 50, and b) m = 150.

number of nodes increases, the distance between the two extremes also increases.
This stems from the fact that it is more probable for the nearest node to be also the
one with the strongest link for a sparse network. On the other hand, as the network
becomes denser, more nodes are within close proximity to a given node, therefore
the likelihood that the nearest neighbor has the strongest link decreases.

Then, we will focus on the energy aspects of the different routing mechanisms.
In large-scale randomly deployed WSNs, it is important to know the critical Ptx
for which the network remains fully connected. Therefore, in Fig. 5.8, we present
the critical Pt versus the number of nodes in the WSN for the two routing mecha-
nisms. As it is illustrated, for the unicast model, if 200 nodes transmit at 30 dBm
or more, the WSN will be fully connected. On the other hand, in the 2-anycast
model, substantially less power is needed (i.e., ∼8 dBm) to achieve the same prob-
ability of connectivity for the same number of nodes. Interestingly, in the case of
the broadcast model, where a node is considered connected if it is connected with
any of the m nodes, we do not see a significant difference from the 2-anycast case.
This is reasonable since, in most cases, the strongest links are offered by the nearest
neighbors. However, as expected, the performance for the broadcast case is better
and a network with m = 200 is considered fully connected if the nodes transmit
their messages with approximately 5 dBm.
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Figure 5.8: Critical transmit power to achieve connectivity for the unicast and the
K-anycast for K = {2,m}.

Additionally, although we observed that in the broadcast scenario each node
is required to transmit its messages with significantly less power, Fig. 5.8 does
not exhibit any insights regarding the power consumption of each mechanism. To
that end, in Fig. 5.9, we demonstrate the total network power consumption versus
the number of nodes in the WSN for the two routing mechanisms. Surprisingly,
we discover that the total power consumption of the broadcast case is considerably
higher compared to the other cases. However, this result is reasonable if we consider
that in the total power consumption we have to take into account not only the
transmission power, but also the power consumed for reception. In the broadcast
case, all surrounding nodes that are able to decode a message will consume power
to receive it. On the other hand, in the unicast and 2-anycast mechanisms, only one
or two nodes will have to receive this message, if they are capable. Hence, although
the broadcast case requires less transmission power to achieve full connectivity, it
forces multiple nodes to consume power resulting in a much higher network power
consumption.

Finally, we would like to mention that by observing the two last figures, we can
notice an important trade-off between the total power consumption and the connec-
tivity of large-scale networks. A network designer should take into account based
on the application of the wireless network. Thus, in applications where connectivity
is of utmost importance, e.g., health-care, traffic accident management, etc., it is
essential to employ a broadcast model in order to achieve higher reliability in terms
of connectivity. In contrast, in cases where the final user would be more pleased if
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Figure 5.9: Network power consumption for the unicast and the K-anycast for K =
{2,m}.

the power consumption is less (resulting in a sparser, hence cheaper, PB deploy-
ment) even if the reliability is not top-notch, e.g., minor smart home applications,
the other two routing mechanisms should be preferred by the network designer.

5.4 Conclusion

In this paper, we studied the connectivity of a WPSN under different routing mech-
anisms (i.e., unicast, broadcast) and fading conditions. For each scenario, we ana-
lytically derived the probability of connectivity, while considering the probability
that the nodes are active and validated them through extensive Monte Carlo sim-
ulations. Moreover, we compared the different routing mechanisms by assuming
both battery-powered and battery-less nodes that harvest RF energy from PBs and
showed the circumstances under which a WPSN is connected. In the future, we plan
to extend this work in three ways: i) by employing variable RF-to-DC conversion
efficiency in the model, which will provide more accurate and realistic results, ii) by
deriving analytically the optimum solutions that provide the highest connectivity,
and iii) by studying the energy consumption of the PBs and identify the optimal
parameters for an energy efficient WPSN.
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Chapter 6

Connectivity Analysis in
Clustered Wireless Sensor
Networks Powered by Solar
Energy

6.1 Introduction

The upcoming introduction of 5G communication networks is bringing novel com-
munication paradigms, including the Internet of Things (IoT), massive machine-
type communication (mMTC) and mission-critical MTC (cMTC), into the spot-
light [5]. Full connectivity among large numbers of low-power wireless devices, i.e.,
the ability of all nodes to reach each other via a multihop path, is of utmost im-
portance to enable high reliability in several fields, e.g., intelligent transportation
systems, intrusion detection and industrial process automation [4]. To satisfy these
demands in large-scale networks, two issues should be guaranteed: i) High connec-
tivity: ensuring that every node is able to connect to at least one neighbor, thus pre-
venting node isolation, and ii) High availability: the network energy supply should
allow for uninterrupted operation, as inoperable nodes could disrupt potential paths
that connect parts of the network.

Regarding the first issue, the communication among nodes should be carefully
studied and consider both the node deployment and the channel randomness due to
fading. Unlike non-fading environments (where the range is deterministic [14]), in
fading environments the strongest link may not correspond to the nearest neighbor
[60]. This fact demonstrates the significance of the transmission scheme employed in
the presence of fading, where the differences in the performance of the unicast (i.e.,
point-to-point transmission) and broadcast (i.e., point-to-multiple points) schemes
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could be vast in terms of lifetime and quality of service (see Chapter 5). Moreover,
in many real life scenarios, the wireless sensors operate in clustered formations
to exchange messages locally with their proximate devices or gateways (GWs). For
instance, smart city sensors are typically clustered in densely populated areas [70] or
smart transportation sensors in cars form clusters during traffic hours and exchange
data around gateways deployed on traffic lights [71]. Therefore, it is significant to
take into account the clustered topology under fading conditions in the performance
evaluation, since it affects the generated interference [72].

Another important issue is the network’s energy supply, which becomes critical
as the network infrastructure grows. During the last few decades, solar energy has
been suggested as a promising solution for a sustainable operation in communica-
tion networks [73]. By equipping the network infrastructure with solar panels and
rechargeable batteries, it is feasible to supply the necessary power throughout a
day achieving a zero-energy operation. Also, to avoid power outages caused by low
energy intake in worst case conditions, e.g., full cloud cover, smart weather-aware
energy management algorithms that handle the energy allocation efficiently should
be designed.

However, although solar energy harvesting is a viable approach for deployments
that have sufficient space for the necessary harvesting equipment, it cannot be
applied in many applications where the wireless sensors are size-constraint and em-
bedded in places with scarce natural sources. Once more, in this thesis, we overcome
this issue by employing Wireless Energy Harvesting (WEH). In this way, the devices
are free to move or even be embedded in walls or human bodies without affecting ex-
tensively their ability to replenish their energy. To increase and control the provided
wireless energy, dedicated power transmitters or power beacons (PBs) that supply
RF energy to the sensors are distributed in the deployment area [26]. Moreover, due
to the involvement of a potentially large number of wireless sensors in mMTC and
cMTC applications, equipping them with batteries requires high maintenance costs
as a result of the inconvenient traditional methods to replenish their energy (i.e.,
battery replacement or cable-charging). Still, by carefully designing the PB deploy-
ment, it is possible to discard the batteries, if the received energy at a temporary
storage unit on the node, e.g., a capacitor, is sufficient for sensing, processing and
transmitting.

Altogether, there is an extensive body of literature that studies separately the
aforementioned topics. More specifically, the connectivity and the effects of the
transmission schemes in ad-hoc networks have been investigated in [14, 60]. How-
ever, these works do not consider the topology or the energy supply that affect
significantly the network performance. Moreover, the results of various works on
solar-powered communication networks [63, 74–76] present a great impact on their
lifetime, but they do not consider the communication performance. Similarly, al-
though works on the allocation of solar harvested energy [77,78] manage to prevent
power outages in the network, they assume that the communication performance re-
mains unaffected by the changes in the energy intake during the network operation.
Furthermore, there are some works on large-scale WEH-enabled networks [25, 26],
but: i) they do not study the network connectivity, which is crucial to ensure that
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all nodes are able to deliver their messages, and ii) they assume that the network
devices, i.e., GWs or PBs, are connected to the electricity grid. Hence, to the best
of our knowledge, there is still a gap regarding the joint investigation of the commu-
nication performance in zero-energy wireless-powered sensor networks (WPSNs).

In this chapter, we study the connectivity performance of zero-energy large-
scale networks with WEH-enabled sensors. We assume a clustered topology where
wireless-powered sensors transmit their measurements to solar-powered gateways
that exchange this information with the rest of the network under two transmission
schemes, i.e., unicast and broadcast. Moreover, the sensors harvest RF power trans-
mitted by a solar-powered PB infrastructure. For the allocation of the harvested
energy in PBs and gateways, we employ a novel cloud-aware algorithm in order
to achieve a high network connectivity without energy interruptions due to energy
limitations. Our contribution can be summarized in the following points:

• We propose an analytical framework that considers solar-powered network
devices and WEH-enabled wireless sensors to provide closed-form solutions
of: i) the probability of a node to be able to transmit (active) under fading
conditions, and ii) the end-to-end connectivity probability for the unicast and
the broadcast case.

• We provide a novel weather-aware energy allocation algorithm that adjusts
the power transmissions of GWs and PBs. The goal of the algorithm is to
provide active network operation throughout a day based on a solar harvesting
model that takes into account the solar radiation and the cloud-cover. The
experimental data employed for the cloud cover are based on satellite and
surface measurements for a 30-year period.

• We conduct an extensive performance assessment, which provides useful in-
sights for the design of zero-energy WPSNs. In our evaluation, we assume
realistic solar radiation and cloud patterns for more accurate results.

The rest of the chapter is organized as follows. Section 6.2 discusses the related
work. Section 6.3 describes the system model. The analytical modeling of solar and
RF energy harvesting are provided in Section 6.4. Then, in Section 6.5, we provide
the analysis on the end-to-end connectivity of the network. Section 6.6 presents
the model validation and the simulation results. Finally, Section 6.7 concludes the
chapter.

6.2 Related Work

In this section, we provide a brief literature review of the related work. There are
three different fields related to the topic of the chapter: i) network connectivity anal-
ysis, ii) solar-powered networks, and iii) WEH-enabled networks. Thus, we present
notable works that have influenced our paper.
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To begin with, with the introduction of mission-critical WSN applications, var-
ious researchers investigated the probability of full connectivity in ad-hoc networks
to identify and prevent the occasions that a node is isolated from the rest of the net-
work [14,60]. One of the first works on this subject is [14] in which the connectivity
and the impact of mobility in a large set of nodes is investigated. The same topic
is extended in [60] by taking the channel randomness into account. In addition,
we study the connectivity in such networks under different transmission schemes
in Chapter 5. The ideas of these works are employed and extended in our paper
by considering the network topology and the energy supply, which is an important
factor for the network sustainability.

Moreover, there are various works that consider solar energy for the energy sup-
ply of communication networks. More specifically, in [63], the authors present an
algorithm that maximizes the network lifetime with solar harvesting nodes, while
the connectivity is guaranteed. Nonetheless, the connectivity is not derived mathe-
matically, but it is given as an optimization constraint, while the channel conditions
are not taken into account. Additionally, [74] studies a clustered network in which
there are two types of nodes, i.e., wireless-powered sensors and solar-powered clus-
terheads. The authors propose a framework for the optimal node placement and
clusterhead selection to increase the energy efficiency of the network and provide
various insights on WSNs powered by hybrid sources. Also, the works in [75, 76]
focus on the maximization of solar energy intake by optimizing the solar energy
harvesting system, while assuming that each wireless sensor node is equipped with
its own solar harvesting module. In addition, another issue that affects the lifetime
of solar-powered networks and has been studied recently is the energy allocation.
Various risk-averse algorithms have been suggested for this task [77,78]. In [77], the
authors employ neural networks for the prediction of the solar energy arrivals and
they focus entirely on the optimization of solar energy intake. Also, [78] focuses on
the minimization of the grid energy consumption by taking into account the power
allocation.

Furthermore, as we explain in Chapter 2, WEH-enabled large-scale networks
have gained a lot of attention lately [22–27]. However, none of these works discusses
the probability of connectivity, which guarantees the reliability of safety-critical
applications. Nevertheless, many key-points from these works have motivated us
to undertake this study. For instance, [25] is among the first works that consider
battery-less WEH-enabled devices. Also, [26] provides a comprehensive study on
deploying PBs in cellular networks to achieve infinite node lifetime and eliminate
the need of power cords. This technique is employed in this chapter in order to
increase the network reliability. Moreover, although the connectivity in a WPSN is
presented in Chapter 5, the infrastructure is powered by the electricity grid, without
any consideration on the sustainability of the network. Consequently, motivated also
by [27] in which wireless-powered communications are surveyed, we undertook the
task to combine solar-powered network devices with WEH-enabled nodes.
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6.3 System Model

6.3.1 Network and Channel Model

We consider a network deployed on the Euclidean plane that consists of three types
of entities:

• Gateways (GWs): We model the random sensor locations according to a Pois-
son cluster process. Therefore, the parent point process represents the cluster-
heads (gateways) of each cluster and it is modeled by a homogeneous Poisson
point process (PPP)1 Φg = {g1, g2, . . . } with intensity λg, where gi, ∀i ∈
N, denotes the location (i.e., Cartesian coordinates) of the ith clusterhead.
The purpose of each gateway is to receive measurements from sensors and de-
liver/exchange them to/with another part of the network. Thus, the existence
of at least one path between every pair of GWs is essential.

• Sensors: As in many real life scenarios [70,71], we assume that the wireless sen-
sors operate in clustered formations. Hence, each parent point is surrounded
by a Poisson distributed number of interferers with a mean number n̄ (i.e.,
active sensors on average), distributed around each clusterhead according to
a symmetric normal distribution with variance σ2 and a density function

f(x) =
1

2πσ2
exp

(
− ‖x‖

2

2σ2

)
. (6.1)

Each sensor attempts to deliver its measurements to the gateway (cluster-
head), which then communicates with the other gateways to exchange infor-
mation collected by their sensors.

• Power Beacons (PBs): On the same plane, we deploy the PBs that transfer
energy to the sensors in order to achieve a battery-less operation. As in [26], the
PBs are represented by a homogeneous PPP Φb = {y1, y2, . . . } with intensity
λb, where yj , ∀j ∈ N, denotes the location of the jth PB.

In Fig. 6.1, we demonstrate all the network entities and the topology of our network.

In our analysis, we examine the ability of a sensor to connect to the gateway of
its cluster, based on the received power denoted as Prx = Ptxhr

−α, where Ptx is the
sensor transmission power, r is the distance between the gateway and its transmitter,
α is the path loss exponent and h is the fast fading power coefficient, which is
independent and identically distributed (i.i.d.). For this reason, the amplitude fading√
h is Rayleigh distributed, i.e., ideal for outdoor scenarios, with a scale parameter

σ = 1, thus h is exponentially distributed with mean value µ = 1. In different
scenarios, other distributions for the fading could be employed, such as Rice or
Nakagami [79]. Each gateway experiences interference from the other active sensors

1Poisson point processes are prominently employed for the mathematical modeling of various
types of communication networks, such as cellular networks and WSNs [7, 54].
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Figure 6.1: Network topology.

inside the cluster, as well as from the other clusters. Therefore, a sensor is considered
connected with its gateway (i.e., is able to deliver a message), when the received
signal to interference ratio (SIR) is higher than a threshold γ, as it is given in

SIR =
Ptx · h · r−α

Iintra + Iinter
≥ γ, (6.2)

where r is the Euclidean distance between the two nodes, Iintra denotes the inter-
ference from the other nodes of the same cluster and Iinter denotes the interference
received from the active nodes of the other clusters.

Regarding the gateway communication, we consider two transmission mecha-
nisms:

• Unicast: In the first scenario, we study the unicast mechanism, in which a GW
is considered connected only if the nearest neighbor can decode successfully
the transmitted message.

• Broadcast: In the second scenario, a gateway broadcasts its message and it
is considered connected if at least one of the receivers is able to decode the
message, regardless of its proximity to the source node.
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Figure 6.2: Transmission schemes.

The two transmission mechanisms are illustrated in Fig. 6.2.

6.3.2 Energy Harvesting Model

To ensure that the sensors will always have enough energy to operate, they employ
the harvest-then-transmit protocol with which the nodes harvest energy from the
PBs for a certain period of time and then consume all of it for measurement and
communication [25]. To that end, time is divided into two periods:

• The harvesting period (HP) that consists of S time slots, in which all sensors
accumulatively harvest RF energy from the PBs with RF-to-DC conversion
efficiency ε.

• The communication period (CP) which has a duration of 1 slot. In the CP slot,
the sensors with sufficient harvested energy (active) transmit their messages
to the GW of their cluster.

A sensor is considered active during the CP if, at the end of the HP, it has received
and stored temporarily, e.g., at a capacitor, θ Joules from the PBs that enables it
to transmit a message with power Ptx. We assume that θ = Ptxttx + δ, where δ is
the energy margin for other operations, e.g., sensing and processing, and ttx is the
duration of the sensor transmission in seconds. Hence, at the end of the transmission,
the stored energy of active nodes is depleted, as the θ threshold guarantees enough
energy for only one transmission.

Furthermore, we consider that inactive nodes store their energy and wait for
the following HPs to reach the θ threshold. To take this issue into account, we
assume that the nodes are separated into ν different sets, according to their ability
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Set 1 Active Active Active Active Active Active
Set 2 Idle Active Idle Active Idle Active
Set 3 Idle Idle Active Idle Idle Active
HP # 1 2 3 4 5 ξ=6

Figure 6.3: Status of the node sets for ν = 3.

to harvest the required energy in ν HPs. For instance, if ν = 2, then we have two
sets: i) one set consists of the nodes that harvest enough energy in one HP, and ii)
the other set consists of all the rest of the sensors that need two HPs to harvest
enough energy. The CP in which all sets will be concurrently active occurs after
ξ HPs, i.e., a hyperperiod, which is the least common multiple of all the natural
numbers from 1 to ν. To that end, we can calculate the number of HPs needed
to ensure that all sets of nodes will be eventually active. In Fig. 6.3, we depict an
operational example for ν = 3, where we observe three sets of nodes. Set 1 will
manage to harvest enough energy in every HP, while the second set will harvest the
required energy every two HPs and set 3 every three HPs. As we may observe, in
this case, the whole WPSN will be active after ξ = 1 · 2 · 3 = 6 HPs and, after that,
a new hyperperiod starts.

Moreover, we assume that all PBs and GWs are connected to a rechargeable
battery of capacity Lf powered by a solar panel of size A m2 with solar panel
efficiency η and performance ratio rp. The gateways transmit with a power Pg
that depends on the harvested solar energy and varies between a minimum (i.e.,
that satisfies the minimum communication requirements) and maximum value (i.e.,
respecting the higher limits of the FCC’s Code of Federal Regulations [80]), denoted
as P−g and P+

g , respectively. For similar reasons, the transmission power Pb of the

PBs varies between P−b and P+
b . Also, when active, GWs and PBs consume power

Pg,idle and Pb,idle for the rest functions of the device, e.g., processing. For reliability
reasons, the infrastructure is also connected to the electricity grid, to avoid a power
outage in worst-case conditions.

6.4 Energy Harvesting

In this section, we present the mathematical derivations for the energy harvest-
ing models that will be employed to acquire the network connectivity. First, we
formulate the solar harvesting model and explain the risk-averse energy allocation
algorithms for the PBs and gateways. Then, we provide the derivations of the prob-
ability of active node for the RF harvesting sensor nodes.
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Figure 6.4: Solar Radiation vs. Time of the day at two random locations on earth.
Data source: [2]

6.4.1 Solar Harvesting

The general formula to estimate the energy generated in a solar panel of area A,
efficiency η and performance ratio r is given by

Energy = SR · rp · η kWh, (6.3)

where SR denotes the solar radiation (measured in W/m2), which depends on the
time, the location, the orientation and the inclination of the panel relative to the
sun. A typical solar radiation pattern at two random locations on earth is shown in
Fig. 6.4 for the duration of one day. From this figure, we can notice that the solar
radiation data for every day follows a quadratic relation to the time of the day. As
it is also suggested in [81], we can take advantage of this characteristic in order to
formulate a radiation model for every month by employing quadratic fitting. To that
end, the power H generated at a solar panel with surface A m2 can be described by

H = A
(
χ(t+ ψ)2 + ω

)
, (6.4)

where χ, ψ and ω are the fitting parameters for the quadratic curve of each month.
Also, t ∈ {0, 23} denotes the time.

Although this model is accurate to measure the solar panel power output in a
clear sky, it does not consider the fraction of the sky obscured by clouds. In order to
have a more realistic solar harvesting model, we should take into account the cloud
cover for the chosen area, as it affects significantly the solar panel performance. In
fact, the energy acquired from a solar panel in a cloudy weather is complex and
can fluctuate due to shading or edge-of-cloud effects, i.e., cumulus clouds reflect
and concentrate sunlight, magnifying its power. However, as our goal is the average
performance of the network, the fluctuations would be averaged out. Therefore, we
employ [82] for the cloud distribution, which is an accurate and tractable solution
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for the cloud cover. More specifically, the cloud cover distribution can be character-
ized by the Beta distribution defined on the interval [0, 1] with probability density
function (PDF) given by

f(x) =
Γ(α+ β)

Γ(α)Γ(β)
xα−1(1− x)β−1, (6.5)

and expected value E[X] = α/(α+β), where α, β > 0 are the shape parameters that
control the shape of the distribution. It should be noted that many works extend [82]
by providing a cloud cover analysis (i.e., α and β parameters) for specific regions
around the world. For instance, [83] provides the shape parameters in Europe based
on satellite and surface cloud cover observations for a 30-year period. The shape
parameters of the Beta distribution can be adjusted for every season according to
the region in which the city under investigation falls in (see Table II).

Thus, by taking into account the Beta distributed random variable (RV) CC ∼Beta(α, β)
for the cloud cover, (6.4) turns into

H = A
(
χ(t+ ψ)2 + ω

)
(1− CC(t, α, β)). (6.6)

The roots of (6.6) define the time of the day that the solar panel starts and stops
harvesting energy, i.e., the time that the sun rises and sets, denoted as tr and ts,
respectively, provided by

tr =

(
− ψ −

√
−ω
χ

)
and ts =

(
− ψ +

√
−ω
χ

)
. (6.7)

Therefore, the total amount of energy harvested from a solar panel in one day is
given by

Htotal = (1− CC(t, α, β))

∫ ts

tr

A
(
χ(t+ ψ)2 + ω

)
dt, (6.8)

while the energy stored in the battery in one hour is

Hh(t) = (1− CC(t, α, β))

∫ t+1

t

A
(
χ(t+ ψ)2 + ω

)
dt, (6.9)

for tr < t < ts − 1. These equations can assist in designing energy allocation
algorithms that consider the harvesting performance.

Cloud-Cover-Aware Risk-Averse Algorithm

In order to achieve a green and uninterrupted network operation, we need to design
an algorithm that handles the received energy while it considers the sky conditions
and the amount of time that the system will not be able to harvest energy. For
this reason, we provide Algorithm 1 that minimizes the risk of power outages by
adjusting the power consumption of the devices (i.e., GWs and PBs) in real-time,
based on the available information, i.e., battery level and history of cloud cover.
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Algorithm 1: Cloud-Cover-Aware Algorithm for Energy Allocation

Input : Battery Level L(t) with thresholds L+ and L−, Battery Capacity Lf ,
Power consumption limits P+ and P−, Operation period Π, Shape
parameters α and β.

Output: Transmission power Pb = U(t)− Pb,idle for PBs and Pg = U(t)− Pg,idle
for GWs, Electricity grid connections

1 Initialize time t = 1;
2 Initialize battery level L(t) = Lf ;
3 while t < Π do
4 Calculate prediction for current cloud cover CC(t, α, β) ∼ Beta(α, β);

5 Calculate harvested energy Hh(t) = (1− CC(t, α, β))
∫ t+1

t
A
(
χ(t+ ψ)2 + ω

)
dt;

6 if Hh(t) > 0 then
7 if L(t) > L+ then
8 Set U(t) = P+;
9 else if L(t) ≤ L− then

10 Set U(t) = P−;
11 else

12 Calculate previous cloud cover CC(t− 1) =
(

1− L(t)−L(t−1)+U(t−1)∫ t
t−1 A(χ(t+ψ)2+ω)dt

)
;

13 Set U(t) = max

(
P−,

P+(L2−L−2)−P−(L2−L+
2)

(L+
2−L−2)(1−(CC(t−1)+CC(t,α,β))/2)−1

)
;

14 end

15 else
16 if L(t) > L+ then
17 Set U(t) = P+;
18 else if L(t) ≤ L− then
19 Set U(t) = P−;
20 else
21 Calculate mean cloud cover Eday(CC) ∼ α/(α+ β);

22 Set U(t) = max

(
P−,

P+(L2−L−2
)−P−(L2−L+

2)

(L+
2−L−2)(1−Eday(CC))−1

)
;

23 end

24 end
25 if Hh(t) ≥ P− AND L(t) ≥ P− then
26 Set grid(off);
27 Set L(t+ 1) = min{L(t)− U(t) +Hh(t), Lf};
28 else
29 Set grid(on);
30 Set L(t+ 1) = min{L(t) +Hh(t), Lf};
31 end
32 Set t = t+ 1;

33 end
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Figure 6.5: The cost function U vs. the battery level L.

In the beginning of Algorithm 1, we provide the necessary parameters for the
energy allocation to the network infrastructure. For simplicity, we assume a common
notation for PBs and GWs. Therefore, the power consumption for the devices varies
between P+ and P−. Regarding the battery, it is required to know its current level
(L) and its total capacity (Lf ). Also, we consider two thresholds for the battery
level, an upper denoted as L+ and a lower denoted as L−.

We assume saturated conditions where gateways always have data to transmit
and that the cost function that defines the power consumption for the following
hour is given by

U(t) =



P+, if L > L+ (6.10)

max

(
P−,

(L+
2 − L−2)−1(P+(L2 − L−2)− P−(L2 − L+

2))

(1− (CC(t− 1) + CC(t, α, β))/2)−1

)
,

if L− < L ≤ L+ & Hh(t) > 0

max

(
P−,

P+(L2 − L−2)− P−(L2 − L+
2)

(L+
2 − L−2)(1− Eday(CC))−1

)
,

if L− < L ≤ L+ & Hh(t) = 0

P−, if L ≤ L−.
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To that end, the allocated energy is chosen in real-time between the minimum
and maximum transmission power when the battery level is lower than L− or higher
than L+, respectively. On the other hand, when L− < L ≤ L+, the allocation algo-
rithm follows the trend of a quadratic equation, as depicted in Fig. 6.5. For instance,
in this example, when the battery level is between L− = 1000 and L+ = 2300, the
allocated energy follows (6.10) to smooth the power consumption. Furthermore, in
order to increase the accuracy of the algorithm, when L− < L ≤ L+, the algo-
rithm calculates the cloud cover for the cost function of the next hour based on
both the Beta distribution and the actual solar panel shading of the current hour.
Consequently, even in the case that the solar panel is covered by objects other
than clouds, the algorithm will be able to adjust the consumption accordingly.
Moreover, during the night, (6.10) takes into account the mean cloud cover, i.e.,
Eday(CC) ∼ α/(α + β), in order to adapt the consumption based on the expected
cloud cover of the season. After this, we verify that the harvested or the stored
energy will provide a viable operation to power the system; otherwise, it sets the
electricity grid on.

It should be noted that preventing a power outage using the cloud-cover-aware
algorithm does not mean that the communication performance will be unaffected.
In order to achieve the least possible connections to the electricity grid, Algorithm
1 reduces the transmission power of the infrastructure resulting in longer HPs for
the sensors and, thus, possible delays in the communication. Nevertheless, this is
an essential step towards zero-energy networking.

6.4.2 Wireless Energy Harvesting

In order to investigate whether a sensor node has sufficient power to transmit at
the end of the νth HP, we have to calculate the active node probability pa, which
determines the number S of harvesting slots in an HP needed for all nodes to become
active after ν HPs. In the following proposition, we present the derivations for the
probability pa.

Proposition 1. The probability that a node is active is given by

pa = erf

(
λbΓ(S + 1

2 )

2Γ(S)

√
π3νPbε

θ

)
, (6.11)

where erf(z) = 2√
π

∫ z
0
e−t

2

dt.

Proof. First, we derive the active node probability p′a in the absence of fading by
considering the accumulated received power from the set of the PBs and calculate
the probability that this amount is higher than the threshold θ. We also consider
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that some nodes will require ν HPs to surpass this threshold. Hence, we obtain

p′a = P
(
S ·

q∑
j=1

εPb|yj |−α ≥
θ

ν

)
= (6.12)

= P
( q∑
j=1

|yj |−α ≥
θ

νSεPb

)
, (6.13)

where the sum in (6.12) is the total harvested power from PBs at a node located at
the origin2, Pb is given from Algorithm 1 and |yj | denotes the Euclidean distance
between the jth PB and the origin.

To calculate (6.13), we have first to focus on the distribution of the sum Y=
∑
|y|−α

and derive its characteristic function FI(ω) = E(ejωY ). According to [7], by con-
ditioning on having k nodes in a disk of radius ρ and then de-conditioning on the
Poisson number of nodes, while letting ρ go to infinity, we obtain

FI(ω) = exp(−λbπΓ(1− 2/α)ω2/αe−jπ/α), (6.14)

where Γ(t) =
∫∞

0
xt−1e−xdx is the gamma function.

It can be noticed that (6.14) is a stable distribution with shift 0, skew 1, stability
2/α and scale (λbπΓ(1− 2/α) cos(π/α))α/2. Therefore, the complementary cumula-
tive distribution function (CCDF) in (6.13) can be found as an infinite series [67]

p′a =

∞∑
k=1

Γ(2k/α)

πk!

(
λbπΓ(1− 2/α)

( θ
νSPbε

)2/α
sin(kπ(1− 2/α))

)k
. (6.15)

For the special case of α = 4, (6.14) reduces to a Lévy distribution with shift 0 and
scale π3λ2

b/2, yielding

p′a = erf

(
π

3
2λb
2

√
νSPbε

θ

)
. (6.16)

Moreover, to calculate pa in the presence of fading, we have to follow a similar
approach as in p′a. Therefore, the probability pa that the harvested power after S
slots and ν HPs is higher than a threshold θ is given by

pa = P
(
εPb ·

q∑
j=1

(|yj |−αh1 + · · ·+ |yj |−αhS) ≥ θ

ν

)
= P

(
q∑
j=1

(
|yj |−α

S∑
t=1

ht

)
≥ θ

νεPb

)
.

(6.17)

It should be noted that the sum of the fading exponential RVs follows an Erlang
distribution, h1+· · ·+hS =

∑
tHt ∼Erlang(S, 1), as it is also noted in [25]. Then, we

calculate the Laplace transform of the sum in (6.17) that will lead to the distribution

2Conditioning on a point at the origin does not affect the statistical properties of the coexisting
PPP according to Slivnyak’s theorem [84].
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of the harvested energy. Thus, following [7, 5.1.7], we obtain

L(s) = E
( ∏
j∈Φb

exp
(
− s|yj |−αHt

))
= exp

(
− λbπE(H2/α)Γ(1− 2/α)s2/α

)
,

(6.18)

which is a stable distribution and, when α = 4, the Lévy CCDF is given by

F (x) = erf

(
πλbE(H2/α)

2

√
π

x

)
. (6.19)

By taking the mean value of the Erlang variable E(H2/α) =
Γ(S+ 2

α )

Γ(S) and replacing

x with θ
νεPb

(see (6.17)), we conclude the proof.

Using the results from Proposition 1, we can derive the number S of harvesting
slots needed to achieve a certain probability pa. S is essential for calculating the
required amount of time needed to achieve a fully active network, i.e., pa = 1.

Lemma 1. The number of harvesting slots required to achieve a given pa proba-
bility is given by

S =
θ

νPbε

(
2erf−1(pa)

π
3
2λb

)2

. (6.20)

Proof. In the non fading case, calculating S from (6.16) is straightforward by solv-
ing this equation for S. However, it is not as simple for the fading case and we
have to treat (6.11) differently, as the gamma functions complicate the procedure.
Nevertheless, we can replace these functions by employing the asymptotic series for
the gamma function given by

Γ(S) = e−SSS−1/2
√

2π

(
1 +

1

12S
+

1

288S2
+ . . .

)
. (6.21)

By taking the logarithm of (6.21), we obtain the Stirling’s series

ln(Γ(S)) = (S − 1

2
) lnS − S +

ln(2π)

2
+

∞∑
φ=1

B2φ

2φ(2φ− 1)S2φ−1
= (6.22)

= (S − 1

2
) lnS − S +

ln(2π)

2
+

1

12S
− 1

360S3
+ . . . (6.23)

where B2φ in (6.22) is a Bernoulli number. (6.23) can be given also as

ln(
√
SΓ(S)) = S lnS − S +

ln(2π)

2
+

1

12S
− 1

360S3
+ . . . (6.24)
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Furthermore, we know from Euler’s duplication formula that

Γ(S)Γ(S +
1

2
) = 21−2S

√
πΓ(2S). (6.25)

Taking the natural logarithm of Γ(S + 1
2 ) in (6.25) and employing (6.23), yields

ln(Γ(S +
1

2
)) = S lnS − S +

ln(2π)

2
− 1

24S
+

7

2880S3
+ . . . (6.26)

Subtracting (6.24) from (6.26), yields the approximate solution

ln

(
Γ(S + 1

2 )
√
SΓ(S)

)
= − 1

8S
+

1

192S3
+ . . . (6.27)

Therefore,
Γ(S + 1

2 )
√
SΓ(S)

= exp

(
− 1

8S

)
exp

(
1

192S3

)
. . . (6.28)

As S is a natural number both exponents in (6.28) are approximately 1 and it holds
that

Γ(S + 1
2 )

Γ(S)
≈
√
S. (6.29)

Replacing (6.29) in (6.11), leads to the following result

pa = erf

(
λb
√
S

2

√
νπ3Pbε

θ

)
. (6.30)

This means that the approximated solution for the probability pa, given in (6.30),
is exactly the same as the case without fading conditions in p′a, given in (6.16). To
that end, solving (6.30) by S, yields

S =
θ

νPbε

(
2erf−1(pa)

π
3
2λb

)2

, (6.31)

which holds for both (6.16) and (6.11).

This result is important as it demonstrates that even though fading can dete-
riorate the connectivity of a node, which we will notice in the following section, it
does not affect its ability to harvest energy from PBs.

6.5 End-to-End Connectivity

In this section, we will derive the network connectivity by employing the results
from Section 6.4. In order to calculate the end-to-end connectivity, we have first
to ensure that the sensors in each cluster are able to deliver their data to their
gateway (cluster coverage) and, then, that each gateway is able to communicate
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these measurements to the rest of the network. In that way, we will investigate the
ability of the network to be fully connected and each gateway to have at least one
neighbor that will be able to receive its data, ensuring that there are no isolated
GWs, i.e., GWs unable to deliver their messages [14,60].

6.5.1 Cluster Coverage

In this section, we provide the probability pc that a gateway has successfully received
a message from an active sensor in its cluster. A sensor message is correctly received
by the gateway, when two events hold: i) the sensor has collected sufficient energy
(i.e., is active), and ii) the received signal at the gateway to surpass the decoding
threshold γ. To that end, the probability pc is given by the following lemma.

Lemma 2. The probability that an active sensor node has successfully delivered
a message to the gateway is given by

pc = pa

∫ ∞
0

Lintra(γrα)Linter(γrα)fR(r)dr, (6.32)

where Lintra(s) is the interference from the other sensors of the cluster, Linter(s)
is the tight bound of the interference from the sensors of other clusters and

fR(r, σ2) = r
σ2 exp

(
− r2

2σ2

)
is the probability density function (PDF) of the dis-

tance between the sensor and the gateway.

Proof. To calculate this probability, we need first to define the distribution of the
distances in a cluster both for the intra-cluster case, i.e., the distance between the
sensors and the gateway, and the inter-cluster case, i.e., the distance between the
gateway and the other clusters on the plane. According to [72], the distribution of
the distance between a random point in a cluster and the clusterhead is described
by the Rayleigh distribution and it is given by

fR(r, σ2) =
r

σ2
exp

(
− r2

2σ2

)
. (6.33)

The probability pc can be obtained by

pc = paP(SIR ≥ γ) = paP
(
hr−α ≥ (Iintra + Iinter)γ

Ptx

)
. (6.34)
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By averaging the probability P(SIR ≥ γ) over the plane, we obtain

P(SIR ≥ γ) = E[P (SIR > γ|r)] =

∫
r>0

P (SIR > γ|r)fR(r)dr (6.35)

=

∫
r>0

P (h > γrα(Iintra + Iinter)|r)fR(r)dr (6.36)

=

∫
r>0

EI [exp(−γrα(Iintra + Iinter)|r)]fR(r)dr (6.37)

=

∫
r>0

Lintra(γrα)Linter(γrα)fR(r)dr, (6.38)

where (6.37) follows from h ∼ exp(µ).

The number of interferers depends on the probability that these interferers will
have enough power to be active during the CP. In this way, if some interferers have
not received enough energy during the HP, they will not contribute at the total
interference. To that end, the Laplace transforms for the intra-cluster Lintra(s) and
the inter-cluster Linter(s) interference provided in [72] are modified to take into
account the active nodes with probability pa and are given by

Lintra(s) = E
[

exp
(
− s

n̄pa∑
f=1

hf |w|−α
)]

= E
[ n̄pa∏
f=1

1

1 + s|w|−α

]
= (6.39)

= exp

(
− (n̄pa − 1)

∫ ∞
0

sw−α

1 + sw−α
fR(w, 2σ2)dw

)
. (6.40)

For the Laplace transform of the inter-cluster interference Linter(s), we follow the
derivations provided in [72, Appendix F] to obtain

Linter(s) = exp

(
− 2π2λgn̄pas

2/α

α sin(2π/α)

)
. (6.41)

Substituting (6.40) and (6.41) in (6.38), yields the result of Lemma 2.

6.5.2 Connectivity

Since we have derived the probability pc, we can calculate the probability that
each gateway can communicate with the rest in order to have full connectivity in
the network. As it is important to define the employed transmission mechanism,
we study the connectivity for the unicast and broadcast transmission mechanisms
separately, as discussed in Section 6.3.
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Unicast

In the unicast case, the end-to-end connectivity Cuc is defined by the ability of
the gateway to decode a message from an active sensor in its cluster and then to
connect with their nearest neighbor. The derivations of Cuc are given in the following
proposition.

Proposition 2. The probability of end-to-end connectivity of a WPSN for the
unicast case, denoted as Cuc, is given by

Cuc = pcquc = pc

[π 3
2λg erfc

(
πλg
√
Pg

2
√
γW

)
2e
−π2λ2gPg

4γW

√
γW
Pg

]m
. (6.42)

Proof. We denote with quc the connectivity probability of the gateways. According
to [13], if the number of nodes m is high enough, then

quc = P(dmin ≥ 1), (6.43)

where dmin denotes the minimum node degree which is the sum of connections of
the node with the fewest connections.

In order to determine if the minimum node degree of the network is equal or
higher than one (i.e., full connectivity), we need to calculate the probability that
all nodes are connected with at least their nearest neighbors. Assuming statistically
independent wireless links, this probability is

quc = P(dmin ≥ 1) = P(SNR ≥ γ)m = P
(
hr−α ≥ Wγ

Pg

)m
. (6.44)

This is a joint probability distribution of the independent RVs h and r. Therefore,
we have

quc = P
(
h ≥ rαWγ

Pg

)m
= (6.45)

=

(∫ ∞
0

∫ ∞
yαWγ
Pg

fh(x)fr(y)dxdy

)m
= (6.46)

=

(∫ ∞
0

∫ ∞
yαWγ
Pg

2πλgye
−πλgy2e−xdxdy

)m
(6.47)

=

(∫ ∞
0

2πλgye
−πλgy2e

− y
αWγ
Pg dy

)m
, (6.48)

where (6.46) follows from the joint distribution of independent variables and (6.47)
follows from the probability density function (PDF) of the distance r of a node to
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its nearest active neighbor fR(r) = 2λgπre
−λgπr2 [7] and the PDF of an exponential

variable with mean value 1. The integral in (6.47) can be solved either by employing
the modified Gauss-Hermite quadrature, as in Chapter 5, or by assuming α = 4,
which yields

quc =

(π 3
2λge

π2λ2gPg

4γW erfc

(
πλg
√
Pg

2
√
γW

)
2
√

γW
Pg

)m
. (6.49)

Multiplying (6.49) with (6.32), concludes the proof.

Broadcast

In the broadcast case, the connectivity Cbc = pc · qbc is defined by the ability of
a gateway to connect with any neighbor, regardless of the distance between them,
and it is provided by the following proposition.

Proposition 3. The probability of connectivity for the broadcast scheme, denoted
as Cbc, is given by

Cbc = pc

[
1− e−

λgπ
3
2

2

√
Pg
γW

]m
. (6.50)

Proof. Again, to calculate the connectivity probability, we have first to derive the
probabilities pc and qbc. However, in this case, pc is given by (6.32), while to calcu-
late the connectivity probability of the gateways qbc, we have to follow a different
approach. According to [60], the isolation probability for an active node, while con-
sidering the channel randomness is given by

PI = e−λgπE[R2], (6.51)

where R is the random variable of the communication range. Furthermore,

E[R2] =

∫ ∞
0

2rP
(
l(r) ≥ Wγ

Pg

)
dr = (6.52)

=

∫ ∞
0

2r

∫ ∞
Wγ
Pg

rαe−r
αhdrdh = (6.53)

=

∫ ∞
0

2re
− r

αWγ
Pg dr =

(
2

α

)
Γ

(
2

α

)(
γW

Pg

)− 2
α

. (6.54)

Eq. (6.53) follows after considering that the path loss l(r) is an exponential RV with
mean value r−α [69]. By substituting (6.54) to (6.51), the probability qbc for the
broadcast case is given by

qbc = (1− PI)m =

(
1− e−

2λgπ

α Γ( 2
α )( γWPg )−2/α

)m
. (6.55)
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To that end, by multiplying (6.55) for α = 4 with pc, we obtain the end-to-end
connectivity probability in the broadcast case.

6.6 Performance Evaluation

In this section, we validate the proposed theoretical framework via extensive simula-
tions and provide useful insights on the use of solar and wireless energy harvesting
by comparing the metrics of interest for the different transmission schemes. The
simulation environment is developed in Matlab R2014a.

6.6.1 Simulation Setup

We consider the topology shown in Fig. 6.1 and calculate the connectivity among
m = 100 gateways that are surrounded by a given number of sensors (i.e., at any
given moment, one of them is the transmitter while the rest are considered interfer-
ers) and, thus, we show pc for two cases: i) one interferer per cluster, i.e., n = 1, and
ii) two interferers per cluster, i.e., n = 2. In each iteration, we deploy the PBs and
GWs randomly and calculate the network performance for this instance. Then, after
10.000 iterations, we calculate and compare the average network performance with
our analytical results. Unless otherwise stated, the decoding threshold is assumed
fixed at γ = −10 dB, the number of HPs is ν = 1, while the intensity of the clusters
and PBs is 0.01 and 0.04 per m2, respectively, as shown in Table 6.1. The transmis-

Table 6.1:
Simulation Parameters

Simulation Parameter Symbol Value

Path loss exponent α 4
Threshold ratio γ −10 dB
Sensor transmission power Ptx 10 dBm
PB Transmission power Pb [26, 36] dBm
PB Idle power consumption Pb,idle 2.5 W
GW Transmission power Pg [26, 36] dBm
GW Idle power consumption Pg,idle 2.5 W
HP Slots S 5
Energy margin in θ δ 2 · 10−3 Joule
Sensor transmission duration ttx 0.1 s
RF-to-DC conversion efficiency ε 70%
Interferers n [1, 2] per cluster
GW Intensity λg 0.01 per m2

PB Intensity λb [0, 0.05] per m2

Scale parameter σ 10
Battery Capacity Lf 2000 Wh
Battery level thresholds {L−, L+} {1000, 1700} Wh
Solar Panel Area A 0.5 m2

Simulation Area As 5 · 106 m2
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sion power of the PBs that power the sensors via WEH varies between 26 and 36
dBm, respecting the limits of the FCC’s Code of Federal Regulations [80]. Also, the
solar panel efficiency is η = 0.1 and its performance ratio is set at rp = 0.75. Re-
garding the sensors, we consider characteristics from real low-power devices [85,86].
Thus, their data rate is 250 kb/s, while the message that carries its measurement is
20 bytes long (i.e., 8 bytes payload and 12 bytes headers). To that end, the time du-
ration that the sensor is active is 100 ms, i.e., approximately 80 ms for transmission
and the rest for processing and measuring. Moreover, the transmission power of the
nodes is set at 10 dBm, while the board power consumption due to the processing
from the MCU and the measuring from the sensing devices is approximately 8 mA.
Consequently, the energy margin δ that defines the θ threshold is 2 mJ.

Solar harvesting model setup

Regarding the solar harvesting model, let us recall that the solar radiation parameter
in (6.3) is measured in W/m2 and it depends on the time, the location of the panel
relative to the sun, its orientation and its inclination. As the solar radiation patterns
vary significantly for different areas, it is more practical to choose a specific area
to formulate the solar harvesting model. To that end, we assume that our network
is located at Barcelona, Spain, which is a densely populated urban area and we
employ the solar radiation data from [87, Table 1(b)] for a 45◦ inclination and a
south orientation. Using the aforementioned data, we confirm in Fig. 6.6 that the
solar radiation follows a quadratic behavior versus the time in a day and we show
this for two random days in January and August. As we can see, during August the
solar radiation is higher as the day lasts longer and the sun is closer to the northern
hemisphere in contrast to January. To that end, by employing quadratic fitting on
the data from [87], the solar radiation can be described by (6.4) where χ, ψ and
ω are the fitting parameters for the quadratic curve of each month, given in Table
6.2.

To account for the cloud cover, we follow the analysis in [82] regarding the
Beta distribution. Hence, we employ measurements from [83], where the author
derives the shape parameters α, β > 0 for the Beta distribution in different cloud
cover regions of Europe. The data are based on satellite and surface cloud cover
measurements for a 30-year period. To that end, the shape parameters α and β of
the Beta distribution and the region where the area under investigation falls in for
each month are given in Table 6.2. Thus, we have all the required information to
provide an accurate estimation of the solar panel power output for every hour of
the day.

6.6.2 Energy Harvesting Performance Evaluation

In order to validate the analytical derivations of Section 6.4, we present in Fig. 6.7
the probability of active node pa with and without fading versus the intensity λb
of the PBs for S = 5, Pb = 30 dBm and ν = 1. As we may observe, all results
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Figure 6.6: Solar Radiation vs. Time at Barcelona, Spain for two random days of Jan-
uary and August.

Table 6.2: Parameters χ, ψ and ω for the Quadratic Solar Panel Power
Output Model and Beta parameters α, β for the Cloud
Cover in Barcelona, Spain

Month χ ψ ω α β Region [83]

January -2.26 -11.4 50 1 0.95 II
February -1.75 -11.34 45.4 1 0.95 II
March -1.74 -11.6 45.5 0.9 0.59 II
April -1.86 -11.45 53.4 0.9 0.59 II
May -1.79 -11.53 53 0.9 0.59 II
June -1.57 -11.46 49.5 0.96 2.55 IV
July -1.84 -11.58 55.9 0.96 2.55 IV
August -1.93 -11.47 56.4 0.96 2.55 IV
September -1.75 -11.48 48.7 1.15 1.02 IV
October -1.79 -11.52 46.5 1.15 1.02 IV
November -1.74 -11.44 37.7 1.15 1.02 IV
December -1.89 -11.52 38.9 1 0.95 II

show a perfect match with the theory. Moreover, we notice that both cases perform
similarly, as it is expected according to Lemma 1. Furthermore, as the intensity
of the PBs is rising, the probability pa increases as the average distance between a
sensor and a PB is decreasing. However, we notice that, for λb > 0.04, the probability
pa saturates. Therefore, for the given HP duration and transmission power, the
intensity of the PBs should not exceed the 0.04 PBs/m2, as it does not offer any
benefit in the network performance.

Moreover, in Fig. 6.8, we employ Lemma 1 to present the relation between the
harvesting slots S and the intensity of the PBs given that the probability pa is
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Figure 6.7: Probability pa vs. PB intensity λb for different fading cases. Parameters:
S = 5, Pb = 30 dBm and ν = 1.

fixed at 0.99 for ν = 1. In this way, this figure demonstrates three different λb
configurations between the harvesting slots S and the PB transmission power Pb
that guarantee active operation from approximately all nodes for different density
scenarios. As we can see, the number of harvesting slots decreases by increasing
either the transmission power or the intensity of the PBs. We also notice that by
doubling the PB density, results in smaller HPs (i.e., faster recharge cycles), than
doubling the transmission power. For instance, doubling the intensity at Pb = 33
dBm from 0.01 to 0.02, reduces the slots from approximately 9 to only 2. On the
other hand, increasing the power transmission from 33 to 36 dBm for the same PB
density (λb = 0.01), results to 5 harvesting slots. Thus, mission-critical applications
that demand low delay and active operations from all nodes (i.e., mMTC and cMTC)
should be designed with a focus on higher PB densities.

However, in cases where the probability pa cannot be close to 1, the inactive
sensors in the first HP will harvest energy from the following HPs until they are
able to transmit, i.e., the θ threshold is surpassed. To that end, in order to evaluate
the performance of the network when pa < 1 for ν = 1, we demonstrate in Fig. 6.9,
the probability pa during a hyperperiod, i.e., the least common multiple of all the
natural numbers from 1 to ν, given that pa reaches 1 when ν = 3. Therefore, the
hyperperiod has a duration of ξ = 6 HPs and the probability pa varies according to
Fig. 6.9. After the first HP, pa is around 0.9, but in the last HP of the hyperperiod,
approximately all (99%) nodes will be active. It is interesting to notice that, after
the fifth HP, the probability pa drops to the same level as in the first HP, since only
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Figure 6.8: Harvesting slots S required to achieve pa = 0.99 vs. PB transmission power
for different PB intensities.
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Figure 6.9: Probability pa during a hyperperiod of ν = 3.
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Figure 6.10: Performance of the energy allocation algorithms in one year: a) Battery
level, b) Transmission Power, c) Active node probability.

the nodes that are able to harvest energy in one HP will be active.

Next, in order to demonstrate the variations of the active node probability due
to the solar energy harvesting variations, we present, in Fig. 6.10, the performance
of the proposed energy allocation algorithm over the span of one year, i.e., the
algorithm begins on January 1 (assuming full battery) and finishes on the 31st of
December. As we can see in Fig. 6.10a, the battery level drops during the winter
months (i.e., ∼ 500 Wh or ∼ 25%), but still the algorithm keeps a battery level that
prevents any power outage or connection with the electricity grid by decreasing the
power transmission, shown in Fig. 6.10b. Also, we notice that, during the summer
months, the battery level increases close to the battery capacity and, as there is
abundance of energy in the battery, the transmission power is increased. However,
even then (August), the transmission power is decreased in some cases due to high
cloud cover, i.e., despite the high battery level, extensive cloud cover provokes a
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Figure 6.11: Probability pc vs. γ threshold for n = {1, 2}, S = 5, Pb = 30 dBm and
ν = 1.

slight decrease in PB to reduce the energy consumption. As expected, the probability
pa, shown in Fig. 6.10c, follows the trends of the transmission power and we notice
that it is over 0.87 throughout the year, which means that at least 87% of the nodes
will manage to transmit from the first HP, while the rest will need more HPs to
receive the required energy to transmit (see Fig. 6.9). We should also notice that
although employing the proposed energy allocation algorithm reduces vastly the
risk of power outage, it sacrifices the communication performance due to the lower
pa in worst case conditions, i.e., low battery level and/or high cloud cover.

6.6.3 Communication Performance Evaluation

Regarding the communication part, in Fig. 6.11, we present the cluster coverage
probability versus the decoding threshold for two cases, i.e., when there is one or two
interferers in a cluster. Apparently, higher γ implies lower coverage probability, as
the received signal is not strong enough to be decoded compared to the interference.
Also, the same conclusion is reached when the number of interferers is increasing,
as the interference becomes stronger at the receiver.

In Fig. 6.12, we study the end-to-end connectivity versus the PB intensity, while
taking into account both the active nodes and the cluster coverage. In this figure, we
present the performance of both transmission schemes (i.e., unicast and broadcast)
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Figure 6.12: End-to-end Connectivity vs. PB intensity λb for different transmission
schemes for n = 1, S = 5 and ν = 1.

and we verify that the simulation results strictly follow our analysis, while the
small deviation is due to the approximation of pa and the tight bound used for the
other clusters interference in the cluster coverage. Furthermore, we observe that the
connectivity in broadcast scenarios is significantly higher that the connectivity in
unicast transmissions, as it is more probable to successfully deliver a message in a
random receiver around the transmitter than to a designated receiver due to the
fading conditions.

Finally, in Fig. 6.13, we demonstrate the performance of the network in terms
of connectivity for ν = 1, S = 5 and λg = 0.02, while taking into account the solar
harvesting performance for the duration of three months (May-July). Similar to
the PBs, the transmission power of the gateways depends on the solar harvesting
performance. Hence, the connectivity performance varies according to the transmis-
sion scheme, the battery level and the decisions of the energy allocation algorithm.
Therefore, in this figure, both the transmission power Pb of the PBs and Pg of the
gateways are affecting the connectivity during this period. As we can observe, the
connectivity in the unicast case (Fig. 6.13b) varies between 0.25 and 0.78, while for
the broadcast case varies from 0.82 to 0.89 (Fig. 6.13c). This stems from the fact
that in the unicast scheme, the GWs have to decode a message from their nearest
GW and, thus, their transmission power affects the communication significantly. In
contrast, in the broadcast case, the gateways decode the message with the strongest
signal regardless of its proximity, resulting in a much higher connectivity ability.
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Figure 6.13: Connectivity Probability vs. Time over the span of three months (May-
July): a) Battery Level, b) Unicast, and c) Broadcast.

6.7 Conclusion

In this paper, we studied the connectivity of a zero-energy WPSN under different
transmission mechanisms (i.e., unicast, broadcast). For each scenario, we analyti-
cally derived the probability of connectivity, while considering the probability that
the nodes are active. Moreover, we compared the different transmission mechanisms
by assuming that battery-less nodes forming clusters harvest RF energy from PBs
and showed that increasing the PB intensity is more beneficial for mission-critical
applications than increasing the PB transmission power. As each PB and gateway
is connected to a solar panel and a battery, we formulated a solar harvesting model
and an energy allocation algorithm that adjusts the transmission power of PBs and
gateways according to the cloud cover. We evaluated its performance and showed
that the network operates without interruptions using only solar energy. Also, it
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has been shown that, under fading conditions, the broadcast scheme outperforms
the unicast one. In the following chapter, we employ the results of Chapters 5 and
6 to apply them in a real-life scenario.



Chapter 7

Stochastic Modeling of
Wireless Charged Wearables
for Reliable Health
Monitoring in Hospital
Environments

7.1 Introduction

Lately, wearable sensors have emerged as a comfortable and affordable way to moni-
tor vital signs and activities in a non-intrusive way [88]. Many applications in fitness
and wellness motivate people to improve their health and log their daily performance
by tracking their activities, exercise and sleep. Even though commercial wearables
were mainly employed for such welfare applications, they are nowadays starting
to undertake more critical tasks for health monitoring, such as measuring blood
pressure, oxygen saturation, blood glucose level and fatigue level, periodically and
without any human intervention. These current advances in wearable sensors tech-
nology enable their use in medical environments, providing an unobtrusive, scalable
and relatively low-cost way to monitor patients in hospitals or elders in nursing
homes and notify instantly the medical personnel in urgent situations.

However, although the sensing abilities of wearables become better, there are
some challenges that must be overcome to ensure the suitability of wearables in
the context of medical care [89]: i) transmission problems, ii) low battery life, iii)
ergonomics, and iv) non-intuitive software. Although the ergonomics and software
issues are a subjective matter of product design, successful message delivery and
high lifetime are fundamental requirements for the correct communication between

113
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the wearables and the medical personnel. Thus, there is a need to guarantee that
all wearables will be able to: i) deliver reliably their messages to a final destination
and ii) provide uninterrupted and stable services without intermissions for battery
recovery. Regarding the first issue, the communication of wearables should be care-
fully studied taking into account the node deployment, the interference and the
channel randomness. For instance, in a typical hospital scenario, each room is host-
ing multiple patients. From a communication perspective, the transmitters of the
wearables are forming small clusters that should be considered in the calculation of
the received interference from the other clusters and, thus, the wearables’ ability to
communicate correctly.

As far as the second issue is concerned, it is imperative to guarantee that the
energy requirements of the wireless wearables will not impose any limitations to
their operation. To avoid the inconvenient and time consuming battery replacing
or cable charging, a new method has been proposed lately that exploits the energy
of radio frequency (RF) transmissions to increase the lifetime of devices [62]. This
method, called Wireless Energy Harvesting (WEH), can be an effective solution as
RF signals are nowadays in abundance. With WEH, the RF signals are converted
to direct current (DC) electricity using rectifying antennas and, if the amount of
received energy at a temporary storage unit, e.g., a capacitor, is at the same level
as the consumed energy, it is even possible to achieve a self-sustainable operation.

Despite the fact that harvesting the energy by the surrounding RF transmissions
can increase the lifetime in wireless devices, as we have seen in previous chapters,
it is not able to provide enough power to counterbalance the consumed energy in
realistic scenarios. This is mainly due to the path loss between the transmitters and
the receiver and the losses from the RF-to-DC conversion. However, with the use
of dedicated power transmitters or power beacons (PB) distributed in the hospital,
it is possible to solve the aforementioned problem and provide the wearable devices
with sufficient energy to sense, process and transmit. To ensure that the devices
will always have enough energy to operate, they employ the harvest-then-transmit
protocol with which the wearables harvest energy for a certain period of time and
then consume all of it for measurement and communication [90].

Several works study the communication metrics of wireless wearables in hos-
pitals without considering the clustered deployment nor wireless charging. In [91],
there is an interesting study on the suitability of using WSN with random access
for patient monitoring and the authors derive the probability of collision in wireless
devices, that monitor the status of patients. Furthermore, in [92], the authors study
the probability of detection in the signals of a wireless body area network while
decreasing with their method the power consumption leading to higher lifetime for
the wearables. However, both in [91] and [92], the proposed models do not take
into account the clustered distribution of patients, that is encountered in realistic
hospital environments. There are some works that study the probability of correct
reception in clustered wireless sensor networks though. In [93] and [72], the authors
study the coverage probability and the interference distribution in a clustered wire-
less ad-hoc network. Nevertheless, the focus of these seminal works is given in the
communication modeling, whereas energy supply issues are not taken into account.
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Figure 7.1: A random distribution of wearable clusters and PBs. Wearables are deployed
around the gateway (clusterhead).

Therefore, there are no works in the literature on clustered networks with WEH
in the wireless devices, which is an interesting combination given the realistic mod-
eling and the convenience of WEH in health applications. In our work, we attempt
to cover this area by studying the communication performance of wearables in a
hospital environment, where the patients are distributed according a Poisson clus-
ter process. Each wearable transmits its messages to the cluster center, where a
gateway is located that notifies the nearest medical personnel. Moreover, the wear-
ables are able to harvest energy from PB transmissions to charge their batteries.
Our contribution is twofold: i) we derive the probability of correct notification for a
clustered network with WEH-enabled wearables, and ii) we provide a performance
evaluation of the network and insights for the network performance. We believe
that our results can act as a guide for the network design and the choice of the
appropriate network parameters, according to the needs of each hospital.

The remaining part of this paper is organized as follows. The system model is
described in Section 7.2. The mathematical analysis is presented in Section 7.3 and
the numerical results in Section 7.4. Finally, Section 7.5 concludes the paper.
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Figure 7.2: Network operation

7.2 System Model

We consider a wireless network of wearables on the Euclidean plane and model
their random locations according to a Poisson cluster process. The parent point
process represents the clusterheads (gateways) of each cluster and it is modeled by
a homogeneous PPP Φg = {g1, g2, . . . } with intensity λg, where gi, ∀i ∈ N, denotes
the location (i.e., Cartesian coordinates) of the ith clusterhead. Each parent point is
surrounded by m offspring points, which represent the wearables, distributed around
each clusterhead according to a symmetric normal distribution with variance σ2 and
a density function

f(x) =
1

2πσ2
exp

(
− ‖x‖

2

2σ2

)
. (7.1)

On the same plane, we deploy the PBs and the medical personnel according to two
homogeneous PPPs Φb = {y1, y2, . . . } and Φm = {z1, z2, . . . } with intensity λb,
where yj , ∀j ∈ N, denotes the location of the jth PB and with intensity λm, where
zk, ∀k ∈ N, denotes the location of the kth medical assistant or physician. In Fig.
7.1, we depict a random deployment of the described topology.

Time is divided into two periods: i) the harvesting period (HP) that consists
of S time slots, in which all wearables accumulatively harvest RF energy from
the PBs with RF-to-DC conversion efficiency ε, as shown in Fig. 7.2a, and ii) the
communication period (CP) which has a duration of 2 slots. In the first slot of the
CP, depicted in Fig. 7.2b, the wearables with sufficient harvested energy (active)
transmit their messages to the gateway of their cluster and then, in the second CP
slot, the gateways deliver the received message to the nearest medical personnel,
as shown in Fig. 7.2c. Moreover, we assume that all PBs transmit with power Pb
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and are connected to the electricity grid, thus having a reliable power supply. A
wearable is considered active during the CP if, at the end of the HP, it has received
and stored temporarily, e.g., at a capacitor, an amount of at least θ Joules from
the PBs that enables them to transmit a message with power Ptx. We assume
that θ = Ptxts + δ, where δ is the energy margin for other wearable operations,
e.g., sensing and processing, and ts is the duration of the wearable transmission in
seconds. Hence, at the end of the transmission, the stored energy of active nodes
is depleted, as the θ threshold guarantees enough energy for only one transmission.
Furthermore, we consider that nodes cannot store energy at the end of the CP and,
thus, all nodes enter the HP with zero energy.

In our analysis, we examine the ability of a wearable to connect to the gateway
of its cluster, based on the received power denoted as Prx = Ptxhr

−α, where r is the
distance between the gateway and its transmitter, α is the path loss exponent and h
is the fast fading power coefficient, which is independent and identically distributed
(i.i.d.). For this reason, the amplitude fading

√
h is Rayleigh distributed with a

scale parameter σ = 1, thus h is exponentially distributed with mean value µ = 1.
Each gateway experiences interference from the remaining wearables of the cluster,
as well as from the other clusters. Therefore, a wearable is considered connected
with its gateway (i.e., is able to deliver a message), when the received signal to
interference ratio (SIR) is higher than a threshold γ, as it is given in

SIR =
Ptx · h · r−α

Iintra + Iinter
≥ γ, (7.2)

where r is the Euclidean distance between the two nodes, Iintra denotes the interfer-
ence from the remaining wearables of the cluster and Iinter denotes the interference
received from the clusters.

7.3 Probability of Correct Notification

In this section, we present the analytical derivations of the probability of correct
notification Cn, which is the probability that a wearable will manage to deliver suc-
cessfully a message to the gateway and, then, the gateway will deliver this message
to the nearest medical personnel available.

To begin with, in order to achieve a correct notification, there are three prereq-
uisites that should be satisfied: i) the wearable should have collected enough energy
during the HP to surpass the energy threshold θ, ii) the gateway should decode suc-
cessfully the transmitted message from the wearable, and iii) the gateway should
successfully deliver the wearable’s message to the nearest medical personnel device.
In the following, we will provide each prerequisite and, then, we will combine them
into the probability Cn.

In the following lemma, we describe the probability pa that the wearable has
enough energy to transmit at the beginning of the CP.
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Lemma 1. The probability that a wearable is active at the beginning of the CP
for α = 4 is given by

pa = erf

(
λBΓ(S + 1

2 )

2Γ(S)

√
π3Pbε

θ

)
. (7.3)

where erf(x) = 2√
π

∫ x
0
e−t

2

dt and Γ(t) =
∫∞

0
xt−1e−xdx is the gamma function.

Proof. To derive the probability pa, we have to consider the accumulated received
power from the set of the PBs for all time slots S and calculate the probability that
this amount is higher than the threshold θ. Hence, we obtain

pa = P
( S∑
i=1

·
q∑
j=1

εPbhi|yj |−α ≥ θ
)

= (7.4)

= P
( S∑
i=1

q∑
j=1

hi|yj |−α ≥
θ

εPb

)
, (7.5)

where the sum in (7.4) is the total harvested power from PBs at a node located
in the origin and |yj | denotes the Euclidean distance between the jth PB and the
origin.

To calculate (7.5), we have first to focus on the distribution of the sum Y=
∑
|y|−α

and derive the Laplace transform L(s) = E(e−sY ), while noticing that
∑S
i=1 hi fol-

lows Erlang distribution with shape S and rate 1, as mentioned in [25]. Thus, for a
random variable h ∼ Erlang(S, 1) holds that E(hm) = Γ(S + m)/Γ(S). According
to [7], by taking the expectation over both the point process and the fading, we
obtain

L(s) = exp

(
−
πλbΓ(S + 2

α )

Γ(S)
Γ(1− 2

α
)(εPbs)

2
α

)
. (7.6)

It can be noticed that (7.6) has a stable distribution with shift 0, skew 1 and sta-
bility 2

α . Therefore, for the special case of α = 4 (realistic for indoor environments),
it reduces to a Lévy distribution, yielding

pa = erf

(
λBΓ(S + 1

2 )

2Γ(S)

√
π3Pbε

θ

)
, (7.7)

which concludes the proof.

Then, we provide the probability pc that a gateway has successfully received a
message from a wearable in its cluster.
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Lemma 2. The probability that a wearable has successfully delivered a message
to the gateway is given by

pc =

∫ ∞
0

Lintra(γrα)Linter(γrα)fR(r)dr, (7.8)

where
Lintra(s) is the interference from the other wearables of the cluster, Linter(s)
is the tight bound of the interference from the wearables of other clusters and

fR(r, σ2) = r
σ2 exp

(
− r2

2σ2

)
is the probability density function (PDF) of the dis-

tance between the wearable and the gateway.

Proof. To calculate this probability, we need first to define the distribution of the
distances in a cluster both for the intra-cluster case, i.e., the distance between the
wearables and the gateway, and the inter-cluster case, i.e., the distance between the
gateway and the other clusters on the plane. According to [72], the distribution of
the distance between a random point in a cluster and the clusterhead is described
by the Rayleigh distribution and it is given by

fR(r, σ2) =
r

σ2
exp

(
− r2

2σ2

)
. (7.9)

The probability pc can be obtained by

pc = P(SIR ≥ γ) = P
(
hr−α ≥ (Iintra + Iinter)γ

Ptx

)
. (7.10)

By averaging the probability pc over the plane, we obtain

pc = E[P (SIR > γ|r)] =

∫
r>0

P (SIR > γ|r)fR(r)dr (7.11)

=

∫
r>0

P (h > γrα(Iintra + Iinter)|r)fR(r)dr (7.12)

=

∫
r>0

EI [exp(−γrα(Iintra + Iinter)|r)]fR(r)dr (7.13)

=

∫
r>0

Lintra(γrα)Linter(γrα)fR(r)dr. (7.14)

where the last step of (7.14) is due to the fact that h ∼ exp(µ).

The Laplace transforms for the intra-cluster and the inter-cluster case are pro-
vided in [72] and they are given by

Lintra(s) = exp

(
− (mpa − 1)

∫ ∞
0

sw−4

1 + sw−4
fR(w, 2σ2)dw

)
, (7.15)

and
Linter(s) = exp(−πλgmpa

√
s
π

2
). (7.16)
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It should be noticed that the number of interferers in (7.15) and (7.16) is multiplied
by the probability that these interferers will have enough power to be active during
the CP. In this way, if some interferers have not received enough energy during the
HP, they will not contribute at the total interference.

Substituting (7.15) and (7.16) in (7.14), yields the result of Lemma 2.

In the next step, we will provide the probability pm that the nearest medical
assistant receives successfully a message by a gateway.

Lemma 3. The probability that a gateway has successfully notified the nearest
medical personnel is given by

pm =
1

1 +
√
γ(π/2− arctan(1/

√
γ))

. (7.17)

Proof. As we need the distance to the nearest point of a PPP, the distribution
of the distances is given by the well known formula fN (r) = 2πλr exp(−πλr2) [7].
Moreover, the interference Ir at the devices of the medical personnel originates from
the transmissions of the gateways. To that end, following the same approach as in
Lemma 2, we obtain

pm = E[P (SIR > γ|r)] =

∫
r>0

P (SIR > γ|r)fN (r)dr (7.18)

=

∫
r>0

P (h > γrα(Ir)|r)fR(r)dr (7.19)

=

∫
r>0

E[exp(−γrαIr|r)]fR(r)dr (7.20)

=

∫
r>0

2πλg exp(−πλgr2)LIr (γrα)dr. (7.21)

From this point, we can follow the derivations in [6] for a network with Rayleigh
fading, path-loss exponent α = 4 and without noise, to obtain

pm =
1

1 +
√
γ(π/2− arctan(1/

√
γ))

, (7.22)

which concludes the proof. As we can see, (7.22) does not depend on the intensity
of the medical personnel, because as the intensity increases or decreases, the re-
ceived signal and the interference change proportionally and, thus, the SIR remains
unaffected.

Having provided all three prerequisites, we are now able to calculate the probability
of correct notification, which is given in the following proposition.
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Proposition 1. The probability of correct notification is given by

Cn = erf

(
λBΓ(S + 1

2 )

2Γ(S)

√
π3Pbε

θ

)
·

· 1

1 +
√
γ(π/2− arctan(1/

√
γ))
·

·
∫ ∞

0

Lintra(γrα)Linter(γrα)fR(r)dr, (7.23)

where Lintra(s) and Lintra(s) are given in Lemma 2.

Proof. As we have already mentioned, to achieve a correct notification, three in-
dependent events should be satisfied: i) the wearable should be charged, ii) the
gateway should decode the message from the wearable, and iii) the medical person-
nel should receive this message. These three events are given by the probabilities
described in the aforementioned Lemmas. To that end, Cn is given by

Cn = pa · pc · pm. (7.24)

Substituting (7.3), (7.8) and (7.17) in (7.24), concludes the proof.

7.4 Analytical and Simulation Results

In this section, we present the simulation setup, we validate the analytical deriva-
tions obtained in Section 7.3 via Monte Carlo simulations and we discuss the network
performance.

7.4.1 Simulation Setup

To present more intuitive results, we demonstrate the different parameters per sector
(i.e., hospital wing), with each sector having a total area of 2000 m2. In each cluster,
we assume that a given number of wearables are active in every CP (i.e., one of them
is the transmitter while the rest are considered interferers) and, thus, we show Cn
for two cases: i) one interferer per cluster, i.e., n = 1, and ii) two interferers per
cluster, i.e., n = 2. Unless otherwise stated, the decoding threshold is assumed
fixed at γ = −10 dB, while the intensity of the clusters and PBs is 20 and 60 per
sector, respectively. The transmission power of PBs is fixed at 30 dBm, respecting
the limits of the FCC’s Code of Federal Regulations [80]. Furthermore, the scale
parameter (i.e., standard deviation of the wearables distribution in (7.1)) is set at 3,
which means that the 95% of the points is in a 6m radius around the cluster center,
according to the normal distribution. All system parameters are summarized in
Table 7.1.
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Table 7.1:
Simulation Parameters

Simulation Parameter Symbol Value

Path loss exponent α 4

Threshold ratio γ −10 dB

Wearable transmission power Ptx [0, 40] dBm

Beacon Transmission power Pb 30 dBm

HP Slots S 5

Energy margin in θ δ 2 · 10−3 Joule

RF-to-DC conversion efficiency ε 0.7

Wearables Intensity m [2, 3] per cluster

Cluster Intensity λs [2, 2000] per sector

PB Intensity λb [2, 2000] per sector

Med. Pers. Intensity λm 60 per sector

Scale parameter σ 3

Sector Area AS 2000 m2

Simulation Area A 5 · 106 m2
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Figure 7.3: Validation of the analysis by comparing analytical results and simulations
on pn for m = 1, 2.
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Figure 7.4: Probability Cn vs. the number of PBs per sector.

7.4.2 Results

In order to validate the analytical derivations of Section 7.3, we present in Fig. 7.3
the probability Cn versus the decoding threshold for the two cases. As it can be
observed, the simulation results match the mathematical analysis for every value of
γ. Furthermore, we may notice that, as the decoding threshold increases, the prob-
ability Cn drops mainly due to the inability of the gateway to decode successfully
the message from the wearables. Also, as the number of interferers increases, the
performance of the network is greatly affected. It can be seen that, at γ = −10 dB,
the drop in the performance of the clustered network is 20% and this stems from the
fact that, in a cluster network, the interferers are closer to the receiver and affect
the message decoding extensively.

In Fig. 7.4, we demonstrate the probability Cn versus the number of PBs per
sector. As it can be observed, by increasing the number of beacons the probability
Cn is also increasing up to a saturation point (i.e., here at ∼ 60 beacons per sector.
This happes due to the fact that as the beacons increase, the ability of the wearables
to have enough energy to transmit during the CP is also increasing. However, after
a certain point, all wearables have enough power to transmit, therefore adding more
PBs at the sector will not benefit the network performance, which is an important
insight from a system design perspective.

Moreover, in Fig. 7.5, we depict the performance of the network as the number
of clusters is growing. From this figure, we notice that as the number of clusters
increases, more interference is generated, resulting in performance degradation. It is
worth noting that the higher number of clusters deteriorates both the link between
wearables and gateways and the link between gateways and medical personnel. In
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Figure 7.5: Probability Cn vs. the number of clusters per sector.
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Figure 7.6: Probability Cn vs. the transmission power Ptx.

a hospital scenario with a fixed number of clusters, the first link can be enhanced
by decreasing the radius of each cluster, while the second link can be enhanced by
adopting a more sophisticated technique for transmission and, thus, reducing the
interference.

In Fig. 7.6, we demonstrate the probability Cn versus the transmission power of



Chapter 7. Stochastic Modeling of Wireless Charged Wearables for Reliable
Health Monitoring in Hospital Environments 125

26 27 28 29 30 31 32 33 34 35 36
0

2

4

6

8

10

12

P
b
 Beacon Tx Power (dBm)

H
P

 S
lo

ts
 (

S
)

 

 

40 PBs
80 PBs

Figure 7.7: HP slots vs. the transmission power of 40 and 80 PBs.

the wearables. We observe that, as the transmission power is kept low, the network
has better performance. However, as the transmission power increases over 10 dBm,
there is a significant drop in the performance of the network. This stems from the
fact that to transmit with a higher Ptx, the wearables must harvest more energy
during the HP. To that end, under this specific scenario, it is suggested to keep
the transmission power at Ptx ≤ 10 dBm in order to achieve the highest possible
performance. It should be noted that we can achieve higher transmission powers by
adjusting the parameters of the harvesting process. However, this will not increase
drastically the performance of the network, because the interferers will also increase
their transmission power, resulting in similar performance.

Finally, in Fig. 7.7, we demonstrate the relation between the HP slots and the
transmission power Pb of PBs, while keeping the maximum possible performance in
the network in terms of energy harvesting (i.e., pa = 0.99). As we can observe, we
can achieve similar harvesting performance by increasing the number of PBs or the
number of HP slots or Pb. As in our scenario Pb is not allowed to be increased, we
have the choice between a fast wearable recharge with higher cost due to the extra
PBs or a lower cost with the disadvantage of a possible delayed notification.

7.5 Conclusion

Wearables in medical environments can provide an unobtrusive, scalable and rel-
atively low-cost way to monitor patients in hospitals. However, they still need to
guarantee a reliable communication and high lifetime. As typically multiple pa-
tients occupy each hospital room, we considered that wearables form clusters and
that harvest RF energy via power beacons to increase their lifetime. We analytically
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derived the probability that WEH-enabled wearables forming clusters in a hospi-
tal environment will successfully notify the medical personnel via a gateway at the
cluster center. We validated our analysis through extensive simulations and showed
that wearable transmission power over 10 dBm degrades the network performance,
while adding more than 60 PBs in a 2000 m2 sector does not enhance the notifi-
cation probability. In the future, we plan to extend this work by assuming a more
realistic topology that considers peculiarities of indoor environments. In this way,
the interference from the other clusters will be minimized, but the ability of the
gateway to deliver successfully its messages will deteriorate.



Chapter 8

Conclusions and Future
Challenges

8.1 Conclusions

One of the greatest challenges for wireless networks in the near future is their
sustainability. As the number of wireless devices rises, handling their energy supply
becomes a complicated task, because traditional battery charging or swapping is
inconvenient due to their large quantities. Wireless charging can be an effective
solution to this problem by providing RF energy to every device simultaneously
that is harvested through a rectenna and converted to DC electricity. However,
several questions have to be answered first. For instance,

• Will the communication performance be affected by this technique?

• How much energy and time is required to charge a device?

• What is the range of wireless charging?

• Is it possible to achieve zero-energy operation?

In this thesis, we have made a first attempt to answer these questions. To achieve
it, we have proposed novel analytical frameworks to characterize and evaluate the
behavior of wireless-powered networks. As the communication performance remains
a dominant requirement, sophisticated wireless energy harvesting (WEH) techniques
have to be devised that handle the simultaneous wireless information and power
transfer without affecting the communication performance noticeably.

In our first work, presented in Chapter 3, we demonstrated the effects of wireless
energy harvesting at the relay nodes of a cooperative network with network cod-
ing. Then, in Chapter 4, we proposed a WEH scheme that dynamically splits the
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received RF power based on the channel condition. For more realistic results, we
employed a rectenna with variable RF-to-DC conversion efficiency, which revealed
that there is an optimal intensity that maximizes the network lifetime. Moreover,
we observed that the coverage probability in the network has better performance for
the direct communication scenario than the cooperative scenario. However, the co-
operative scenario is more advisable in applications where longevity matters, since
it is superior in terms of lifetime.

Although the aforementioned works demonstrated interesting and encouraging
results for WEH, they omit to provide knowledge regarding the connection between
each pair of nodes, which is important for several applications, e.g., intrusion de-
tection, smart grids, traffic management, etc. To that end, in the second part of the
thesis, we study the connectivity probability in a network with battery-less devices
using dedicated power beacons (PBs) for the wireless charging of the devices. First,
in Chapter 5, we analytically derived the probability of connectivity for three dif-
ferent transmission schemes, while considering the probability that the nodes are
active. Moreover, we compared the different routing mechanisms by assuming both
battery-powered and battery-less nodes and showed the circumstances under which
a wireless network is fully connected.

Then, in Chapter 6, we employed solar-powered PBs in order to achieve a zero-
energy operation, i.e, zero energy consumption from the electricity grid or elec-
trochemical cells. Moreover, we compared the different transmission mechanisms
that we introduced in Chapter 5 by assuming that battery-less nodes forming clus-
ters harvest RF energy from PBs and showed that increasing the PB intensity is
more beneficial for mission-critical applications than increasing the PB transmission
power. Also, we formulated a solar harvesting model and an energy allocation al-
gorithm that adjusts the transmission power of PBs and gateways according to the
incoming energy that is affected by the weather conditions. Finally, in our perfor-
mance evaluation, we demonstrate that the network operates without interruptions
using only solar energy for the PBs and discussed the network parameters that are
required to achieve zero-energy operation.

8.2 Future Challenges

More than one hundred years ago, Nikola Tesla envisioned a world without wires for
power transfer and communication [94]. Today, although wireless communication is
an indispensable part of our everyday life, wireless power transfer is still considered
a utopia. However, during the last years, some initial research on wireless power
transfer for low-power devices has been reluctantly carried out.

Being able to charge your wireless devices without cables is not insignificant
news. On the contrary, wireless charging in smartphones and wireless sensors and,
even better, achieving a zero-energy operation in these networks, will mark a new
era in wireless connectivity for which we have to be prepared. Although there still
exists a large gap in knowledge, especially in hardware, regarding wireless power
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transfer, theoretical analyses have to provide the requirements and limitations that
will drive this evolution and lead to its actual realization.

To that end, the research contributions of this thesis provide an initial step that
paves the ground for novel works to accomplish this ambition in the future. For in-
stance, in Chapter 4, we demonstrated that the rectenna design plays a significant
role in the employed WEH technique. However, novel rectenna designs are intro-
duced constantly and need to be considered in the models of the future. Moreover,
Chapter 6 shows the potential to achieve zero-energy operation, while taking into
account the connectivity performance and the weather conditions. Nevertheless, our
results have not been tested and validated in the field, which will provide even more
insights. Therefore, there is obviously a lot of space for novel research in this field
that will complement and improve our contributions.

In the following list, we summarize the main goals that we have identified for
future work:

• Adopting new rectenna designs As we have demonstrated in Chapter 4, a
rectenna plays a significant role in the harvesting and communication perfor-
mance of a WEH. The intrinsic characteristics of novel rectenna designs, such
as [95, 96], could be adapted in the analytical frameworks that we proposed,
in order to identify potential insights that will affect the network operation in
other ways that the ones presented in our work. Hence, since there is a strong
hardware dependence, WEH related works need to modernize together with
the hardware progress.

• Design analytical models for Interference-Aware WEH schemes Al-
though existing context-aware WEH schemes (i.e., DPS) consider both the
communication and EH performance, they concern only small-scale networks.
More specifically, since interference dominates in large-scale dense networks,
the knowledge of the channel conditions is not sufficient to decide whether
the signal can be decoded or not. On the other hand, a power splitter that
is aware of the amount of interference in the received power is capable of es-
timating the possibility of signal decoding and, thus, dynamically allocating
the received power between the information decoder and the energy harvester.
Thus, the design of analytical models that employ Interference-Aware WEH
schemes is imperative.

Moreover, as we have already mentioned in Chapter 2, each receiver is char-
acterized by a specific PRx,max. As a result, the power splitter could exploit
this information and allocate the received power accordingly so as to optimize
the system performance. This interference-aware DPS scheme, illustrated in
Fig. 8.1, could take into account both the aggregate interference and the RF-
to-DC conversion efficiency to maximize the harvested power, given a maxi-
mum rate requirement. More specifically, in the case that the interference is
higher than the signal and the minimum rate requirements cannot be satis-
fied, all the power is allocated to the energy harvester. Furthermore, since this
scheme is aware of the conversion efficiency behavior, it allocates to the en-
ergy harvester exactly the amount of power needed to maximize the harvested
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Figure 8.1: The interference-aware DPS (IDPS) scheme. The parameter I denotes the
interference.

power.

• Power-Beacon Deployment The idea of dedicated PBs (connected to the
grid) for the energy supply of mobile devices has been recently proposed [26],
as a solution to power devices with higher power demands. However, the de-
ployment of such stations raises additional challenges, as they have additional
cost, while they may also interfere with the data transmissions. In addition,
security issues due to malicious users during energy transmissions have not
received much attention, despite the fact that this issue has started to attract
attention from the research community [97].

To that end, novel studies are required that will give answers to the following
questions: i) What is an appropriate operating frequency for the PBs? Wire-
less power transfer tends to be more effective for sub-6 GHz frequencies since
the propagation of electromagnetic signals at those bands attenuates less due
to path-loss compared to frequencies above 6 GHz. On the other hand, using
above-6 GHz bands could enable the packing of a high number of multiple
antennas at the same space and, hence, highly-directional energy transmis-
sions can be realized, ii) Is a simultaneous information and energy transfer
needed in such networks? The possibility of simultaneously utilizing both the
energy provided by PBs and the harvested energy from the transmissions of
the network has to be investigated, and, finally, iii) How to protect the PB
infrastructure from malicious activity? It is imperative to devise solutions to
circumvent possible malicious attacks by identifying and eliminating them or
by preventing them.

• Business Models for Wireless-Powered Networks Although it is not
discussed in this thesis, as it is out of scope, the financial aspect is of paramount
importance for a viable wireless-powered network. Therefore, novel business
models for zero-energy networks have to be proposed and examined thor-
oughly by considering all types of stakeholders (i.e., network provider, cus-
tomers, renewable energy providers, etc.). In addition, novel energy-aware
billing strategies for the customers have to be proposed. More specifically,
besides the traffic load, the proposed techniques will explicitly consider the
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location and the energy status of the gateways and PBs to adapt the traffic
to the energy demands (for instance, when the energy harvesting rate is high,
the service price can be lower).

• Investigation for WEH in cellular networks Our work has already set
the basis through extensive evaluation of sensor networks. However, a study
on cellular networks, in which mobile phones operate without any need for
charging is the next big step in this technology. Although there are already
some studies on this matter [26, 98], they do not take into account realistic
cellular phone characteristics and energy requirements. The main reason for
this issue is that the wireless energy harvesting hardware is not sufficient yet to
achieve a reliable operation in a large scale. Nonetheless, a realistic study that
considers current cellular phone and WEH hardware would provide essential
information on this subject and will drive the need for more sophisticated
hardware designs in the future.

• Large-scale experimentation Our work is based on multidisciplinary hard-
ware technologies currently under research. More specifically, there are var-
ious testbeds on wireless-powered sensors and power beacons, but they are
not available in the market yet. Moreover, applying our large-scale model in a
real life testbed would require a lot of equipment, e.g., a lot of WEH-enabled
sensors, PBs, and gateways with solar panels over a large area, and long term
experimentation due to the nature of our weather-dependent solution. Thus,
all these factors render the experimentation with our model not feasible at this
time, as it would require unavailable technology and years of experimentation.
However, in the near future, it would be possible to conduct experiments and
validate the results of our analytical models.

• Medium Access Control (MAC) Design The design of MAC protocols
that handle the communication among the nodes while exploiting WEH could
vastly improve the performance of SWIPT schemes. By setting the number
of transmitters and receivers during any communication period, the amount
of received power could be adjusted by regulating the interference and, thus,
increasing the network lifetime without affecting the communication perfor-
mance.

• Blockage Effects Another important issue that is closely related to the wire-
less networks is the effects of the blockages from buildings, trees, etc. in the
communication performance. There are some works that consider blockages
in their system model [99], that employ a mathematical framework to model
blockages with random sizes, locations, and orientations in cellular networks
using concepts from random shape theory. In this way, the results will be more
realistic, which is significant especially for indoor networks.

• Blockchain for secure large-scale WPSNs The rapid evolution of wire-
less connectivity has caused an explosion in the number and variety of the re-
lated applications and devices, creating significant challenges in their security.
The current centralized security model will struggle to scale up to meet the
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demands of the billions of devices. However, blockchain, and the combination
of cryptographic processes behind it, offers an interesting alternative [100].

Blockchain is a novel decentralized technology, which is at the foundation
of the platforms for trading cryptocurrencies and executing smart contracts,
i.e., a verified set of parameters that are publicly accessible on the blockchain.
More specifically, it is a continuously growing list of records, called blocks,
which are linked and secured using cryptography. A blockchain is typically
managed by a peer-to-peer network collectively adhering to a protocol for
validating new blocks. Once recorded, the data in any given block cannot be
altered retroactively without the alteration of all subsequent blocks, which
needs a collusion of the network majority.

Currently, this is a promising technology for WPSN security as it provides
assurances that the transmitted data is legitimate, and the process that intro-
duces new data is well-defined. Certainly, it would be beneficial to employ the
smart contracts of the blockchain in WPSNs. However, such an action would
require to take into account the additional communication and energy cost
due to the operation of the encryption algorithms. Therefore, incorporating
the blockchain technology in our models is a hard yet critical future challenge.

• Increase safety from radiation Wireless power transfer technologies emit
RF energy and if they were focused at a particular area could be strong enough
to harm the human health and cause safety issues. For this reason, the ra-
diation power of any wireless device must satisfy the equivalent isotropically
radiated power (EIRP) requirement on its operating frequency band, e.g., the
FCC (Federal Communications Commission) permits a maximum of 36 dBm
EIRP on the 2.4GHz band [80]. In order to prevent hazardous situations, it
could be possible to increase the PB intensity, such that for each antenna
the radiation is omnidirectional and relatively weak, while the combined ef-
fect is constructive only at the destined location but destructive at almost
everywhere else. Additionally, the set of antennas could be combined with ad-
vanced sensing technology to detect the presence of human in real-time, and
cease energy transmission if there are indications that the transmission could
be harmful.

Concluding, this thesis has advanced the state of the art first by investigating the
potential for increasing the lifetime of cooperative networks by employing wireless
energy harvesting without affecting their communication performance and, second,
by calculating the connectivity probability of networks with battery-less devices.
Both parts of the thesis have contributed to a deeper understanding of wireless
charging and to identify the limitations and the requirements that will lead to
zero-energy networks. It is evident that there is a lot of research ahead in both
theoretical and physical level and our contribution is one of the sparks that will
ignite new research towards a new era of wireless connectivity.
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