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#### Abstract

We present a generalization of the theory of concatenated linear systems to commutative rings with identity. Moreover, we highlight sufficient conditions to obtain reachable and observable concatenated linear systems. This approach provides us with minimal input-state-output representations by means of which we can construct observable concatenated families of convolutional codes with different parameters over some particular rings. This work focuses on the characterization of models of serialized, systematic serialized and parallelized concatenation.
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## 1. Introduction

The algebraic theory of discrete-time linear systems over arbitrary fields was introduced by Kalman in 1965 (see [13]). In particular, the class of discrete time-invariant linear systems over commutative rings with identity has been extensively studied by different authors (see [1, 14, 22, 26], among others). This class of systems provides us with an input/state/ouput (I/S/O) representation of the behavior of the system. The part of the state-space representation provides detailed descriptions of the internal behavior of the system, and the

[^0]input/output part gives information about the external behavior of the system. Moreover, in the case of finite-dimensional dynamical systems, many qualitative properties can be studied in terms of initial-value problems.

One of the most recent applications of discrete time-invariant linear systems has been proposed by Rosenthal et al. in [23, 24, 25, 28]. They show that for a convolutional code over a finite field exists a unique and minimal I/S/O representation (a reachable linear system) that describes the code. They use this connection to construct observable convolutional codes with good distance properties. From these works, there is a considerable body of literature about the construction of convolutional codes using the approach of linear systems. In particular, some authors as $[2,3,9,10,27]$ had exploited this relation for the construction of concatenated convolutional codes and, to deduce control properties.

In coding theory, concatenated convolutional codes are a class of convolutional codes that are obtained by combining an inner code and an outer code. They were conceived by Forney in [8] to solve the problem of under-utilization of memory since with concatenation, it is possible to join two encoders in a single block. In turn, it provides a solution to the problem of finding a code that has both exponentially decreasing error probability with increasing block length and polynomial time decoding complexity. This type of codes is used to detect, correct and hide information, and they are handy when it is necessary to communicate highly sensitive topics. An important example of concatenated convolutional codes is the turbo codes.

The study of error-correcting codes initially took place in the setting of vector spaces over finite fields. Nevertheless, recently, the research of linear codes over finite rings has become increasingly important, that is due to the realization that many significant and apparently non-linear codes are, in fact, equivalent to linear codes over a modular integer ring. Regarding its applications, for example, in [17] an encoder over $\mathbb{Z} / 4 \mathbb{Z}$ is developed for decoding MPEG-4 images. Recently, in [12], a steganographic protocol has been performed based on convolutional codes over the ring $\mathbb{Z} / 4 \mathbb{Z}$.

Massey and Mittelholzer developed the first approach to convolutional codes over rings in [19] and [20] where they showed that the convolutional codes over $\mathbb{Z}_{n}$ are usually more appropriate for some contexts as the phase modulation. They also focused on the study of minimal and systematic encoders over rings. Minimal encoders, properties or trellis representations of convolutional codes over rings have been developed in $[7,11,15,16]$ or [29], among others.

However, it is important to recall that convolutional codes over rings do not behave in the same way as convolutional codes over fields because their behavior depends strongly on the structure of the underlying ring. For this reason, the extension of the relation between linear systems and convolutional codes is not easily generalized to all commutative ring with identity. In [4] and [6], this connection is given to $R=\mathbb{Z}_{n}$ where $n$ is square free in terms of linear and commutative algebra. This result let us to construct observable families of convolutional codes over the ring. These families allow us to construct an algebraic system of simultaneous signal encoding in linear coding networks over
the ring $R$, growing the security of the system. The same message $m$, encoded over the ring $R$, is sent to $n$ receivers and every receiver decodes its message $\mu_{j}$ over $\mathbb{F}_{j}=R / \mathfrak{m}_{j}$ where $\mathfrak{m}_{j}$ is the $j$-th maximal ideal in the spectrum of $R$. Note that a continuity between receivers is not needed. Moreover, if the messages over $\mathbb{F}_{j}$ are shared, it would be possible to create the original message that we assume unique: that is to say, $m=\left(\mu_{1}, \ldots, \mu_{t}\right)$. This approximation is used for the construction of block codes over $\mathbb{Z}_{6}$ in [5]. It is shown that, for given block codes over $\mathbb{Z}_{2}$ and $\mathbb{Z}_{3}$, the composition yields codes that are equal or better than the codes obtained from the standard coset coding technique in terms of performance.

This paper is devoted to extend the concatenation of linear systems over a commutative rings with identity $R$ (serialized, systematic serialized and parallelized concatenation). Also, properties of reachability and observability are highlighted in order to be able to construct (observable) concatenated families of convolutional codes over the ring $R$ with different complexities and parameters. We wonder about these properties from the patching concatenated systems over the residue fields of the ring or from conditions over the systems to concatenate. The extension is considered in the real understanding that, it is not a direct extension of the existing results on fields because, as we have remarked above, the behavior of the code depends strongly on the ring. In this study, the difference is revealed to ensure reachability on rings, since the full rank of the reachability matrix it is not enough to ensure the code's reachability.

This paper is structured as follows: In Section 2, we give the preliminaries. In Section 3, we describe the concatenation of linear systems over rings. In Section 4, control properties of concatenated linear systems over rings are studied. In Section 5, we emphasize the application of our results in the construction of concatenated families of convolutional codes over noetherian von Neumann regular rings. Finally, the conclusions with the future work and the references are shown.

## 2. Preliminaries.

The first part of this section is devoted to basic preliminaries about linear systems over rings and some important properties such as reachability and observability. In the second part, we give a review about convolutional codes over finite fields and their connection with linear systems.

### 2.1. Linear systems over rings.

Let $R$ be a commutative ring with identity. A time-invariant linear system $\Sigma=(A, B, C, D) \in R^{\delta \times \delta} \times R^{\delta \times k} \times R^{p \times \delta} \times R^{p \times k}$ is described as follows

$$
\left\{\begin{array}{l}
x_{t+1}=A x_{t}+B u_{t}  \tag{1}\\
y_{t}=C x_{t}+D u_{t} \\
v_{t}=\binom{y_{t}}{u_{t}}, x_{0}=0, \exists \gamma: x_{\gamma+1}=0
\end{array}\right.
$$

where $x_{t} \in R^{\delta}$ is the state vector, $u_{t} \in R^{k}$ is the control vector, and $v_{t} \in R^{p}$ is the output vector for each time instant $t$. The dimension of the state space $\delta$ is known as the McMillan degree of the linear system.

Firstly, we clarify some notations: let $A=\left(a_{i j}\right)$ and $\Sigma^{R}=(A, B, C, D)$ be a matrix and a linear system over $R$, respectively. Let $\mathfrak{p}$ be a prime ideal of the spectrum of the ring $R$. In the following, we will denote $A(\mathfrak{p})=\overline{\left(a_{i j}\right)}$ where $\overline{\left(a_{i j}\right)}=$ $\left(a_{i j}\right)(\bmod \mathfrak{p})$ and $\Sigma(\mathfrak{p})=[A(\mathfrak{p}), B(\mathfrak{p}), C(\mathfrak{p}), D(\mathfrak{p})]$ the restrictions of $A$ and $\Sigma^{R}$ to each prime ideal $\mathfrak{p} \in \operatorname{Spec}(R)$.

We review some results about reachability properties of systems over commutative rings with identity.

Proposition 2.1. Let $\Sigma$ be a linear system over $R$. The following statements are equivalent

1) $\Sigma$ is reachable.
2) The columns of $\Phi_{\delta}=\left(\begin{array}{llll}B & A B & \ldots & A^{\delta-1} B\end{array}\right)$ generate $R^{\delta}$.
3) The map $\phi: R^{k \delta} \rightarrow R^{\delta}$ given by multiplication by $\Phi_{\delta}$ is residually surjective at each maximal ideal $\mathfrak{m}$ of $R$.
4) The ideal $\mathcal{U}_{\delta}\left(\Phi_{\delta}\right)$ generated by the $\delta \times \delta$ minors of $\Phi_{\delta}$ equals $R$.
5) The map $(z I-A, B): R[z]^{\delta+k} \rightarrow R[z]^{\delta}$ is surjective.

Proof. $1 \Leftrightarrow 2,3,4)$ It follows from Theorem 2.3 in [1].
$1 \Leftrightarrow 5) \Sigma$ is reachable $\Leftrightarrow$ the map $\phi: R^{k \delta} \rightarrow R^{\delta}$ given by multiplication by $\Phi$ is residually surjective at each maximal ideal $\mathfrak{m}$ of $R$; that is, the map

$$
\phi(\mathfrak{m}): k(\mathfrak{m})^{k \delta} \rightarrow k(\mathfrak{m})^{\delta}
$$

(where $k(\mathfrak{m})=R_{\mathfrak{m}} / \mathfrak{m} R_{\mathfrak{m}}$ is the residue field of the ring $R$ at the maximal ideal $\mathfrak{m}$ ) is surjective for each maximal ideal of $R \Leftrightarrow \Sigma(\mathfrak{m})$ is reachable for each $\mathfrak{m} \in \operatorname{Spec}(R)$. Then, from Hautus Test, $\operatorname{rank}\left(z_{0} I-A(\mathfrak{m}), B(\mathfrak{m})\right)=\delta$ for all $z_{0} \in \overline{k(\mathfrak{m})}$. So, by Proposition 2.8 of [4], the map

$$
(z I-A(\mathfrak{m}), B(\mathfrak{m})): k(\mathfrak{m})^{k+\delta} \rightarrow k(\mathfrak{m})^{\delta}
$$

is surjective. Then, $(z I-A, B)$ is surjective over $R$.
We recall the following result regarding observability properties,
Proposition 2.2 (c.f. Theorem 2.6, [1]). Let $\Sigma$ be a linear system over $R$. The following statements are equivalent

1) $\Sigma$ is observable.
2) Let $\Omega_{\delta}=\left[C, C A, \ldots, C A^{\delta-1}\right]^{t}$ be the observability matrix. The $\operatorname{rank}\left(\Omega_{\delta}\right)=$ $\delta$.
3) The map $\tau: R^{\delta} \rightarrow R^{p \delta}$ given by multiplication by $\Omega_{\delta}$ is injective.
4) If $\mathcal{U}_{\delta}\left(\Omega_{\delta}\right)$ is the ideal of $R$ generated by the $\delta \times \delta$ minors of $\Omega_{\delta}$, then, the annihilator of $\mathcal{U}_{\delta}\left(\Omega_{\delta}\right)$ is zero.

Due to the fact that a map can be injective without being residually injective we cannot complete Proposition 2.2 in a similar way that in Proposition 2.1. Since a residually injective homomorphism is always injective, the following result is a direct consequence of Theorem 2.7 [1]:

Proposition 2.3. Let $\Sigma$ be a linear system over $R$. If one of the following conditions is verified

1. The map

$$
\binom{z I-A}{C}: R[z]^{\delta} \rightarrow R[z]^{\delta+p}
$$

is residually injective,
2. The dual system of $\Sigma$, that we will denote it by $\Sigma^{T}$ is reachable,
then, $\Sigma$ is observable.

### 2.2. Convolutional codes and linear systems.

We are interested in the generalization of the relation between convolutional codes and linear systems given in $[23,25,28]$. In this case, a rate $\frac{k}{n}$ - convolutional code $\mathcal{C}$ of degree $\delta$ over a finite field is a free submodule of $\mathbb{F}[z]^{n}$ of rank $k$. In the following, we use the notation of McEliece (see [18]) and we say that $\mathcal{C}$ is a $(n, k, \delta)$ - convolutional code. This convolutional code $\mathcal{C}$ can be described by an I/S/O representation $\Sigma^{\mathbb{F}}=(A, B, C, D)$, that is, a linear system defined as Equation (1) where $x_{t} \in \mathbb{F}^{\delta}$ is the state vector, $u_{t} \in \mathbb{F}^{k}$ is the information vector, $y_{t} \in \mathbb{F}^{p}$ is the parity vector and $v_{t}$ is a codeword of $\mathcal{C}$ for each time instant $t$. We assume that $v_{t}$ is a finite-weight codeword (see [24]) and the code sequence has finite weight. Then, for a finite weight codeword both the input, the state and the output sequences need to have finite support. This I/S/O representation comes from a minimal first order representation in the following way: Every $\mathcal{C}$ has a minimal first order representation $(K, L, M)$, a triple of matrices such that

$$
\begin{equation*}
\mathcal{C}=\left\{v(z) \in \mathbb{F}[z]^{n} \mid \exists x(z) \in \mathbb{F}[z]^{\delta} \text { such that }(z K+L) x(z)+M v(z)=0\right\} \tag{2}
\end{equation*}
$$

Moreover, we can make elementary transformations over the matrices $(K, L, M)$ obtaining the triple of matrices $(\mathcal{K}, \mathcal{L}, \mathcal{M})$ such that $\operatorname{Ker}(z K+L \mid M) \simeq$ $\operatorname{Ker}(z \mathcal{K}+\mathcal{L} \mid \mathcal{M})$ and it verifies that

$$
\mathcal{K}=\binom{-I_{\delta}}{O}, \mathcal{L}=\binom{A}{C} \text { and } \mathcal{M}=\left(\begin{array}{cc}
O & B  \tag{3}\\
-I_{(n-k)} & D
\end{array}\right)
$$

where the system $\Sigma^{\mathbb{F}} \in \mathcal{M}_{\delta \times \delta}(\mathbb{F}) \times \mathcal{M}_{\delta \times k}(\mathbb{F}) \times \mathcal{M}_{(n-k) \times \delta}(\mathbb{F}) \times \mathcal{M}_{(n-k) \times k}(\mathbb{F})$ is a reachable $\mathrm{I} / \mathrm{S} / \mathrm{O}$ representation of the convolutional code $\mathcal{C}$.

The finite weight convolutional code generated from the I/S/O representation is denoted by $\mathcal{C}(A, B, C, D)$. In this paper, we will denote it by $\mathcal{C}\left(\Sigma^{\mathbb{F}}\right)$.

Remark 2.4. Note that the I/S/O representation of the code $\mathcal{C}$ obtained as Equation (1) is different from the driving variable representation given in [21].

An essential property of convolutional codes over finite fields constructed by I/S/O representations as described in Equation (1) is the observability:

Definition 2.5 (c.f. Lemma 3.3.2, [28]). Let $\mathcal{C} \subset \mathbb{F}[z]^{n}$ be a $(n, k, \delta)$ convolutional code. It is observable if there exists a syndrome of Former $\psi: \mathbb{F}[z]^{n} \rightarrow$ $\mathbb{F}[z]^{n-k}$ such that $\operatorname{Ker}(\psi)=\mathcal{C}$

Note that the above property is equivalent to say that a convolutional code $\mathcal{C}$ is observable if the quotient $\mathbb{F}[z]^{n} / \mathcal{C}$ is a flat $\mathbb{F}[z]$-module. Lemma 2.11 in [24] ensures us that if the pair of matrices $(A, B)$ of an I/S/O representation $\Sigma$ is reachable (controllable in coding literature), then, the observability of the pair $(A, C)$ of the linear system is a necessary and sufficient condition in order to describe an observable convolutional code (non-catastrophic convolutional encoder).

Another important property verified by a convolutional code computed by I/S/O representation is that their encoders are rational and systematic (see [25]).

## 3. Concatenated linear systems over rings.

In this section, we describe different types of concatenation of systems over a commutative ring with identity $R$. The definition of serialized, systematic serialized and parallelized concatenated linear systems over rings is given generalizing the usual concatenation of linear systems over fields. In particular, we study concatenated linear systems over noetherian von Neumann regular rings.

### 3.1. Concatenated linear systems over rings.

Notation 3.1. 1. For the sake of notation, we denote a linear system over a ring $R$ by $\Sigma_{i}^{R}=\left(A_{i}^{R}, B_{i}^{R}, C_{i}^{R}, D_{i}^{R}\right)$.
2. Since all the linear systems $\Sigma^{R}$ of this section are over the ring $R$, we use $\Sigma$ instead of $\Sigma^{R}$ in the general case. We appoint specifically the ring in those cases that it is necessary as in the examples.

Definition 3.2. We consider the sets

$$
\begin{aligned}
& \mathfrak{M}_{1}=R^{\delta_{1} \times \delta_{1}} \times R^{\delta_{1} \times k} \times R^{(m-k) \times \delta_{1}} \times R^{(m-k) \times k} \\
& \mathfrak{M}_{2}=R^{\delta_{2} \times \delta_{2}} \times R^{\delta_{2} \times(m-k)} \times R^{(n-m+k) \times \delta_{2}} \times R^{(n-m+k) \times(m-k)}
\end{aligned}
$$

Given the following couple of linear systems over $R, \Sigma_{1} \in \mathfrak{M}_{1}$ and $\Sigma_{2} \in \mathfrak{M}_{2}$, the serialized concatenation of $\Sigma_{1}$ and $\Sigma_{2}$ is defined by

$$
\begin{aligned}
\sqsubset_{S}: \mathfrak{M}_{1} \times \mathfrak{M}_{2} & \longrightarrow \mathfrak{M}_{S} \\
\left(\Sigma_{1}, \Sigma_{2}\right) & \longrightarrow \square_{S}\left(\Sigma_{1}, \Sigma_{2}\right):=\Sigma_{\sqsubset_{S}}=\left(A_{S}, B_{S}, C_{S}, D_{S}\right)
\end{aligned}
$$

where

$$
\Sigma_{\sqsubset_{S}}=\left[\left(\begin{array}{cc}
A_{1} & 0 \\
B_{2} C_{1} & A_{2}
\end{array}\right),\binom{B_{1}}{B_{2} D_{1}},\left(\begin{array}{cc}
D_{2} C_{1} & C_{2}
\end{array}\right),\left(D_{2} \cdot D_{1}\right)\right]
$$

and $\mathfrak{M}_{S}=R^{\left(\delta_{1}+\delta_{2}\right) \times\left(\delta_{1}+\delta_{2}\right)} \times R^{\left(\delta_{1}+\delta_{2}\right) \times k} \times R^{(n-m+k) \times\left(\delta_{1}+\delta_{2}\right)} \times R^{(n-m+k) \times k}$.
Example 3.3. Let $\Sigma_{1}^{\mathbb{Z}_{6}}$ and $\Sigma_{2}^{\mathbb{Z}_{6}}$ be the following couple of linear systems over $\mathbb{Z}_{6}$

$$
\begin{aligned}
& \Sigma_{1}^{\mathbb{Z}_{6}}=\left[\left(\begin{array}{ll}
1 & 2 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
5 & 1 \\
4 & 3
\end{array}\right),\left(\begin{array}{ll}
5 & 4
\end{array}\right),\left(\begin{array}{ll}
0 & 1
\end{array}\right)\right] \\
& \Sigma_{2}^{\mathbb{Z}_{6}}=\left[\left(\begin{array}{ll}
4 & 1 \\
5 & 0
\end{array}\right),\binom{5}{4},\left(\begin{array}{ll}
1 & 1
\end{array}\right),(5)\right]
\end{aligned}
$$

If we compute $\sqsubset_{S}^{\mathbb{Z}_{6}}\left(\Sigma_{1}^{\mathbb{Z}_{6}}, \Sigma_{2}^{\mathbb{Z}_{6}}\right)=\Sigma_{\complement_{S}}^{\mathbb{Z}_{6}}$, then, we get

$$
\Sigma_{\complement_{S}}^{\mathbb{Z}_{6}}=\left[\left(\begin{array}{cccc}
1 & 2 & 0 & 0 \\
0 & 1 & 0 & 0 \\
1 & 2 & 4 & 1 \\
2 & 4 & 5 & 0
\end{array}\right),\left(\begin{array}{ll}
5 & 1 \\
4 & 3 \\
0 & 5 \\
0 & 4
\end{array}\right),\left(\begin{array}{llll}
1 & 2 & 1 & 1
\end{array}\right),\left(\begin{array}{ll}
0 & 5
\end{array}\right)\right]
$$

Definition 3.4. We consider the set

$$
\mathfrak{M}_{3}=R^{\delta_{2} \times \delta_{2}} \times R^{\delta_{2} \times(m-k)} \times R^{(n-m) \times \delta_{2}} \times R^{(n-m) \times(m-k)}
$$

Given the following couple of linear systems over $R, \Sigma_{1} \in \mathfrak{M}_{1}$ and $\Sigma_{2} \in \mathfrak{M}_{3}$, the systematic serialized concatenation of $\Sigma_{1}$ and $\Sigma_{2}$ is defined by

$$
\begin{aligned}
\sqsubset_{S S}: \mathfrak{M}_{1} \times \mathfrak{M}_{3} & \longrightarrow \mathfrak{M}_{S S} \\
\left(\Sigma_{1}, \Sigma_{2}\right) & \longrightarrow \sqsubset_{S S}\left(\Sigma_{1}, \Sigma_{2}\right):=\Sigma_{\sqsubset} \sqsubset_{S S}
\end{aligned}
$$

where

$$
\Sigma_{\sqsubset S S}=\left[\left(\begin{array}{cc}
A_{1} & 0 \\
B_{2} C_{1} & A_{2}
\end{array}\right),\binom{B_{1}}{B_{2} D_{1}},\left(\begin{array}{cc}
C_{1} & 0 \\
D_{2} C_{1} & C_{2}
\end{array}\right),\binom{D_{1}}{D_{2} \cdot D_{1}}\right]
$$

and $\mathfrak{M}_{S S}=R^{\left(\delta_{1}+\delta_{2}\right) \times\left(\delta_{1}+\delta_{2}\right)} \times R^{\left(\delta_{1}+\delta_{2}\right) \times k} \times R^{(n-k) \times\left(\delta_{1}+\delta_{2}\right)} \times R^{(n-k) \times k}$.
Definition 3.5. Let us consider the following sets

$$
\begin{aligned}
& \mathfrak{M}_{4}=R^{\delta_{1} \times \delta_{1}} \times R^{\delta_{1} \times k} \times R^{(n-k) \times \delta_{1}} \times R^{(n-k) \times k} \\
& \mathfrak{M}_{5}=R^{\delta_{2} \times \delta_{2}} \times R^{\delta_{2} \times k} \times R^{(n-k) \times \delta_{2}} \times R^{(n-k) \times k}
\end{aligned}
$$

Given the following couple of linear systems $\Sigma_{1} \in \mathfrak{M}_{4}$ and $\Sigma_{2} \in \mathfrak{M}_{5}$, the parallelized concatenation of $\Sigma_{1}$ and $\Sigma_{2}$ is defined by

$$
\begin{aligned}
\sqsubset_{\|}: \mathfrak{M}_{4} \times \mathfrak{M}_{5} & \longrightarrow \mathfrak{M}_{\|} \\
\left(\Sigma_{1}, \Sigma_{2}\right) & \longrightarrow \square_{\|}\left(\Sigma_{1}, \Sigma_{2}\right):=\Sigma_{\sqsubset_{\|}}
\end{aligned}
$$

where

$$
\Sigma_{\sqsubset_{\|}}=\left[\left(\begin{array}{cc}
A_{1} & 0 \\
0 & A_{2}
\end{array}\right),\binom{B_{1}}{B_{2}},\left(\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right),\left(D_{1}+D_{2}\right)\right]
$$

and $\mathfrak{M}_{\|}=R^{\left(\delta_{1}+\delta_{2}\right) \times\left(\delta_{1}+\delta_{2}\right)} \times R^{\left(\delta_{1}+\delta_{2}\right) \times k} \times R^{(n-k) \times\left(\delta_{1}+\delta_{2}\right)} \times R^{(n-k) \times k}$.
A state diagram of parallelized concatenated linear system over $R$ is shown in Figure 1.


Fig. 1. Parallelized concatenated linear system over a ring

### 3.2. Concatenated linear systems over noetherian von Neumann regular rings.

We suppose that we have a concatenated linear system over a commutative ring with identity $R$. Then, someone may wonder if we can obtain concatenated linear systems over the ring by patching the restrictions of the system over the maximal ideals of the ring $R$. In this case, an interesting question is whether the operations of restricting and concatenating commute with each other. In another case, the order of operations in a network with such systems could affect both security and other parameters. The key point to solve these questions is to know when a ring decomposes into the product of its residue fields. The biggest class of rings in which this is verified is the class of the noetherian von Neumann regular rings.

Let $R$ be a noetherian von Neumann regular ring. We recall some algebraic preliminaries about the ring $R$ that will be used in the sequel.
$R$ is zero dimensional and noetherian, and so, $R$ is an artinian reduced ring, and then, $\operatorname{Spec}(R)$ is a finite set of prime ideals. Moreover, every prime ideal is maximal, thus $\operatorname{Spec}(R)=\left\{\mathfrak{m}_{1}, \ldots, \mathfrak{m}_{t}\right\}$. We denote $\mathbb{F}_{j}:=R / \mathfrak{m}_{j}$. Moreover, we use the notation $I_{j}$ for the ideal generated by all components except $\mathbb{F}_{j}$; that is, $I_{j}=\mathbb{F}_{1} \times \ldots \times \mathbb{F}_{j-1} \times \mathbb{F}_{j+1} \times \ldots \times \mathbb{F}_{t}$. Then, we have the following exact sequence for each $j=1, \ldots, t$

$$
0 \rightarrow I_{j} \stackrel{i_{j}}{\hookrightarrow} R \xrightarrow{\pi_{j}} \mathbb{F}_{j} \rightarrow 0
$$

We consider the canonical isomorphism $\varphi_{r s}$

$$
\begin{aligned}
\varphi_{r s}: \mathbb{F}_{1}^{r \times s} \times \ldots \times \mathbb{F}_{t}^{r \times s} & \rightarrow R^{r \times s} \\
\left(M_{1}, \ldots, M_{t}\right) & \mapsto \varphi\left(M_{1}, \ldots, M_{t}\right):=M=\left(m_{i j}\right)
\end{aligned}
$$

where

$$
M_{l} \equiv M\left(\bmod I_{l}\right) \text { and } m_{i j}^{l} \equiv m_{i j}\left(\bmod I_{l}\right)
$$

and $m_{i j}^{l}$ is the $i j$-th component of the matrix $M_{l}$ and $l=1, \ldots, t$.
Remark 3.6. a) If $r=s$, then $\varphi_{r r}$ is a morphism of rings.
b) To avoid confusion, we will write $\varphi$ for all maps $\varphi_{r s}$.
c) We will also use $\varphi$ to denote $\varphi\left(\Sigma^{\mathbb{F}_{1}}, \ldots, \Sigma^{\mathbb{F}_{t}}\right)=\Sigma^{R}$.

Theorem 3.7. Let $R$ be a noetherian von Neumann regular ring. Let $\Sigma_{1}$ and $\Sigma_{2}$ be a couple of linear systems over $R$. Then

$$
\sqsubset_{*}^{R}\left(\Sigma_{1}, \Sigma_{2}\right)=\left(\varphi \circ \sqsubset_{*}\right)\left[\left(\Sigma_{1}^{\mathbb{F}_{1}}, \Sigma_{2}^{\mathbb{F}_{1}}\right), \ldots,\left(\Sigma_{1}^{\mathbb{F}_{t}}, \Sigma_{2}^{\mathbb{F}_{t}}\right)\right]
$$

where $\Sigma_{1}^{R}=\varphi\left(\Sigma_{1}^{\mathbb{F}_{1}}, \ldots, \Sigma_{1}^{\mathbb{F}_{t}}\right), \Sigma_{2}^{R}=\varphi\left(\Sigma_{2}^{\mathbb{F}_{1}}, \ldots, \Sigma_{2}^{\mathbb{F}_{t}}\right)$ and $*$ denotes the type of concatenation (serialized, systematic serialized or parallelized).

Proof. We are going to show the theorem with the serialized concatenation. An analogous argument is performed with the another types of concatenation.

Let $\Sigma_{\complement_{S}}^{R}$ be a serialized concatenated system over $R$. We can understand $\Sigma_{\complement_{S}}^{R}$ as the composition of the maps $\sqsubset_{S}^{R} \circ \varphi$ in the following way

$$
\begin{aligned}
& \Sigma_{\sqsubset}^{R}= \sqsubset_{S}^{R}\left(\Sigma_{1}^{R}, \Sigma_{2}^{R}\right)=\sqsubset_{S}^{R}\left[\left(A_{1}^{R}, B_{1}^{R}, C_{1}^{R}, D_{1}^{R}\right),\left(A_{2}^{R}, B_{2}^{R}, C_{2}^{R}, D_{2}^{R}\right)\right]= \\
&=\sqsubset_{S}^{R}\left[\left(\varphi\left(A_{1}^{\mathbb{F}_{1}}, \ldots, A_{1}^{\mathbb{F}_{t}}\right), \varphi\left(B_{1}^{\mathbb{F}_{1}}, \ldots, B_{1}^{\mathbb{F}_{t}}\right), \varphi\left(C_{1}^{\mathbb{F}_{1}}, \ldots, C_{1}^{\mathbb{F}_{t}}\right), \varphi\left(D_{1}^{\mathbb{F}_{1}}, \ldots, D_{1}^{\mathbb{F}_{t}}\right)\right),\right. \\
&\left.\quad\left(\varphi\left(A_{2}^{\mathbb{F}_{1}}, \ldots, A_{2}^{\mathbb{F}_{t}}\right), \varphi\left(B_{2}^{\mathbb{F}_{1}}, \ldots, B_{2}^{\mathbb{F}_{t}}\right), \varphi\left(C_{2}^{\mathbb{F}_{1}}, \ldots, C_{2}^{\mathbb{F}_{t}}\right), \varphi\left(D_{2}^{\mathbb{F}_{1}}, \ldots, D_{2}^{\mathbb{F}_{t}}\right)\right)\right]
\end{aligned}
$$

In addition, it is possible to compose the maps $\left(\varphi \circ \square_{S}\right)\left[\left(\Sigma_{1}^{\mathbb{F}_{1}}, \Sigma_{2}^{\mathbb{F}_{1}}\right), \ldots,\left(\Sigma_{1}^{\mathbb{F}_{t}}, \Sigma_{2}^{\mathbb{F}_{t}}\right)\right]$ and construct the system $\left(\widetilde{A}_{S}^{R}, \widetilde{B}_{S}^{R}, \widetilde{C}_{S}^{R}, \widetilde{D}_{S}^{R}\right)$ where

$$
\begin{gathered}
\widetilde{A}_{S}^{R}=\varphi\left(A^{\mathbb{F}_{1}}, \ldots, A^{\mathbb{F}_{t}}\right)=\varphi\left[\left(\begin{array}{cc}
A_{1}^{1} \\
B_{2}^{1} C_{1}^{1} & A_{2}^{1}
\end{array}\right), \ldots,\left(\begin{array}{cc}
A_{1}^{t} \\
B_{2}^{t} C_{1}^{t} & A_{2}^{t}
\end{array}\right)\right]= \\
=\left(\begin{array}{cc}
\varphi\left(A_{1}^{1}, \ldots, A_{1}^{t}\right) & 0 \\
\varphi\left(B_{2}^{1} C_{1}^{1}, \ldots, B_{2}^{t} C_{1}^{t}\right) & \varphi\left(A_{2}^{1}, \ldots, A_{2}^{t}\right)
\end{array}\right) \\
\left.\begin{array}{c}
\widetilde{B}_{S}^{R}=\varphi\left(B^{\mathbb{F}_{1}}, \ldots, B^{\mathbb{F}_{t}}\right)=\varphi\left[\binom{B_{1}^{1}}{B_{2}^{1} D_{1}^{1}}, \ldots,\binom{B^{t}}{B_{2}^{t} D_{1}^{t}}\right]=\binom{\varphi\left(B_{1}^{1}, \ldots, B_{1}^{t}\right)}{\varphi\left(B_{2}^{1} D_{1}^{1}, \ldots, B_{2}^{t} D_{1}^{t}\right)} \\
\widetilde{C}_{S}^{R}=\varphi\left(C^{\mathbb{F}_{1}}, \ldots, C^{\mathbb{F}_{t}}\right)=\varphi\left[\left(D_{2}^{1} C_{1}^{1}\right.\right. \\
C_{2}^{1}
\end{array}\right), \ldots,\left(D_{2}^{t} C_{1}^{t}\right. \\
\left.\left.C_{2}^{t}\right)\right]= \\
\\
=\varphi\left(D_{2}^{1} C_{1}^{1}, \ldots, D_{2}^{t} C_{1}^{t}\right), \varphi\left(C_{2}^{1}, \ldots, C_{2}^{t}\right)
\end{gathered}, \begin{gathered}
\widetilde{D}_{S}^{R}=\varphi\left(D^{\mathbb{F}_{1}}, \ldots, D^{\mathbb{F}_{t}}\right)=\varphi\left(D_{2}^{1} D_{1}^{1}, \ldots, D_{2}^{t} D_{1}^{t}\right)
\end{gathered}
$$

Since $\varphi$ is a morphism of rings, the following equalities prove that $\Sigma_{\complement_{S}}^{R}$ is equal to $\left(\widetilde{A}_{S}^{R}, \widetilde{B}_{S}^{R}, \widetilde{C}_{S}^{R}, \widetilde{D}_{S}^{R}\right)$

$$
\begin{align*}
\varphi\left(B_{2}^{1} C_{1}^{1}, \ldots, B_{2}^{t} C_{1}^{t}\right) & =\varphi\left(B_{2}^{1}, \ldots, B_{2}^{t}\right) \cdot \varphi\left(C_{1}^{1}, \ldots, C_{1}^{t}\right)  \tag{4}\\
\varphi\left(B_{2}^{1} D_{1}^{1}, \ldots, B_{2}^{t} D_{1}^{t}\right) & =\varphi\left(B_{2}^{1}, \ldots, B_{2}^{t}\right) \cdot \varphi\left(D_{1}^{1}, \ldots, D_{1}^{t}\right)  \tag{5}\\
\varphi\left(D_{2}^{1} C_{1}^{1}, \ldots, D_{2}^{t} C_{1}^{t}\right) & =\varphi\left(D_{2}^{1}, \ldots, D_{2}^{t}\right) \cdot \varphi\left(C_{1}^{1}, \ldots, C_{1}^{t}\right)  \tag{6}\\
\varphi\left(D_{2}^{1} D_{1}^{1}, \ldots, D_{2}^{t} D_{1}^{t}\right) & =\varphi\left(D_{2}^{1}, \ldots, D_{2}^{t}\right) \cdot \varphi\left(D_{1}^{1}, \ldots, D_{1}^{t}\right) \tag{7}
\end{align*}
$$

and we conclude the proof. Note that the equalities to verify are the same as in the case of systematic serialized concatenation. In the case of parallelized concatenation, it suffices to observe that

$$
\varphi\left(D_{1}^{1}+D_{2}^{1}, \ldots, D_{1}^{t}+D_{2}^{t}\right)=\varphi\left(D_{1}^{1}, \ldots, D_{1}^{t}\right)+\varphi\left(D_{2}^{1}, \ldots, D_{2}^{t}\right)
$$

and, it is also verified because $\varphi$ is a morphism of rings.
Example 3.8. Let $R$ be the integer modular ring $\mathbb{Z}_{6}$. Let $\left(\Sigma_{1}^{\mathbb{Z}_{2}}, \Sigma_{2}^{\mathbb{Z}_{2}}\right)$ and $\left(\Sigma_{1}^{\mathbb{Z}_{3}}, \Sigma_{2}^{\mathbb{Z}_{3}}\right)$ be the following linear systems

$$
\begin{aligned}
\Sigma_{1}^{\mathbb{Z}_{2}} & =\left[\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 0
\end{array}\right),\left(\begin{array}{ll}
0 & 1
\end{array}\right)\right] \\
\Sigma_{2}^{\mathbb{Z}_{2}} & =\left[\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right),\binom{1}{0},\left(\begin{array}{ll}
1 & 1
\end{array}\right),(1)\right] \\
\Sigma_{1}^{\mathbb{Z}_{3}} & =\left[\left(\begin{array}{ll}
1 & 2 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
2 & 1 \\
1 & 0
\end{array}\right),\left(\begin{array}{ll}
2 & 1
\end{array}\right),\left(\begin{array}{ll}
0 & 1
\end{array}\right)\right] \\
\Sigma_{2}^{\mathbb{Z}_{3}} & =\left[\left(\begin{array}{ll}
1 & 1 \\
2 & 0
\end{array}\right),\binom{2}{1},\left(\begin{array}{ll}
1 & 1
\end{array}\right),(2)\right]
\end{aligned}
$$

Firstly, we compute $\sqsubset_{S}\left(\Sigma_{1}^{\mathbb{Z}_{i}}, \Sigma_{2}^{\mathbb{Z}_{i}}\right)$, for $i=2,3$ and we get

$$
\sqsubset_{S}\left(\Sigma_{1}^{\mathbb{Z}_{2}}, \Sigma_{2}^{\mathbb{Z}_{2}}\right)=\Sigma_{\complement_{S}}^{\mathbb{Z}_{2}}=\left[\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right),\left(\begin{array}{ll}
1 & 1 \\
0 & 1 \\
0 & 1 \\
0 & 0
\end{array}\right),\left(\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right),\left(\begin{array}{ll}
0 & 1
\end{array}\right)\right]
$$

and

$$
\sqsubset_{S}\left(\Sigma_{1}^{\mathbb{Z}_{3}}, \Sigma_{2}^{\mathbb{Z}_{3}}\right)=\Sigma_{\complement_{S}}^{\mathbb{Z}_{3}}=\left[\left(\begin{array}{cccc}
1 & 2 & 0 & 0 \\
0 & 1 & 0 & 0 \\
1 & 2 & 1 & 1 \\
2 & 1 & 2 & 0
\end{array}\right),\left(\begin{array}{ll}
2 & 1 \\
1 & 0 \\
0 & 2 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 2 \\
1 & 1
\end{array}\right),\left(\begin{array}{ll}
0 & 2
\end{array}\right)\right]
$$

Note that $\varphi\left(\Sigma_{\sqsubset S}^{\mathbb{Z}_{2}}, \Sigma_{\complement_{S}}^{\mathbb{Z}_{3}}\right)$ is equal to $\Sigma_{\complement_{S}}^{\mathbb{Z}_{6}}$ that is described in Example 3.3. On the other hand we can compute the following systems

$$
\begin{aligned}
& \varphi\left(\Sigma_{1}^{\mathbb{Z}_{2}}, \Sigma_{1}^{\mathbb{Z}_{3}}\right)=\Sigma_{1}^{\mathbb{Z}_{6}}=\left[\left(\begin{array}{ll}
1 & 2 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
5 & 1 \\
4 & 3
\end{array}\right),\left(\begin{array}{ll}
5 & 4
\end{array}\right),\left(\begin{array}{ll}
0 & 1
\end{array}\right)\right] \\
& \varphi\left(\Sigma_{2}^{\mathbb{Z}_{2}}, \Sigma_{2}^{\mathbb{Z}_{3}}\right)=\Sigma_{2}^{\mathbb{Z}_{6}}=\left[\left(\begin{array}{ll}
4 & 1 \\
5 & 0
\end{array}\right),\binom{5}{4},\left(\begin{array}{ll}
1 & 1
\end{array}\right),(5)\right]
\end{aligned}
$$

If we perform $\sqsubset_{S}\left(\Sigma_{1}^{\mathbb{Z}_{6}}, \Sigma_{2}^{\mathbb{Z}_{6}}\right)$ then obtain the same result than $\Sigma_{\sqsubset_{S}}^{\mathbb{Z}_{6}}$. The state diagram of this example is shown in Figure 2.


Fig. 2. Performance of a parallelized concatenated linear system over $\mathbb{Z}_{6}$

## 4. Control properties of concatenated linear systems over rings.

Let $R$ be a commutative ring with identity. We are going to study the sufficient and necessary conditions to get reachable and observable concatenated linear systems over $R$.

Notation 4.1. Since the ring $R$ is fixed in this section, we use the notation $\Sigma$ instead of $\Sigma^{R}$ in the general case. We will appoint the ring in another cases.

### 4.1. Reachability.

We are interested in obtaining conditions to get reachable concatenated linear systems over a ring $R$.

By Proposition 2.1, a concatenated linear system over $R, \Sigma_{\sqsubset_{*}}$, where $*$ denotes the type of concatenation (serialized/systematic serialized/parallelized), is reachable if the following map

$$
\left(z I-A_{*}, B_{*}\right): R[z]^{\delta_{1}+\delta_{2}+k} \rightarrow R[z]^{\delta_{1}+\delta_{2}}
$$

is surjective where

$$
\left(z I-A_{S}, B_{S}\right)=\left(\begin{array}{ccc}
z I_{\delta_{1}}-A_{1} & O & B_{1} \\
-B_{2} C_{1} & z I_{\delta_{2}}-A_{2} & B_{2} D_{1}
\end{array}\right)
$$

is the matrix of the map in the case of serialized concatenation and

$$
\left(z I-A_{\|}, B_{\|}\right)=\left(\begin{array}{ccc}
z I_{\delta_{1}}-A_{1} & O & B_{1} \\
O & z I_{\delta_{2}}-A_{2} & B_{2}
\end{array}\right)
$$

is the matrix of the map in the parallelized concatenation case.
Remark 4.2. Since the study of reachability properties of concatenated linear systems depends on the conditions over the pair of matrices $(A, B)$, and the serialized and systematic serialized concatenations are equal over this pair of matrices, we refer by $*=S$ to both types of concatenation ( $\sqsubset_{S}$ and $\sqsubset_{S S}$ ).

The first question to solve is if we can get global conditions of reachability for concatenated linear systems over a ring $R$ from local properties of reachability and viceversa. From Proposition 2.1, it can be said that $\Sigma_{\complement_{*}}$ is a reachable linear system over $R$ if and only if $\Sigma_{\sqsubset_{*}}(\mathfrak{m})$ is a reachable system for each maximal ideal $\mathfrak{m} \in \operatorname{Spec}(R)$.

Example 4.3. Let $\Sigma_{1}^{\mathbb{Z}_{6}}$ and $\Sigma_{2}^{\mathbb{Z}_{6}}$ be the following linear systems

$$
\Sigma_{1}^{\mathbb{Z}_{6}}=\left[\left(\begin{array}{ll}
1 & 1 \\
0 & 5
\end{array}\right),\binom{0}{1},\left(\begin{array}{ll}
1 & 0
\end{array}\right),(5)\right]
$$

and

$$
\Sigma_{2}^{\mathbb{Z}_{6}}=\left[\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right),\binom{1}{0},\left(\begin{array}{ll}
0 & 1
\end{array}\right),(5)\right]
$$

The parallelized concatenated system is defined by

$$
\Sigma_{\complement_{\|}}^{\mathbb{Z}_{6}}=\left[A_{\|}^{\mathbb{Z}_{6}}=\left(\begin{array}{cccc}
1 & 1 & 0 & 0 \\
0 & 5 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right), B_{\|}^{\mathbb{Z}_{6}}=\left(\begin{array}{l}
0 \\
1 \\
1 \\
0
\end{array}\right), C_{\|}^{\mathbb{Z}_{6}}=\left(\begin{array}{llll}
1 & 0 & 0 & 1
\end{array}\right), D_{\|}^{\mathbb{Z}_{6}}=(4)\right]
$$

We can verify that $\Sigma_{\complement_{\|}}^{\mathbb{Z}_{6}}$ is reachable because

$$
\left|\Phi_{4}\right|=\left|B_{\|}^{\mathbb{Z}_{6}} \quad A_{\|}^{\mathbb{Z}_{6}} B_{\|}^{\mathbb{Z}_{6}} \quad\left(A_{\|}^{\mathbb{Z}_{6}}\right)^{2} B_{\|}^{\mathbb{Z}_{6}} \quad\left(A_{\|}^{\mathbb{Z}_{6}}\right)^{3} B_{\|}^{\mathbb{Z}_{6}}\right|=\left|\begin{array}{cccc}
0 & 1 & 0 & 1 \\
1 & 5 & 1 & 5 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right|=5
$$

and so, $\mathcal{U}_{4}=<5>=\mathbb{Z}_{6}=R$.
The maximal ideals of $\mathbb{Z}_{6}$ are $\mathfrak{m}_{1}=(2)$ and $\mathfrak{m}_{2}=(3)$. So, $\Sigma_{\complement_{\|}}^{\mathbb{Z}_{6}}\left(\mathfrak{m}_{1}\right)=\Sigma_{\complement_{\|}}^{\mathbb{Z}_{2}}$ and $\Sigma_{\complement_{\|}}^{\mathbb{Z}_{6}}\left(\mathfrak{m}_{2}\right)=\Sigma_{\complement_{\|}}^{\mathbb{Z}_{3}}$ are
$\Sigma_{\complement_{\|}}^{\mathbb{Z}_{2}}=\left[A_{\|}^{\mathbb{Z}_{2}}=\left(\begin{array}{llll}1 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0\end{array}\right), B_{\|}^{\mathbb{Z}_{2}}=\left(\begin{array}{l}0 \\ 1 \\ 1 \\ 0\end{array}\right), C_{\|}^{\mathbb{Z}_{2}}=\left(\begin{array}{llll}1 & 0 & 0 & 1\end{array}\right), D_{\|}^{\mathbb{Z}_{2}}=(0)\right]$
and
$\Sigma_{\complement_{\|}}^{\mathbb{Z}_{3}}=\left[A_{\|}^{\mathbb{Z}_{3}}=\left(\begin{array}{llll}1 & 1 & 0 & 0 \\ 0 & 2 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0\end{array}\right), B_{\|}^{\mathbb{Z}_{3}}=\left(\begin{array}{l}0 \\ 1 \\ 1 \\ 0\end{array}\right), C_{\|}^{\mathbb{Z}_{3}}=\left(\begin{array}{llll}1 & 0 & 0 & 1\end{array}\right), D_{\|}^{\mathbb{Z}_{3}}=(1)\right]$
The linear systems $\Sigma_{\complement_{\|}}^{\mathbb{Z}_{2}}$ and $\Sigma_{\complement_{\|}}^{\mathbb{Z}_{3}}$ are reachable because
$\operatorname{rank}\left(\begin{array}{llll}B_{\|}^{\mathbb{Z}_{2}} & A_{\|}^{\mathbb{Z}_{2}} B_{\|}^{\mathbb{Z}_{2}} & \left.\left(A_{\|}^{\mathbb{Z}_{2}}\right)^{2} B_{\|}^{\mathbb{Z}_{2}} \quad\left(A_{\|}^{\mathbb{Z}_{2}}\right)^{3} B_{\|}^{\mathbb{Z}_{2}}\right)=\operatorname{rank}\left(\begin{array}{cccc}0 & 1 & 0 & 1 \\ 1 & 1 & 1 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0\end{array}\right)=4410 .\end{array}\right.$
$\operatorname{rank}\left(\begin{array}{llll}B_{\|}^{\mathbb{Z}_{3}} & A_{\|}^{\mathbb{Z}_{3}} B_{\|}^{\mathbb{Z}_{3}} & \left(A_{\|}^{\mathbb{Z}_{3}}\right)^{2} B_{\|}^{\mathbb{Z}_{3}} \quad\left(A_{\|}^{\mathbb{Z}_{3}}\right)^{3} B_{\|}^{\mathbb{Z}_{3}}\end{array}\right)=\operatorname{rank}\left(\begin{array}{cccc}0 & 1 & 0 & 1 \\ 1 & 2 & 1 & 2 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0\end{array}\right)=4$
Now, the natural question is what conditions have to verify the systems to concatenate in order to get reachable concatenated linear systems over a ring $R$. For example, we can consider the following reachable dynamical linear systems over $\mathbb{Z}_{2}$

$$
\Sigma_{1}^{\mathbb{Z}_{2}}=\left[A_{1}=(1), B_{1}=(1), C_{1}=(1), D_{1}=(1)\right]
$$

and

$$
\Sigma_{2}^{\mathbb{Z}_{2}}=\left[A_{2}=(0), B_{2}=(1), C_{2}=(1), D_{2}=(1)\right]
$$

However, the serialized concatenated linear system $\Sigma_{\complement_{S}}^{\mathbb{Z}_{2}}$ given by

$$
\Sigma_{\sqsubset S}^{\mathbb{Z}_{2}}=\left[\left(\begin{array}{ll}
1 & 0 \\
1 & 0
\end{array}\right),\binom{1}{1},\left(\begin{array}{ll}
1 & 1
\end{array}\right),(1)\right]
$$

is not reachable.
Remark 4.4. In the case of serialized (and systematic serialized) concatenation, if the systems to concatenate are reachable, then, the following maps

$$
\begin{aligned}
& \left(z I_{\delta_{1}}-A_{1}, B_{1}\right): R[z]^{\delta_{1}+k} \rightarrow R[z]^{\delta_{1}} \\
& \left(z I_{\delta_{2}}-A_{2}, B_{2}\right): R[z]^{\delta_{2}+m-k} \rightarrow R[z]^{\delta_{2}}
\end{aligned}
$$

are surjective. So, if $k \geq \delta_{1}+\delta_{2}$, it would be enough that the following map

$$
\begin{equation*}
\binom{B_{1}}{B_{2} D_{1}}: R[z]^{k} \rightarrow R[z]^{\delta_{1}+\delta_{2}} \tag{8}
\end{equation*}
$$

is surjective in order to get a reachable system over $R$.
However, the condition $k \geq \delta_{1}+\delta_{2}$ on the dimensions of the matrices of the system could be too restrictive in terms of the applications of concatenated linear systems. Since we have properties that ensure the reachability of a concatenated linear system over a finite field (see [27]), the question is whether we can generalize them to all type of rings.

We denote by $\Lambda(M)$ the set of eigenvalues of a matrix $M$.
Proposition 4.5. Let $\Sigma_{1}$ and $\Sigma_{2}$ be linear systems over a commutative ring with identity $R$. Suppose that $\Sigma_{1}(\mathfrak{m})$ and $\Sigma_{2}(\mathfrak{m})$ are reachable for all maximal ideal $\mathfrak{m} \in \operatorname{Spec}(R)$.

1. If the following conditions are verified:
i) $\Lambda\left(A_{1}(\mathfrak{m})\right) \cap \Lambda\left(A_{2}(\mathfrak{m})\right)=\varnothing$ or all maximal ideal $\mathfrak{m}$ of $\operatorname{Spec}(R)$.
ii) $G_{1}(z)$, the transfer matrix of $\left(A_{1}(\mathfrak{m}), B_{1}(\mathfrak{m}), C_{1}(\mathfrak{m}), D_{1}(\mathfrak{m})\right)$, has full row rank for $z \notin \Lambda\left(A_{1}(\mathfrak{m})\right)$, then $\Sigma_{\sqsubset_{S}}$ is a reachable serialized concatenated linear system over $R$.
2. If $\Lambda\left(A_{1}(\mathfrak{m})\right) \cap \Lambda\left(A_{2}(\mathfrak{m})\right)=\varnothing$ for all maximal ideal $\mathfrak{m}$ of $\operatorname{Spec}(R)$, then $\Sigma_{\sqsubset_{\|}}$is a reachable parallelized concatenated linear system over $R$.

Proof. If conditions 1i) and 1ii) are verified for each pair $\Sigma_{1}(\mathfrak{m})$ and $\Sigma_{2}(\mathfrak{m})$ for all $\mathfrak{m} \in \operatorname{Spec}(R)$, then, by Proposition 3.3.1 in [27], the concatenated linear system $\Sigma_{\sqsubset_{S}}(\mathfrak{m})$ is reachable. Then, $\Sigma_{\sqsubset_{S}}$ is residually reachable for each maximal ideal of $\operatorname{Spec}(R)$ and so, by Proposition 2.1, we conclude that $\Sigma_{\sqsubset_{S}}$ is a reachable linear system. In the case of the condition 2), by Proposition 3.3.3 in [27], we conclude the proof.

It is important to recall that the conditions of item 1) of the above Proposition are also verified when the system is systematic serialized concatenated.

Example 4.6. Let $\Sigma_{1}^{\mathbb{Z}_{4}}$ and $\Sigma_{2}^{\mathbb{Z}_{4}}$ be the following linear systems

$$
\Sigma_{1}^{\mathbb{Z}_{4}}=\left[\left(\begin{array}{ll}
3 & 1 \\
0 & 3
\end{array}\right),\binom{0}{3},\left(\begin{array}{ll}
1 & 0
\end{array}\right),(1)\right]
$$

and

$$
\Sigma_{2}^{\mathbb{Z}_{4}}=\left[\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right),\binom{3}{0},\left(\begin{array}{ll}
0 & 1
\end{array}\right),(3)\right]
$$

The parallelized concatenated linear system $\sqsubset_{S}\left(\Sigma_{1}^{\mathbb{Z}_{4}}, \Sigma_{2}^{\mathbb{Z}_{4}}\right)$ is defined by

$$
\Sigma_{\complement_{\|}}^{\mathbb{Z}_{4}}=\left[A_{\|}^{\mathbb{Z}_{4}}=\left(\begin{array}{llll}
3 & 1 & 0 & 0 \\
0 & 3 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right), B_{\|}^{\mathbb{Z}_{4}}=\left(\begin{array}{l}
0 \\
3 \\
3 \\
0
\end{array}\right), C_{\|}^{\mathbb{Z}_{4}}=\left(\begin{array}{llll}
1 & 0 & 0 & 1
\end{array}\right), D_{\|}^{\mathbb{Z}_{4}}=(0)\right]
$$

Since the only maximal ideal of $\mathbb{Z}_{4}$ is $\mathfrak{m}=(2)$, by Proposition 4.5, we assure that $\Sigma_{\sqsubset}^{\mathbb{Z}_{4}}$ is reachable because

$$
\wedge\left(A_{1}(2)\right)=\wedge\left[\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right)\right]=\{1\}
$$

and

$$
\wedge\left(A_{2}(2)\right)=\wedge\left[\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)\right]=\{0\}
$$

We can verify that $\Sigma_{\complement_{\|}}^{\mathbb{Z}_{4}}$ is reachable because

$$
\left|\Phi_{4}\right|=\left|B_{\|}^{\mathbb{Z}_{4}} \quad A_{\|}^{\mathbb{Z}_{4}} B_{\|}^{\mathbb{Z}_{4}} \quad\left(A_{\|}^{\mathbb{Z}_{4}}\right)^{2} B_{\|}^{\mathbb{Z}_{4}} \quad\left(A_{\|}^{\mathbb{Z}_{4}}\right)^{3} B_{\|}^{\mathbb{Z}_{4}}\right|=\left|\begin{array}{cccc}
0 & 3 & 2 & 1 \\
3 & 1 & 3 & 1 \\
3 & 0 & 0 & 0 \\
0 & 3 & 0 & 0
\end{array}\right|=3
$$

and so, $\mathcal{U}_{4}=<3>=\mathbb{Z}_{4}=R$.

### 4.2. Observability.

Let $\Sigma$ be a linear system over $R$. By Propositions 2.2 and $2.3, \Sigma$ is observable if

$$
\begin{equation*}
\binom{z I-A}{C}: R[z]^{\delta} \rightarrow R[z]^{\delta+p} \tag{9}
\end{equation*}
$$

is injective.
In the case of concatenated linear systems over a ring $R$,
i) If the following map

$$
\binom{z I-A_{S}}{C_{S}}=\left(\begin{array}{cc}
z I_{\delta_{1}}-A_{1} & O \\
-B_{2} C_{1} & z I_{\delta_{2}}-A_{2} \\
D_{2} C_{1} & C_{2}
\end{array}\right): R[z]^{\delta_{1}+\delta_{2}} \rightarrow R[z]^{\delta_{1}+\delta_{2}+n-m+k}
$$

is injective, then, $\Sigma^{\complement s}$ is an observable serialized concatenated system.
ii) If the following map

$$
\binom{z I-A_{S S}}{C_{S S}}=\left(\begin{array}{cc}
z I_{\delta_{1}}-A_{1} & O \\
-B_{2} C_{1} & z I_{\delta_{2}}-A_{2} \\
C_{1} & 0 \\
D_{2} C_{1} & C_{2}
\end{array}\right): R[z]^{\delta_{1}+\delta_{2}} \rightarrow R[z]^{\delta_{1}+\delta_{2}+n-k}
$$

is injective, then, $\Sigma^{\sqsubset_{S S}^{R}}$ is an observable systematic serialized concatenated system.
iii) If the following map

$$
\binom{z I-A_{\|}}{C_{\|}}=\left(\begin{array}{cc}
z I_{\delta_{1}}-A_{1} & 0 \\
0 & z I_{\delta_{2}}-A_{2} \\
C_{1} & C_{2}
\end{array}\right): R[z]^{\delta_{1}+\delta_{2}} \rightarrow R[z]^{\delta_{1}+\delta_{2}+n-k}
$$

is injective, then, $\Sigma^{\complement_{\|}^{R}}$ is an observable parallelized concatenated system.
We highlight some conditions to make sure that we obtain observable concatenated linear systems over a commutative ring $R$.

Lemma 4.7. Let $\Sigma_{\sqsubset_{*}}$ be a concatenated linear system over $R$. If $\Sigma_{\sqsubset_{*}}(\mathfrak{m})$ is an observable linear system for each maximal ideal $\mathfrak{m} \in \operatorname{Spec}(R)$, then $\Sigma_{\sqsubset_{*}}$ is an observable concatenated linear system.

Proof. If $\Sigma_{\complement_{*}}(\mathfrak{m})$ is an observable system, then, its dual system $\left[\Sigma_{\complement_{*}}(\mathfrak{m})\right]^{T}$ is reachable (Theorem 2.9 in [1]). Then, $\left[\Sigma_{\square_{*}}\right]^{T}$ is reachable and, by Theorem 2.7 in [1], $\Sigma_{\sqsubset_{*}}$ is an observable linear system.

Remark 4.8. If $R$ is a ring that is equal to its quotient ring, then, the Duality Theorem 2.9 in [1] is verified and $\Sigma_{\complement_{*}}$ is observable if and only if the maps $\binom{z I-A(\mathfrak{m})}{C(\mathfrak{m})}: k(\mathfrak{m})^{\delta} \rightarrow k(\mathfrak{m})^{\delta+m}$ are injective for each maximal ideal $\mathfrak{m}$ in $\operatorname{Spec}(R)$. So, $\Sigma^{\complement_{*}^{R}}$ is an observable concatenated system over $R$ if and only if its dual system is a reachable linear system.

Another question to solve is what conditions have to verify the systems we want to concatenate in order to obtain an observable concatenated linear system.

Proposition 4.9. Let $\Sigma_{1}$ and $\Sigma_{2}$ be linear systems over a commutative ring with identity $R$. Suppose that $\Sigma_{1}(\mathfrak{m})$ and $\Sigma_{2}(\mathfrak{m})$ are observable linear systems for all maximal ideal $\mathfrak{m} \in \operatorname{Spec}(R)$.

1. If the following conditions are verified:
i) $\Lambda\left(A_{1}(\mathfrak{m})\right) \cap \Lambda\left(A_{2}(\mathfrak{m})\right)=\varnothing$ for all maximal ideal $\mathfrak{m}$ of $\operatorname{Spec}(R)$.
ii) $B_{2}$ has full row rank,
then, $\Sigma^{\sqsubset}{ }_{S}^{R}$ is an observable serialized concatenated linear system.
2. If $\Lambda\left(A_{1}(\mathfrak{m})\right) \cap \Lambda\left(A_{2}(\mathfrak{m})\right)=\varnothing$ for all maximal ideal $\mathfrak{m}$ of $\operatorname{Spec}(R)$, then, $\Sigma^{\complement_{\|}^{R}}$ is an observable parallelized concatenated linear system.

Proof. If the above conditions are verified by Proposition 3.4.1, Proposition 3.4.3 and Theorem 3.4.5 in [27], $\Sigma_{\sqsubset_{*}}(\mathfrak{m})$ is an observable linear system for all maximal ideal $\mathfrak{m} \in \operatorname{Spec}(R)$. By Lemma 4.7, we conclude the proof.

Remark 4.10. Note that if $\Sigma_{1}(\mathfrak{m})$ and $\Sigma_{2}(\mathfrak{m})$ are observable linear systems for all maximal ideal $\mathfrak{m} \in \operatorname{Spec}(R)$, then, $\Sigma^{\complement_{S S}^{R}}$ is always an observable systematic serialized concatenated linear system without more necessary conditions.

## 5. Construction of concatenated families of convolutional codes over noetherian von Neumann regular rings.

In this section, we first give a brief overview of the basic definition of families of convolutional codes over a commutative ring with identity (see [4] and [6]). Moreover, we describe the relation of families of convolutional codes and linear systems over noetherian von Neumann regular rings by minimal first order and I/S/O representations. This approach let us to construct observable families of convolutional codes over this class of rings.

### 5.1. Basic definitions.

Definition 5.1 (cf. Definition 4.1.1, [6]). A rate ( $n, k$ ) convolutional code over $R$ is a submodule $\mathfrak{C} \subset R[z]^{n}$ such that $R[z]^{n} / \mathfrak{C}$ is $R$-flat and $\operatorname{rank}(\mathfrak{C})(\mathfrak{p})=k$ for any prime ideal of $\operatorname{Spec}(R)$.

The above definition allows us to understand a convolutional code over $R$ as a family of convolutional codes parametrized by $\operatorname{Spec}(R)$ : that it is, $\mathfrak{C}$ over a ring $R$ gives rise a convolutional code over every residue field by means of $\left\{\mathfrak{C} \otimes_{R} k(\mathfrak{p})\right\}_{\mathfrak{p} \in \operatorname{Spec}(R)}$.

Definition 5.2 (cf. Definition 4.1.2, [6]). We say that $\mathfrak{C}$ has degree $\delta$ if $\delta(\mathfrak{p})=\delta$ for all $\mathfrak{p} \in \operatorname{Spec}(R)$.

Remark 5.3. In this setting, the complexity, or the degree, of $\mathfrak{C}$ is no longer an integer but a function $\delta: \operatorname{Spec}(R) \rightarrow \mathbb{N}$. In the rest of the paper, we will assume that the degree function $\delta$ is a constant.

The definition of the generator matrix and the encoder of a family of convolutional codes over a ring is extended following the classical case.

Definition 5.4 (cf. Definition 4.1.3 and 4.1.4, [6]). A generator matrix $G(z)$ of a $(n, k, \delta)$ - family of convolutional codes $\mathfrak{C}$ over $R$ is given by a matrix

$$
\begin{aligned}
G(z): R[z]^{l} & \longrightarrow R[z]^{n} \\
u(z) & \mapsto v(z)=G(z) \cdot u(z)
\end{aligned}
$$

such that $\operatorname{Im} G(z)=\mathfrak{C}$ where $l \leq k$. An encoder $G(z)$ of $\mathfrak{C}$ is a generator matrix with $l=k$ and $G(z)$ injective.

We extend the classical definition of observable convolutional code to rings:
Definition 5.5 (cf. Definition 4.1.5, [6]). Let $\mathfrak{C} \subset R[z]^{n}$ be a $(n, k, \delta)$-family of convolutional codes over $R$. We say that $\mathfrak{C}$ is observable if the quotient $R[z]^{n} / \mathfrak{C}$ is flat over $R[z]$.

### 5.2. Families of convolutional codes over noetherian von Neumann regular rings.

In the following, we fix a noetherian von Neumann regular ring $R$. It is known that every $R$-module is flat. Thus, a morphism between finitely generated $R$-module is injective if and only if is residually injective. If we consider a $(n, k, \delta)$-family of convolutional codes over $R$, then, $\mathfrak{C} \simeq \bigoplus_{j=1}^{t} \mathcal{C}_{j}$ where $\mathcal{C}_{j}$ is a $(n, k, \delta)$-convolutional code over $\mathbb{F}_{j}$. Then, $\mathfrak{C}$ is observable if and only if $\mathcal{C}_{j}$ is observable $\forall j$ [cf. Proposition 4.1.3, [6]].

The extension of the relation between convolutional codes and linear systems by minimal first order and I/S/O representations to noetherian von Neumann regular rings is developed in [4] and [6] and it is due to the ring $R$ is a product ring. Let $\mathfrak{C}$ be a family of convolutional codes over $R$. We suppose that the triple $\left(K_{j}, L_{j}, M_{j}\right)$ is a minimal first order representation of $\mathcal{C}_{j} \subseteq \mathbb{F}_{j}[z]^{n}$ for each $\mathbb{F}_{j}$. We can construct matrices $(K, L, M)$ over $R$ by $\varphi$ in the way $K_{j} \simeq K\left(\bmod I_{j}\right)$, $L_{j} \simeq L\left(\bmod I_{j}\right)$ and $M_{j} \simeq M\left(\bmod I_{j}\right)$. These matrices $(K, L, M)$ form a minimal and unique first order representation of $\mathfrak{C}$ over $R$ (see Theorem 4.2.4, Corollary 4.2 .5 and Theorem 4.2 .6 in [6]). Finally, we can construct an I/S/O representation $\Sigma$ over $R$ from $(K, L, M)$ or by patching the systems $\Sigma_{j}^{\mathbb{F}_{j}}$ obtained as in Equation (3) for each $\mathbb{F}_{j}$ (Theorem 4.3.2 and Proposition 4.3.4 in [6]).

Notation 5.6. In the case that $\Sigma$ is a reachable linear system over $R$, we will denote by $\mathfrak{C}(\Sigma)$ the family of convolutional codes that is constructed taking $\Sigma$ as a minimal I/S/O representation of $\mathfrak{C}$.

Let $\mathfrak{C}$ be a $(n, k, \delta)$-family of convolutional codes over $R$. Let $\Sigma$ be its associated minimal I/S/O representation. Then, the following statements are verified:

1. $\Sigma$ is a reachable linear system (Proposition 4.3.6 in [6]).
2. $\Sigma$ is a locally Brunovsky linear system (Theorem 4.3.7 in [6]).
3. If $\Sigma$ is observable then, $\mathfrak{C}(\Sigma)$ is an observable family of convolutional codes (Proposition 4.3.8. in [6]).

### 5.3. Concatenated families of convolutional codes over noetherian von Neumann regular rings.

In coding theory, concatenated codes are a class of codes that are obtained by combining an inner code, $\mathfrak{C}_{i}$, and an outer code $\mathfrak{C}_{o}$.

Definition 5.7. Let $\mathfrak{C}$ be a $(n, k, \delta)$ - family of convolutional codes over a noetherian von Neumann regular ring $R$. We say that $\mathfrak{C}\left(\Sigma_{\Sigma_{*}}^{R}\right)$ is a concatenated family of convolutional codes.

The first question to solve is when a linear system over the ring $R$ can be considered as a minimal representation of a concatenated family of convolutional codes over the ring $R$. By, [4] and [6], all concatenated linear system that verifies reachability conditions will be a minimal concatenated I/S/O representation and, so, it provides us with a concatenated family of convolutional codes over $R, \mathfrak{C}\left(\Sigma_{\complement_{*}}^{R}\right)$. Note that all concatenated linear system verifying reachability conditions described in Section IV will be useful in this question.

Remark 5.8. Note that the condition $k \geq \delta_{1}+\delta_{2}$ of Remark 4.4, from convolutional codes point of view, restricts our results to a finite number of convolutional codes (most of them, block codes because $\delta_{1}$ and $\delta_{2}$ represents the memories of the codes).

The choice of the type of concatenation in the reachable concatenated linear system gives us concatenated families of convolutional codes with different parameters.

1. If the outer code $\mathfrak{C}_{o}\left(\Sigma_{1}^{R}\right)$ is a $\left(m, k, \delta_{1}\right)$ - code and the inner code $\mathfrak{C}_{i}\left(\Sigma_{2}^{R}\right)$ is a $\left(n, m-k, \delta_{2}\right)$ code, then $\mathfrak{C}\left(\Sigma_{\sqsubset}^{R}\right)$ is a $\left(n-m+2 k, k, \delta_{1}+\delta_{2}\right)$ - serialized concatenated family of convolutional codes.
2. If the outer code $\mathfrak{C}_{o}\left(\Sigma_{1}^{R}\right)$ is a $\left(n, k, \delta_{1}\right)$-familiy of convolutional codes and the inner code $\mathfrak{C}_{i}\left(\Sigma_{2}^{R}\right)$ is a $\left(n, m-k, \delta_{2}\right)$ family of convolutional codes, then $\mathfrak{C}\left(\Sigma_{\sqsubset}^{R}\right)$ is a $\left(n+k, k, \delta_{1}+\delta_{2}\right)$ - systematic serialized concatenated family of convolutional codes.
3. If the outer code $\mathfrak{C}_{o}\left(\Sigma_{1}^{R}\right)$ is a $\left(n, k, \delta_{1}\right)$-familiy of convolutional codes and the inner code $\mathfrak{C}_{i}\left(\Sigma_{2}^{R}\right)$ is a $\left(n, k, \delta_{2}\right)$ family of convolutional codes, then $\mathfrak{C}\left(\Sigma_{\complement_{\|}}^{R}\right)$ is a $\left(n, k, \delta_{1}+\delta_{2}\right)$ - parallelized concatenated family of convolutional codes.


Fig.3. Parallelized concatenated convolutional code over the ring $R$

Example 5.9. We consider the linear systems $\Sigma_{1}^{\mathbb{Z}_{6}}, \Sigma_{2}^{\mathbb{Z}_{6}}$ and $\Sigma_{\complement^{Z}}^{\mathbb{Z}_{6}}$ given in Example 4.3. We recall the last one in order to clarify this example,
$\Sigma_{\sqsubset_{\|}}^{\mathbb{Z}_{6}}=\left(A_{\|}^{\mathbb{Z}_{6}}=\left(\begin{array}{llll}1 & 1 & 0 & 0 \\ 0 & 5 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0\end{array}\right), B_{\|}^{\mathbb{Z}_{6}}=\left(\begin{array}{l}0 \\ 1 \\ 1 \\ 0\end{array}\right), C_{\|}^{\mathbb{Z}_{6}}=\left(\begin{array}{llll}1 & 0 & 0 & 1\end{array}\right), D_{\|}^{\mathbb{Z}_{6}}=(4)\right)$
The above system is reachable and so, we can consider it as a minimal I/S/O representation of a ( $n=2, k=1, \delta=4$ )-parallelized concatenated family of convolutional codes. Then, the minimal first order representation of $\Sigma_{\complement_{\|}}^{\mathbb{Z}_{6}}$ is

$$
K_{\|}^{\mathbb{Z}_{6}}=\left(\begin{array}{cccc}
5 & 0 & 0 & 0 \\
0 & 5 & 0 & 0 \\
0 & 0 & 5 & 0 \\
0 & 0 & 0 & 5 \\
0 & 0 & 0 & 0
\end{array}\right), L_{\|}^{\mathbb{Z}_{6}}=\left(\begin{array}{cccc}
1 & 1 & 0 & 0 \\
0 & 5 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
1 & 0 & 0 & 1
\end{array}\right), M_{\|}^{\mathbb{Z}_{6}}=\left(\begin{array}{cc}
0 & 0 \\
0 & 1 \\
0 & 1 \\
0 & 0 \\
5 & 4
\end{array}\right)
$$

and the encoder of the concatenated family $\mathfrak{C}_{\|}^{\mathbb{Z}_{6}}$ is

$$
G(z)_{\|}^{\mathbb{Z}_{6}}=\binom{2 z^{4}+2 z^{2}+4}{5 z^{4}+z^{2}}
$$

Moreover, we are able to construct observable concatenated families of convolutional codes over $R$ from a reachable concatenated linear systems if a necessary condition is verified:

Lemma 5.10. If $\Sigma_{\complement_{*}}^{R}$ is reachable and observable, then $\mathfrak{C}\left(\Sigma_{\complement_{*}}^{R}\right)$ is an observable concatenated family of convolutional codes.

Proof. By Proposition 4.3.8 in [6] we conclude the proof.
Finally, since $\mathfrak{C}\left(\Sigma_{\complement_{*}}^{R}\right) \simeq \bigoplus \mathcal{C}\left(\Sigma_{\complement_{*}}^{\mathbb{F}_{j}}\right)$, we can construct (observable) concatenated families of convolutional codes over the ring $R$ by reachable (and observable) concatenated linear systems ( $\mathrm{I} / \mathrm{S} / \mathrm{O}$ representations) over the ring, or by patching concatenated linear systems over each $\mathbb{F}_{j}$. From the point of view of a network of convolutional codes, if $\varphi\left(\Sigma_{1}^{\mathbb{Z}_{2}}, \Sigma_{1}^{\mathbb{Z}_{3}}\right)=\Sigma_{1}^{\mathbb{Z}_{6}}$ and $\varphi\left(\Sigma_{2}^{\mathbb{Z}_{2}}, \Sigma_{2}^{\mathbb{Z}_{3}}\right)=\Sigma_{2}^{\mathbb{Z}_{6}}$, the scheme given in Figure 3 behaves in a similar way to the representation in Figure 4.

## 6. Conclusions.

Concatenated convolutional codes are used to detect, correct and hide information. Recent advances, in parallelized and serial concatenation, are being implemented in the construction of turbo codes and steganographic schemes in order to improve the transmission of data.

We have generalized the relation between concatenated families of convolutional codes and linear systems over certain commutative rings. Moreover, we have studied the necessary conditions to get I/S/O representations (reachable linear systems) and observable concatenated families of convolutional codes over finite rings.

Future work is focused on the generalization of concatenation of convolutional codes over other types of rings and the extension of other types of concatenations.


Fig. 4. Parallelized concatenated farnily of convolutional codes over $\mathbb{Z}_{6}$
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