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Resumen

La obtención de soluciones para problemas de localización de plantas con restricciones de capacidad de una forma eficiente, requiere habitualmente el desarrollo de un software específico, sobre todo cuando los problemas son enteros puros, dado que los códigos estándar para programación matemática son muy poco eficientes con este tipo de problemas. La formulación ordinaria de esta clase de problemas incluye algunas restricciones que son de tipo knapsack. Este hecho puede utilizarse aprovechando los procedimientos desarrollados por Balas, Padberg y otros, para calcular caras de los correspondientes polítopos de knapsack. Este trabajo recoge la experiencia de cálculo obtenido utilizando tales procedimientos en combinación con un código estándar para programación matemática.
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Abstract

The efficient solution of capacitated plant location problems usually requires the development of specific software mainly when the problems are pure integer ones, standard mathematical programming codes being highly inefficient. The normal formulation of these problems includes different kinds of constraints which are of knapsack type. This fact can be used in connection with the procedures developed by Balas, Padberg and others, of computing facets of the knapsack polytopes. Procedures which can be used with a standard mathematical programming code are described and computational experience is reported.
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A BRANCH AND BOUND APPROACH FOR THE CAPACITATED PLANT LOCATION PROBLEM USING CUTS FROM THE PARTIAL CONVEX HULL.

1. INTRODUCTION

Many different algorithms for capacitated plant location problems have been developed lately, and for some of them the computational results reported look very promising (Christofides and Beasley, /5/, Geoffrion and McBride, /11/, Guignard and Spielberg, /12/, Nauss, /13/, Van Roy, /17/, Barceló and Casanovas, /3/, etc.). Anyway, from the point of view of the possible user, that is to say: the decision maker responsible of the opening of the new warehouses or plants, all approaches used in implementing the above referenced algorithms have a common disadvantage: all of them require the development of a specific software with the consequent penalties in cost and time.

Usually the companies and the departments in the Public Administration which are faced such location problems, have their own computational resources including some commercial mathematical programming codes or have access to some computer facilities that possess such a kind of package. So the most natural tendency is trying to solve the location problem exploiting the features of the mathematical programming code at hand.

The experience uses to be discouraging, mainly when the proposed location problem is a pure integer one. The classical branch and bound approaches, using the ordinary linear programming relaxation, are usually highly inefficient even when they include sophisticated techniques of computing pseudocosts or powerful branching procedures based on the special ordered sets.
From such empiric results arises the question of whether or not exists a complementary algorithmic tool which could be used in connection to a standard mathematical programming code at a low computational cost, in order to improve its performance in solving this class of mathematical programming problem, in such a way that they could be solved directly.

Our research work has been oriented to trying to answer this question. The first step in looking for a solution was trying to understand why the classical branch and bound approach was so inefficient when applied to this class of mathematical programming problems.

From an empirical point of view one can verify easily that a typical capacitated location problem shows a large duality gap, that very often reaches values about 10% of the optimal one, and even larger amounts in case of pure integer capacitated location problems, for which he duality gap could lie, on an average in the range between 20% and 30%.

This big duality gap could give a first explanation of the branch and bound inefficiency. Obviously such a big duality gap would require a big branching effort, before being reduced to size allowing the relaxed subproblems give solutions meaningful enough. That is, solutions whose value is close enough to that of the not relaxed subproblem.

Once verified this fact it seems reasonable to think that reduction in duality gap could produce the desired improvement in the branch and bound efficiency.

In a former work Spielberg, /16/, recommended, also from an empirical experience, formulating the problem in a desagregated way, including the redundant constraints:

$$x_{ij} - m_{ij} y_j \leq 0$$

where index $i$ identifies the plant or warehouse, (being $I$ the index set of potential locations for them), index $j$
identifies the demand center to be supplied from the
selected plant, (being J the index set of demand centers),
the decision variables $x_{ij}$ and $y_i$ represent the amount of
demand of the center $j$ satisfied from plant $i$ and the
decision of opening the $i$-th plant ($y_i = 1$), or not ($y_i =
0$); and the coefficient $m_{ij} = \min\{d_{ij}, b_i\}$, where $b_i$ is the
amount of demand of center $j$, and $b_i$ the total capacity of
plant $i$.

Later on, Guignard and Spielberg, /12/, insist again on
the importance of such desaggregated formulation (which in
the uncapacitated location case leads to the so called
"strong linear relaxation", Cornuejols et al., /6/,
Erlenkoetter, /8/), but Geoffrion and Mc Bride, /11/, where
those who explained why this apparently redundant
constraints were so important, by showing that they
characterize a part of the convex hull of the capacitated
plant location problem and thus by including them in the
problem formulation the duality gap was reduced and
consequently the relaxed subproblems provide better bounds.
However this approach has the disadvantage of increasing
enormously the size of the LP problems to be solved, and it
looks computationally efficient only when the problem is
solved by means of other procedures than the simplex, as for
instance the decomposition procedures (Van Roy, /17/), or
the lagrangean techniques (Geoffrion and Mc Bride, /11/).

Remembering that our purpose is trying to solve
 capacitated plant location problems using only ordinary
mathematical programming tools, the question at the
beginning can be restated in the following terms: starting
from an aggregated formulation of the problem, (in order to
keep the size as small as possible), are we able to
characterize efficiently and cheaply some facets of the
convex hull without significantly increasing the size of the
problem?
2. PROBLEM FORMULATION

To start with, we have choosen the problem formulation as a pure integer capacitated location problem, alternative which had been studied before by ourselves from a heuristic lagrangean approach in a former work (Barcelò and Casanovas, /87/). With this formulation the problem is stated as:

\[
\text{MIN} \quad \sum_{i \in I} \sum_{j \in J} c_{ij} x_{ij} + \sum_{i \in I} f_i y_i \tag{1}
\]

\[
\sum_{i \in I} x_{ij} = 1, \quad \forall j \in J \tag{2}
\]

\[
\sum_{i \in I} y_i \leq K \tag{3}
\]

\[
\sum_{j \in J} d_{ij} x_{ij} \leq b_i y_i, \quad \forall i \in I \tag{4}
\]

\[
x_{ij} \in \{0,1\}, \quad \forall i \in I, \forall j \in J \tag{5}
\]

\[
y_i \in \{0,1\} \quad \forall i \in I \tag{6}
\]

where as usually \(c_{ij}\) are the supplying costs from plant \(i\) to center \(j\), \(f_i\) are the fixed costs of opening a plant at the potential site \(i\), the constraints set (2) assures that the demand of all centers will be satisfied from only a plant, constraint (3) limits the number of plants to be opened to a maximum of \(K\) and the constraint set (4) prevents trying to supply a center from a not opened plant \((y_i = 0 \Rightarrow x_{ij} = 0, \ j \in J\), and does not allow the supply of more than the total capacity of the plant when it is opened.

From this formulation a first possibility of describing partially the convex hull is given by the capacity constraints (4), assuming the decision of opening the \(i\)-th plant, \(y_i = 1\), the corresponding constraint is

\[
\sum_{j \in J} d_{ij} x_{ij} \leq b_i \tag{7}
\]
which is a knapsack constraint.

Balas, /1/, Balas and Zemel, /2/, Padberg, /14/, and others, have characterized many facets of the knapsack polytope, some of them not difficult to compute. On the other hand if $P$ is the polytope of problem (P), and $P_i$ is the knapsack polytope corresponding to the $i$-th knapsack constraint, then the polytope $P$ is such that

$$ P \subseteq \bigcap_{i \in I} P_i $$

and it follows that any characterization of the facets of the polytopes $P_i$ contributes to a partial facetial description of $P$.

Consequently it could be thought that any formulation of problem (P) including some facets of the knapsack polytopes of (4), would be a stronger formulation, with a smaller duality gap, producing subproblems which give better bounds.

The first computational research that we have carried out has been to study the way of computing such facets and verify their influence in the branch and bound procedure.
3. COMPUTING FACETS OF THE POLYTOPE FROM THE CAPACITY CONSTRAINTS

Before dealing with the family of constraints defined by (7), let us introduce the following notation, induced from Balas, /1/.

Assume J and all of its subsets ordered so that
\[ d_j > d_{j+1}, \quad j = 1, 2, \ldots, n-1 \]

let us define for every \( S \subseteq J \), the extension of \( S \) to \( J \) as
\[ E(S) = S \cup S' \]
where
\[ S' = \{ j \in J-S \mid d_j \geq d_k, \forall k \in S \} \]
and the elements
\[ d_{k_1} = \max_{k \in S} d_k, \quad d_{i_1} = \max_{j \in J-E(S)} d_j, \quad d_{k_2} = \max_{k \in S-\{k_1\}} d_k \]

and amounts
\[ \Delta = \sum_{j \in S} d_j - b_i, \quad \Delta_1 = d_{k_1} - d_{i_1}, \quad \Delta_2 = d_{k_1} + d_{k_2} - d_1 \]

Note that with the ordering in \( J \), the elements \( d_{k_1} \) and \( d_{k_2} \) are respectively the first and second elements in \( S' \); \( d_{i_1} \) is the first element in \( J-E(S) \), and \( d_1 \) is the first (and biggest) element in \( J \).

With the help of this notation we can establish the following propositions.
PROPOSITION 3.1

a) If $\Delta > 0$ then $S$ is a minimal cover
b) If $\Delta = \Delta_1$ then $S$ is a strong minimal cover
c) If $\Delta \leq \Delta_1$ then $\sum_{j \in E(S)^i} x_{ij} \leq |S| - 1$ is a facet of the polytope

$$P_i = \text{conv} \{x_{ij} \in \{0,1\}^n \mid \sum_{j \in J} d_j x_{ij} \leq b_i\}$$

Corresponding to the $i$-th capacity constraint (7).

Condition (a) follows directly from the definition of minimal cover, Balas, /1/. To show (b) it suffices to verify that

$$\Delta < \Delta_1 \Rightarrow \sum_{j \in S} d_j - b_i < d_{k_1} - d_{i_1} \Rightarrow$$
$$\sum_{j \in S} d_j - d_{k_1} + d_{i_1} < b_i$$

and then $S$ satisfies the definition of strong minimal cover, Balas, /1/, if in addition $\Delta \leq \Delta_2$ one also has

$$\sum_{j \in S} d_j - b_i < d_{k_1} + d_{k_2} - d_1 \Rightarrow$$
$$\sum_{j \in S} d_j - (d_{k_1} + d_{k_2}) + d_1 \leq b_i$$

then $S$ satisfies the conditions of Balas theorem (Balas, /1/, pg. 151), and thus
\[ \sum_{j \in E(S)} x_{ij} < |S| - 1 \]

is a facet of \( P \).

PROPOSITION 3.2

Let \( S_i \) be the subset of the \( h \) first elements of \( S \leq J \), and define the subset \( J \) as:

\[ J_h = \{ i \in J \mid \sum_{j \in S_h} d_j < d_i < \sum_{j \in S_{h+1}} d_j \}, \quad h = 1, \ldots, |S| - 1 \]

Let \( d_{k_h} \) be the first element in \( J \) with the order defined in \( J \). Then if \( S \) defines a valid cut, (Balas, /1/), this is a facet of the polytope \( P_i \) if

\[ \sum_{j \in S-S_{h+1}} d_j + d_{k_h} < b_i \quad , \quad h = 1, \ldots, |S| - 1 \]

The proof follows directly from the fact that with the ordering in \( J \), \( d_{k_h} \geq d_k \), \( \forall k \in J_h \), thus

\[ \sum_{j \in S-S_{h+1}} d_j + d_{k_h} < b_i \Rightarrow \sum_{j \in S-S_{h+1}} d_j + d_k < b_i \quad , \quad \forall k \in J_h \]

and then the conditions of Balas' theorem (Balas, /1/, pg. 156) hold.

Proposition 3.1 is the basis of a search algorithm that generates in a systematic way strong minimal covers of the polytope \( P_i \), which are the input of a procedure designed by Balas, /1/, of generating valid cuts. A complementary step based on proposition 2 checks whether the generated valid cut
as a facet or not.

ALGORITHM 3.1

Input: The set of demands \(dj, j \in J\), of the centers and the set \(bi, i \in I\), of the capacities.

Output: The first part gives a strong minimal cover of polytope \(P_i\), (which could be eventually a facet), when performed over the \(i\)-th capacity constraint. If the computed strong minimal cover is not a facet then the second part computes a valid cut and checks whether or not it is a facet.

begin

Set LIST := I
Order the set of demands \(dj\) in increasing order
\((dj >= dj+1, j = 1, 2, \ldots, |J| - 1)\);
while LIST \# \(\emptyset\) do

begin let \(i\) be the first plant in LIST;
search for two elements in \(J\), \(d_{k_1}\) and \(d_{k_2}\) such that
\(d_{k_1} + d_{k_2} > d_i\);
again: Set \(\Delta_i := d_{k_1} + d_{k_2} - d_i\)
set \(S := \{k_1, k_2\}\);

(Comment: at this point the procedure tries to generate a strong minimal cover for the \(i\)-th capacity constraint starting from \(d_{k_1}\) and \(d_{k_2}\))

while \(\exists j \in S, d_j < \Delta_i\) do

begin

search for an element \(dj\) such that \(j > k_1\) and \(j > k_2\);

set \(S := S \cup \{j\}\);
\[ \text{set } \Delta := \sum_{j \in S} d_j - b_i \]
\[ \text{end} \]

\[ \text{set } S' := \{ j \in J \mid j < k_1 \} \]
\[ \text{set } E(S) := S \cup S'; \]

Let \(d_{i1}\) be the first element in \(J-E(S)\)
\[ \text{set } \Delta_1 := d_{k_1} - d_{i1}; \]

If \(\Delta < \Delta_1\) then \(S\) is a strong minimal cover
\[ \text{goto } \text{check} \]

else
\[ \text{begin} \]

search for two different \(dk_1\) and \(dk_2\) in \(J\), such that \(d_{k_1} + d_{k_2} \in J \geq d_{i1}; \]
\[ \text{goto again} \]
\[ \text{end} \]

check: If \(\Delta < \Delta_2\) then \(\sum_{j \in E(S')} x_{ij} < |S| - 1\) is a facet of \(P_i\) by proposition 1

(If another facet of \(P\) is desired \(\text{goto other, otherwise repeat with a new capacity constraint});

else \(\text{goto validcut} \)

validcut: (comment: the first part of the procedure is an adhoc version of the Balas algorithm, (Balas, /1/), for generating validcuts; the second part checks whether the valid cut is a facet or not).

\[ \text{begin} \]
for \( h := 1, 2, \ldots, |S| - 1 \) do set \( S_h := \{ \text{set of the first } h \text{ elements in } S \} \);

set \( J_0 := J - E(S) \);

for \( h := 1, 2, \ldots, |S| - 1 \) do

begin

set \( J_h := \{ j \in J \mid \Sigma_{k \in S_k} d_k < d_j < \Sigma_{k \in S_{h+1}} d_k \} \)

set \( J \cup := J \cup \{ J_h \} \)

end

set \( J := E(S) - J \cup \);

for \( h := 1, 2, \ldots, |S| - 1 \) do

\( \text{while } j \in J, d_j \pi_j = h \)

(Comment: then

\( \Sigma_{j \in J} x_{ij} < |S| - 1 \)

\( \text{is a valid cut for } P^* \)"

end

begin

for \( h := 1, 2, \ldots, |S| - 1 \) do

set \( d_{k_h} := \{ \text{first element in } J_h \} \)

If \( \Sigma_{j \in S - S_{h+1}} d^j + d_{k_h} < b_i, h := 1, 2, \ldots, |S| - 1 \)

then by proposition 3.2
the valid cut is a facet of $P_i$, go to other
if another facet of $P_i$ is desired, otherwise
repeat with a new capacity constraint.

end

end
4. COMPUTATIONAL EXPERIENCE I

We have carried out two parallel series of computational experiences. The objective of the first series was to study the percent decreasing in the duality gap, with reference to the desagregated formulation and lineal relaxation used, while the second series tried to determine the efficiency of a standard branch and bound commercial code in solving the corresponding formulation.

Table 1 shows all the sets of constraints to be included in the different desagregated formulations. In the first step we have adopted as basic formulation that defined by sets (1), (2), (3), (4), and (5) in Table 1, and as alternative desagregated formulations those derived from the basic one substituing (5) by (6) and/or (7). The constraint set (8) is the set of facets of knapsack polytopes of capacity constraints (4), one facet for each capacity constraints, computed by algorithm 1.

As test problems we used the same set already employed in Barceló and Casanovas, /3/,. From this set we have selected three cases of different sizes that could be considered as representatives of the average behaviour. Tables 2, 3 and 4 show the results obtained for these three cases.

The computational experience was carried out in a DEC-2060 computer using LAMPS (Linear and Mathematical Programming System) of CAP Scientific Limited, as standard mathematical programming code. Results included in the branch and bound reference of each table are the best ones obtained by using pseudocosts and special ordered sets, following the recommendations form the studies of Forrest et al., /9/, Gauthier and Ribiere, /10/, and Benichou et al., /4/.

The experiences performed gave us an insight into the difficulties in solving this class of problems, the main difficulty lies more in the relationship between the coefficients $d_j$ and $b_i$ than in the problem size. Consequently the ratio
\[ h = \sum_{j \in J} \frac{d_j}{\sum_{i \in I^*} b_i} \]

where \( I^* \subseteq I \) is the set of plants opened in the optimal solution, could be interpreted as a measure of how hard is a problem.

Table 2 shows the results for an average problem of intermediate difficulty. From the first set of experiences it could be pointed out the small influence of constraints (7) in the decreasing of the duality gap, when compared with constraints (6). As rows (2.2) and (2.3) show, including constraints (7) in the desagregated formulation decreases very few the duality gap but increases a lot the computing cost (number of simplex iterations, CPU time, etc.) Row (2.4) shows the effect of including facets of capacity constrains polytopes (4) through constraints (8), and row (2.5) shows what happens when constraints (7) are included in the formulation together with constraints (8), again constraints (7) show a high degree of inefficiency in reducing the size of the duality gap in terms of computational cost.

Rows (2.6) and (2.7) are the start of the results of the second set of experiences, in which a standard branch and bound procedure is employed. The results show clearly that if constraints (7) present a small advantage when compared to (6) in what is referred to the searching effort, (the number of explored nodes in (2.7) is smaller than in (2.6)), this advantage does not compensate the increase of CPU time required. That follows from the fact that including (7) increases a lot the size of the linear program to be solved at each step. Anyway the results showed in row (8) confirm empirically the hypothesis that constraints (8), computed at low computational cost by means of Algorithm 3.1, are an efficient resource in helping to solve this class of problems using only standard computing facilities.
TABLE I

\[ \text{MIN} \sum_{i \in I} \sum_{j \in J} c_{ij} x_{ij} + \sum_{j \in J} f_{ij} y_{ij} \]  \hspace{1cm} (1)

\[ \sum_{i \in I} x_{ij} = 1 \hspace{0.5cm} \forall j \in J \]  \hspace{1cm} (2)

\[ \sum_{i \in I} y_{ij} < K \sum_{i \in I} b_{ij} y_{ij} > D \]  \hspace{0.5cm} (3a) where \( D = \sum_{j \in J} d_j \)

\[ \sum_{j \in J} d_{ij} x_{ij} < b_{ij} y_{ij} \hspace{0.5cm} \forall i \in I \]  \hspace{1cm} (4)

\[ x_{ij} > 0, \hspace{0.5cm} y_{ij} > 0, \hspace{0.5cm} \forall i \in I \hspace{0.5cm} \text{and} \hspace{0.5cm} \forall j \in J \]  \hspace{1cm} (5)

\[ x_{ij} > 0, \hspace{0.5cm} y_{ij} < 1, \hspace{0.5cm} \forall i \in I \hspace{0.5cm} \text{and} \hspace{0.5cm} \forall j \in J \]  \hspace{1cm} (6)

\[ x_{ij} < y_{ij}, \hspace{0.5cm} y_{ij} < 1, \hspace{0.5cm} \forall i \in I \hspace{0.5cm} \text{and} \hspace{0.5cm} \forall j \in J \]  \hspace{1cm} (7)

\[ \sum_{j \in E(S_i)} x_{ij} < (|S_i| - 1) y_{ij}, \forall i \in I \]  \hspace{1cm} (8)

\[ \sum_{j \in E(S_i)} x_{ij} < (|S_i| - 1) y_{ij}, \forall i \in \mathbb{I} \]  \hspace{1cm} (9)

\[ \sum_{i \in E(S)} y_{i} > |S| - 1 \]  \hspace{1cm} (10)

\[ \sum_{i \in E(S)} a_i y_{i} > a_0 \]  \hspace{1cm} (11)

\[ x_{ij} \in \{0,1\}, \hspace{0.5cm} y_{ij} \in \{0,1\} \hspace{0.5cm} \forall i \in I \hspace{0.5cm} \text{and} \hspace{0.5cm} \forall j \in J \]  \hspace{1cm} (12)
<table>
<thead>
<tr>
<th>EXPERIENCE NUMBER</th>
<th>SETS OF CONSTRAINTS IN LP RELAXATION</th>
<th>OBJECTIVE FUNCTION VALUES</th>
<th>LPU TIME (seconds)</th>
<th>DUALITY GAP IN %</th>
<th>NUMBER OF SIMPLEX ITERATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>(1), (2), (3), (4), (5)</td>
<td>1412.83</td>
<td>4.83</td>
<td>31.31</td>
<td>28</td>
</tr>
<tr>
<td>2.2</td>
<td>(1), (2), (3), (4), (6)</td>
<td>1719.73</td>
<td>4.83</td>
<td>16.39</td>
<td>28</td>
</tr>
<tr>
<td>2.3</td>
<td>(1), (2), (3), (4), (6); (7)</td>
<td>1721.10</td>
<td>6.76</td>
<td>16.32</td>
<td>51</td>
</tr>
<tr>
<td>2.4</td>
<td>(1), (2), (3), (4), (6), (8)</td>
<td>1838.8</td>
<td>5.78</td>
<td>10.60</td>
<td>50</td>
</tr>
<tr>
<td>2.5</td>
<td>(1), (2), (3), (4), (6), (7), (8)</td>
<td>1841.6</td>
<td>7.65</td>
<td>10.47</td>
<td>59</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>EXPERIENCE NUMBER</th>
<th>SETS OF CONSTRAINTS IN B - B</th>
<th>NUMBER OF NODES EXPLORED</th>
<th>CPU TIME (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.6</td>
<td>(1), (2), (3), (4), (6), (12)</td>
<td>253</td>
<td>47.83</td>
</tr>
<tr>
<td>2.7</td>
<td>(1), (2), (3), (4), (6), (7), (12)</td>
<td>220</td>
<td>1:30.83</td>
</tr>
<tr>
<td>2.8</td>
<td>(1), (2), (3), (4), (6), (8), (12)</td>
<td>16</td>
<td>10.04</td>
</tr>
<tr>
<td>2.9</td>
<td>(1), (2), (3), (4), (7), (8), (12)</td>
<td>22</td>
<td>13.32</td>
</tr>
</tbody>
</table>

NUMBER OF PLANTS $m = 6$
NUMBER OF CENTERS $n = 10$
OPTIMAL VALUE $z = 2057$

ratio (hard) = 0.85
(66 integer variables)
**Table 3**

<table>
<thead>
<tr>
<th>EXPERIENCE NUMBER</th>
<th>SETS OF CONSTRAINTS IN LP RELAXATION</th>
<th>OBJECTIVE FUNCTION VALUES</th>
<th>CPU TIME (seconds)</th>
<th>DUALITY GAP IN %</th>
<th>NUMBER OF SIMPLEX ITERATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td>(1), (2), (3), (4), (5)</td>
<td>3028.12</td>
<td>6.90</td>
<td>1.44</td>
<td>44</td>
</tr>
<tr>
<td>3.2</td>
<td>(1), (2), (3), (4), (6)</td>
<td>3491.38</td>
<td>7.47</td>
<td>4.81</td>
<td>66</td>
</tr>
<tr>
<td>3.3</td>
<td>(1), (2), (3), (4), (6), (8)</td>
<td>3493.159</td>
<td>9.38</td>
<td>4.76</td>
<td>86</td>
</tr>
<tr>
<td>3.4</td>
<td>(1), (2), (3), (4), (6), (8)</td>
<td>3497.54</td>
<td>11.12</td>
<td>4.64</td>
<td>104</td>
</tr>
<tr>
<td>3.5</td>
<td>(1), (2), (3a), (4), (6), (11)</td>
<td>3632.66</td>
<td>7.84</td>
<td>0.96</td>
<td>74</td>
</tr>
<tr>
<td>3.6</td>
<td>(1), (2), (3a), (4), (6), (11), (9)</td>
<td>3636.97</td>
<td>8.53</td>
<td>0.84</td>
<td>94</td>
</tr>
<tr>
<td>3.7</td>
<td>(1), (2), (3a), (4), (6), (11), (9), (11B640.12)</td>
<td>11.24</td>
<td>0.76</td>
<td>111</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>EXPERIENCE NUMBER</th>
<th>SETS OF CONSTRAINTS IN B - B</th>
<th>SOLUTION FOUND</th>
<th>CPU TIME (seconds)</th>
<th>NODES EXPLORED</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.8</td>
<td>(1), (2), (3), (4), (6), (8), (12)</td>
<td>NO</td>
<td>10:00.00</td>
<td></td>
</tr>
<tr>
<td>3.9</td>
<td>(1), (2), (3a), (4), (6), (11), (12)</td>
<td>NO</td>
<td>10:00.00</td>
<td></td>
</tr>
<tr>
<td>3.10</td>
<td>(1), (2), (3a), (4), (6), (11), (9), (12)</td>
<td>3670</td>
<td>4:32.08</td>
<td>481</td>
</tr>
<tr>
<td>3.11</td>
<td>(1), (2), (3a), (4), (6), (11), (9), (11), (12)</td>
<td>3668</td>
<td>1:58.23</td>
<td>131</td>
</tr>
<tr>
<td>EXPERIENCE NUMBER</td>
<td>SETS OF CONSTRAINTS IN LP RELAXATION</td>
<td>OBJECTIVE FUNCTION VALUES</td>
<td>CPU TIME (seconds)</td>
<td>DUALITY GAP IN %</td>
</tr>
<tr>
<td>-------------------</td>
<td>------------------------------------</td>
<td>---------------------------</td>
<td>--------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>4.1</td>
<td>(1), (2), (3), (4), (5),</td>
<td>2676.48</td>
<td>7.19</td>
<td>27.93</td>
</tr>
<tr>
<td>4.2</td>
<td>(1), (2), (3), (4), (6),</td>
<td>3286.04</td>
<td>7.75</td>
<td>11.52</td>
</tr>
<tr>
<td>4.3</td>
<td>(1), (2), (3), (4), (6), (8)</td>
<td>3287.16</td>
<td>9.60</td>
<td>11.49</td>
</tr>
<tr>
<td>4.4</td>
<td>(1), (2), (3), (4), (7), (8)</td>
<td>3287.61</td>
<td>7.59</td>
<td>11.48</td>
</tr>
<tr>
<td>4.5</td>
<td>(1), (2), (3a), (4), (6), (11)</td>
<td>3641.54</td>
<td>7.55</td>
<td>1.95</td>
</tr>
<tr>
<td>4.6</td>
<td>(1), (2), (3a), (4), (6), (11), (9)</td>
<td>3669.04</td>
<td>7.71</td>
<td>1.21</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>EXPERIENCE NUMBER</th>
<th>SETS OF CONSTRAINTS IN B - B</th>
<th>SOLUTIONS FOUND</th>
<th>CPU TIME DEC-2060</th>
<th>NODE</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.7</td>
<td>(1), (2), (3), (4), (6), (8), (12)</td>
<td>3749</td>
<td>4:01.36</td>
<td>444</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3740</td>
<td>7:15.28</td>
<td>734</td>
</tr>
<tr>
<td>4.8</td>
<td>(1), (2), (3a), (4), (6), (11), (12)</td>
<td>3753</td>
<td>48.63</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3740</td>
<td>1:54.08</td>
<td>221</td>
</tr>
<tr>
<td>4.9</td>
<td>(1), (2), (3a), (4), (6), (11), (12), (9)</td>
<td>3740</td>
<td>32.27</td>
<td>46 SEARCH COMPLETED AFTER 385 NODES IN 2:59.48</td>
</tr>
</tbody>
</table>
Results of the type shown in Table 2 appear again when this procedure is applied to problems with a ratio $h$ of hardness of this level. One is tempted to draw optimistic conclusions which are denied by results included in Tables 3 and 4.

Problems in Tables 3 and 4 are two test problems specially hard, with very high values of $h$. The first set of experiences (rows (3.1) to (3.4), and (4.1) to (4.4) respectively) shows clearly that in such difficult cases although constraints (6) are better than (7), because they still produce a similar decrease in the duality gap at a much lower computational cost, constraints (8), however, no longer offer a meaningful advantage, even from the point of view of branch and bound, since the second set of experiences (rows (3.8) and (4.7)) shows, that either it is not able to solve the problem within some given CPU time limit (10 minutes in all the experiments done), or it only can reach some feasible solutions, although acceptably good, within such limits.

From this experiences two conclusions can be drawn. The first one is the low interest of using constraints (7) in formulating and solving pure integer capacitated location problems. The second conclusion is that even being recommendable the use of desagregated formulations including constraints of type (8), its efficiency depends heavily on the level of difficulty of the problem.

The first conclusion is surprising in that it contradicts the asserts of Geoffrion and Mc Bride, /11/, and Spielberg, /16/ for the mixed integer capacitated location problem, given that constraints (7) are a particular case of constraints $x_{ij} - m_{ij} y_i \leq 0$, and, as was mentiones above, Geoffrion and Mc Bride show that such constraints are facets of the convex hull of the problem. But in the pure integer case the empirical conclusion drawn can be explained theoretically because when $m_{ij} = 1$ and $x_{ij} \in \{0,1\}$, then usually conditions of Proposition 2 in (Balas, /1/, pg. 149) hold (because usually $d_j < b_i$), and $x_{ij} - y_i \leq 0$ are trivial
facets of the corresponding knapsack polytope. This fact explains why in this case constraints (7) have such a low contribution in the solution of the problem.

A second conclusion would indicate that a deeper analysis is needed of the facets of the convex hull, that means, identifying whether it is possible or not to generate more useful facets.
5. ADDITIONAL PROCEDURES OF GENERATING FACETS OF THE KNAPSACK POLYTOPE

A possibility of improving the former results would be not computing a priori facets of the knapsack polytopes $P_i$, associated with the capacity constraints \((4)\), ignoring how good they are, but computing only those of guaranteed usefulness strictly when we need them. A way to do this consists in solving the ordinary linear programming relaxation, and identifying which is for each capacity constraint \((4)\), the minimal cover $S_i$, whose associated inequality

$$\sum_{j \in S_i} x_{ij} \leq |S_i| - 1$$

would be more violated by the continuous solution $\overline{x}_{ij}$, whenever such an inequality exists.

The following theorem, (Crowder, Johnsen and Padberg, /7/) answers this question:

THEOREM 5.1

There exists a minimal cover inequality \((8)\) that cuts off $\overline{x}_{ij}$ if and only if the optimal objective function value of

$$\text{MIN} \left\{ \sum_{j \in J} (1-\overline{x}_{ij})z_j \mid \sum_{j \in J} d_j z_j > b_i, z_j \in \{0,1\}, \forall j \in J \right\}$$

is less than one.

However, whenever such an inequality \((8)\) exists, it will be a facet of the polytope $P_i$ defined by

$$P_{S_i} = P_i \cap \{x \in \mathbb{R}^n \mid x_{ij} = 0, \forall i \notin S_i \}$$

and we were interested in computing a facet of $P_i$. The
problem is then to know whether or not we are able to compute the desired facet of $P_i$ from (8), than means knowing when an inequality which is a facet of a polytope, holds its property of defining a facet when its number of variables is increased.

The following theorem (Padberg, /15/) answers the question of lifting the facets of $P_{S_i}$ into the $n$-space to yield a facet of $P_i$.

**Theorem 5.2**

Let $P_{S_i}$ be the polytope defined by (10). If the inequality $\sum_{j \in S_i} \alpha_j x_{ij} \leq \pi_0$

defines a facet of $P_{S_i}$, then there exist non negative numbers $\beta_j \leq \pi_0$, such that

$$\sum_{j \in S_i} \alpha_j x_{ij} + \sum_{j \in J - S_i} \beta_j x_{ij} \leq \pi_0$$

is a facet of $P_i$.

The possibility of calculating the coefficients $\beta_j$ in a recursive way is based on the following theorem (Padberg, /15/, Balas and Zemel, /2/).

**Theorem 5.3**

Let $S_i$ be a minimal cover for $i$-th constraint (4), and $J - S_i = \{j, \ldots, J\}$ arbitrarily ordered ($p = |J - S_i|$), and consider the sequence of knapsack problems $K_{ji}$, defined recursively as:
\[ z_{ji} = \min \sum_{j \in S_i} x_{ij} + \sum_{j=j_1}^{j_1-1} \beta_j x_{ij} \]
\[ \sum_{j \in S_i} d_j x_{ij} + \sum_{j=j_1}^{j_1-1} d_j x_{ij} \leq b_i - d_{ji} \]  \hspace{1cm} (11)
\[ x_{ij} \in \{0,1\}, \forall j \in S_i \cup \{j_1, \ldots, j_{i-1}\} \]

for \( i = 1, \ldots, p \) (where summation over the empty set is 0),
with coefficients \( \beta_j \) defined by

\[ \beta_j = |S_i| - 1 - z_j, \ j = j_1, \ldots, j_{i-1} \]

Then the inequality

\[ \sum_{j \in S_i} x_{ij} + \sum_{j \in J - S_i} \beta_j x_{ij} \leq |S_i| - 1 \]

is a facet of \( P_1 \).

The coefficients \( \beta_j \) depend on the sequence in which they are calculated, each sequence given a different set of coefficients, but anyway the calculation of every sequentially lifted facet requires the solution of a sequence of knapsack problems \( K_{j_1} \), one for each coefficient.

The first one of the knapsack problems can be solved trivially, as follows from the following proposition (Balas and Zemel, /2/):

**PROPOSITION 5.1**

For all minimal covers \( S_i \) and all \( j \in J - S_i, \beta_j' = h \), where \( h \) is defined by

\[ \sum_{k \in S_i - S_{h+1}} d_k \leq b_i - d_j \sum_{k \in S_i - S_h} d_k \]

(whose \( S_h \) is the subset, of the \( h \) first elements in \( S_h \)). The optimal solution to the knapsack problem
\[
\text{MAX} \{ \sum_{j \in S_i} d_j x_{ij} \mid \sum_{j \in S_i} d_j x_{ij} \leq b_i - d_k, x_{ij} \in \{0,1\}, j \in S_i \}
\]

(being \( k \) the index of the first element in \( N - S_i \) ) is given by

\[
x_{ij} = \begin{cases} 
1, & j \in S_i - S_{h+1} \\
0, & j \in S_{h+1}
\end{cases}
\]

The remaining knapsack problems can not be solved so trivially, however, as in the case of Proposition 3.2 above, there still exists the possibility of computing easily if not a lifted facet, at least a valid cut, which very often is also a facet. Balas and Zemel show in /2/ that if an inequality like

\[
\sum_{j \in S_i} x_{ij} + \sum_{j \notin S_i} \alpha_j x_j \leq |S_i| - 1
\]

is a valid inequality for \( P_i \), then \( \alpha_i < \beta', \forall j \in J - S_i \), and that there exists an important class of valid inequalities derived from the minimal covers, in particular if \( S_i \) is the most violated cover identified by (9), and \( E(S_i) \) is its extension, then the subprocedure validcut, in algorithm 3.1, computes a valid inequality belonging to the family of (12), which, if complementary conditions of Proposition 3.2 hold, is a facet of \( P_i \).

Thus the sequence of knapsack problems which gives the facet can always be replaced by subprocedure, validcut if only a valid cut, eventually facet, but computationally much cheaper is desired.

When the facet of \( P_i \) is desired, the sequence of knapsack problems can be systematically solved by means of the
following.

RECURSIVE LIFTING PROCEDURE (Padberg)

Set \( a_j = 1, \forall j \in S_1, \ a_o = |S_1| - 1 \)

Iterative step

Let \( k^* \in J - S_1 \) and determine

\[
z_k = [\text{MAX}] \{ \sum_{j \in S_1} a_j x_{ij} | \sum_{j \in S_1} d_j x_{ij} \leq b_i - d_k, x_{ij} \in \{0,1\}, \forall j \in S_1 \}
\]

Define \( a_k = a_o - z_k \)

Redefine \( S_1 \) to be \( S_1 \cup \{k^*\} \) and repeat until \( J - S_1 \) is empty

The resulting inequality

\[
\sum_{j \in J} a_j x_{ij} \leq a_o
\]

is a facet of the knapsack polytope \( P_1 \) associated with the \( i \)-th capacity constraint (4).

This recursive lifting procedure can be combined with a standard mathematical programming code, as in \( 4 \& 5 \), to give the following global procedure

Procedure new facet

begin

start: Solve the ordinary linear programming relaxation of the pure integer capacitated location problem

Identify partial solution \( x_{ij} \) (set of centers \( J_i \) complete or partially assigned to plant \( i \))

set LIST := I
while LIST $\neq \emptyset$ do
  begin
    Let $i$ be the first plant in LIST, remove it from LIST.
    Determine the most violated minimal cover by partial solution $\bar{x}_{ij}$, solving
    \[
    \min \{ \sum (1-\bar{x}_{ij})z_j | \sum d_j z_j x_i, z_j \in \{0,1\}, \forall j \in J \}
    \]
    Apply the RECURSIVE LIFTING PROCEDURE to the minimal cover $S_2$ identified. (Alternatively apply validcut from Algorithm 3.1 if only a valid inequality is required.)
    Add the new inequality
    \[
    \sum_{j \in J} a_j x_{ij} < a_0
    \]
    to the constraint set
  end
  If more facets are desired then go to start
  else end

Once procedure New Facet has been performed, proceed with the branch and bound searching.
6. COMPUTATIONAL EXPERIENCE II: CONCLUSIONS

The algorithm just described was applied again to the set of test problems which had not been solved by the first algorithm, that is to the hardest ones which exhibited a behaviour like that referenced in Tables 3 and 4. Procedure New Facet computed a set of constraints of type (9) referenced in Table 1. Results of this new series of experiences have not been included in the table because disappointingly, although being theoretically stronger, the new inequalities were no more efficient than the previous ones. Computational behaviour of the new algorithm was almost the same as the first one.

This discouraging fact lead us to investigate further which was the contribution of the different facets of the convex hull to closing the duality gap. The analysis reveals that constraints like (8) for (9) in Table 1 act only over the $x_{ij}$ variables, that is the decision variables of the assignment of centers to open plants, and only constraint (3) acts over the selection of plants, but since usually, the $f_{ij}$'s are bigger than the $c_{ij}$, the contribution of the $y_i$'s to closing the duality gap is obviously stronger than the contribution of the $x_{ij}$.

Consequently any further improvement would be possible only if we can act over the $y_i$'s. With the problem formulated as in Table 1, there is only a constraint acting on the $y_i$, this is

$$\sum_{i \in I} y_i < K \quad (3)$$

which does not offer any possibility of computing inequalities of type (8) or (9) in terms of variables $y_i$. The only possibility of doing that comes from a new formulation of the problem. Indeed, substituting (3) by the limiting constraint:
\[ \sum_{i \in I} b_i y_i \geq D \]  

(3a)

where \( D = \sum_{j} d_j \), already used by Nauss, /13/, and Guignard and Spielberg, /12/, formerly, and by Van Roy, /17/, in a recent paper. Constraint (3a) is again a knapsack type constraint, which affects only to the \( y_i \) variables, representing the decisions of opening or not the plant.

This constraint opens up the possibility of acting on the plants by means of procedure New Facet, substituting constraints (4) by (3a) in the procedure. Procedure New Facet will then compute constraints line (11) in Table 1. Thus Procedure New Facet will then adopt the form:

**begin:**

**start:** Solve the ordinary linear programming relaxation of the pure capacitated location problem.

Identify partial solution \( \bar{y} \).

Determine the most violated minimal cover of (3a) by partial solution \( \bar{y} \), solving

\[ \text{[MIN]} \sum_{i \in I} (1-\bar{y}_i) z_i \mid \sum_{i \in I} b_i z_i \geq D, z_i \in \{0,1\}, \forall i \in I \]

Apply the RECURSIVE LIFTING PROCEDURE to the minimal cover \( S \) identified (Or procedure validicut when only a valid inequality is enough)

Add the new inequality

\[ \sum_{i \in I} a_i y_i \geq a_0 \]

corresponding to the computed facet, to the constraint set
If more facets are desired then go to start
else end

Computational experience with this last algorithm is reported in rows (3.5) to (3.7) and (4.5) and (4.6) in Tables 3 and 4 respectively, in what refers to the first series of experiences about the decrease in the duality gap. (3.5) and (4.5) show undoubtfully that this is the most powerful alternative. From the point of view of the second series of computational experiences, the most important conclusion is that using constraints of types (11) and (9) together, can solve the problem, even in very hard cases, using only a standard software within acceptable time limits as rows (3.9) to (3.11) and (4.8) to (4.9) in Tables 3 and 4 show.

Constraints of types (3) and (11) were already suggested by Guignard and Spielberg in /12/, from an empirical point of view, without further justifying and without giving any systematic way of computing (11) from (3a). Our work analyses why such type of constraints is interesting and gives an easy procedure of computing them that can be used with any standard mathematical programming software.

The last version of the algorithm, the one acting only on the y's, can be used also in mixed integer capacitated location problems. Changing the integrality constraints \( x_{ij} \in \{0,1\} \) in (12), Table 1, by the relaxation \( 0 \leq x_{ij} \leq 1 \), the corresponding mixed integer problems in Tables 3 and 4 were solved to optimality exploring only 3 and 2 nodes respectively.
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