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Abstract 

Software Defined Networking (SDN) and Network Function Virtualization (NFV) are two 

promising technologies that together provide a more efficient utilization of the network 

resources and a reduction of operational costs. SDN and NFV enable the Radio Access 

Network (RAN) slicing, in which the radio resources are shared, which can be controlled 

through a hypervisor. In this thesis, a virtualized RAN Slicing simulator (ViRANsim) 

programmed in Python and based on the 5G-EmPOWER, has been designed, 

implemented and tested to validate and foresee the performance of two novel algorithms 

before applying them in a real environment: the Air-Time Deficit Round Robin (ADRR) 

algorithm, which is a time variant scheduling mechanism and will be used by the 

hypervisor, and the weight compensation algorithm, which is placed in the network 

controller and pretends to maximize the Access Points (APs) resource usage in order to 

satisfy the traffic demand fluctuations in the short-term, while at the same moment 

assuring the Service Level Agreement (SLA) of the different tenants in the long ï term 

perspective. Through this thesis, the performance of these algorithms has been studied, 

providing different analysis based on simulation results.   
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1. Introduction 

Todayôs wireless networks challenges include the necessity of being capable of 

managing high levels of data traffic and providing a widespread connectivity to users 

while being cost effective. In addition to this, the traffic and connectivity demands are 

expected to keep growing during the following years. Because of the mentioned reasons, 

the traditional network concept based on hardware components (i.e. switches, routersé) 

with complex protocols, is evolving to a more flexible and efficient model. This evolution 

goes hand in hand with Software Defined Networking (SDN) and Network Function 

Virtualization (NFV), two promising technologies that together have the potential to 

provide the network with the management and operation required to fulfil the current and 

future connectivity demands.  

SDN and NFV implementation allow the Radio Access Network (RAN) to share 

dynamically the available resources and slice the RAN into different virtual slices. RAN 

slicing can be the key to manage the traffic demand in wireless networks, as different 

Mobile Virtual Network Operators (MVNO), also called tenants, could provide connectivity 

to their users through a common network infrastructure by using the same Access Points 

(APs). This would imply a reduction of network expenditures as well as an improvement 

in terms of network efficiency, performance and user experience. This way, each tenant 

can have its own logically isolated slice of resources with its own desired set of services 

and the complete control of them. Slicing a RAN becomes particularly challenging due to 

the inherently shared nature of the radio channel and the potential influence that any 

transmitter may have on any receiver. In order to guarantee resource isolation between 

tenants, a hypervisor must be introduced at the virtualization layer. Usually a fix share 

between tenants of the available resources in every AP is assumed. 

5G-EmPOWER is a Mobile Network Operating System for SDN and NFV research and 

experimentation in heterogeneous mobile networks. The Mobile Communications 

Research Group (GRCM) of UPC is developing a project together with CREATE-NET1i 

using this platform. GRCM is in charge of the design and implementation of a new 

hypervisor that exploits the concept of virtualization and considers a flexible resource 

allocation per AP. This new hypervisor, along with a weight compensation algorithm 

(explained later on) is focused on the RAN and its main objective is to maintain the 

tenants Service Level Agreement (SLA) in a long-term perspective considering all the 

APs of the network while satisfying traffic demand fluctuations in the short term in the 

individual APs. With this purpose, two novel algorithms are introduced: a new scheduling 

algorithm for the hypervisor in the Wi-Fi AP, called Air-Time Deficit Round Robin (ADRR), 

and a weight compensation algorithm, capable of maximizing the resource usage of the 

different APs of the network while assuring the SLA of the different tenants in a long ï 

term perspective in the network. The weight compensation algorithm is located in the 

controller and together with the new hypervisor can provide the desired network 

performance.  

Based on the above, it arises the need of a simulator capable of validating and foreseeing 

the network performance before the implementation of the new hypervisor and the weight 
                                                
1 CREATE-NET (Center for REsearch And Telecommunication Experimentation for NETworked communities) 

(http://create-net.fbk.eu/) is a research center established in Trento (Italy) since 2003. It is part of the FONDAZIONE 
BRUNO KESSLER (FBK), a research non-profit public interest entity. 
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compensation algorithm in the real-time 5G-EmPOWER testbed. In this Thesis, a 

virtualized RAN Slicing simulator, called ViRANsim, that is based on the EmPOWER test-

bed and that contains the hypervisor and the controller simulators has been designed, 

implemented and tested. The simulator consists of different Python programmed classes, 

which correspond to the different elements defined in the 5G-EmPOWER architecture. 

Throughout the implementation of this thesis, both the ADRR and the weight 

compensation algorithms have been analysed using the developed simulator, as well as 

different parameters related to these algorithms have been studied carefully in order to 

set them to the most appropriate values. 

This Thesis consists of 6 chapters, including this first introductory chapter, which also 

includes the detail of the Thesisô objectives and a project plan with its deviations.  

The second chapter explains the technological context of the Thesis, starting with a 

description of the concepts of SDN and NFV. After this, the 5G-EmPOWER architecture 

and principle of operation is explained. To conclude the chapter, it has been included an 

explanation of the scheduling algorithms in which ADRR is based on: Round Robin (RR) 

and Weighted Deficit Round Robin (WDRR).    

The third chapter contains the motivation for the ADRR and weight compensation 

algorithm as well as a general description of the simulator python classes. Moreover, 

there has been explained the exportation of simulation results as well as a justification of 

the time management in the simulator. 

The fourth chapter contains different case studies performed through the ViRANsim 

simulator. The studies have been divided in two groups. The first group considers a 

single AP in all the scenarios. The studies performed in this first section are focused in 

the evaluation of the convergence of the ADRR algorithm, the comparison with reference 

algorithms such as the RR and WDRR and the analysis of the different parameters 

related to the ADRR. In addition, the performance of the different traffic generators 

created in the simulator is also verified. The second group of studies involve a multi-AP 

scenario and is focused on the weight compensation algorithm.  

Finally, in the fifth chapter it can be found the cost assessment of the Thesis while in the 

sixth chapter the conclusions of the Thesis and a discussion about future development of 

the simulator are provided.  

1.1. Objectives 

The main objectives of the project are the following: 

¶ To design a virtualized RAN slicing simulator, with main target to evaluate the 

performance of ADRR and the weight compensation algorithms under different 

scenarios.  

¶ To implement the simulator using Python programming language in a modular 

style to ease future upgrades.  

¶ To be able to obtain measurable results from the simulations for their later 

analysis.  

¶ To study the performance of the ADRR and the weight compensation algorithms 

in order to foresee possible issues about them before its implementation in the 
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real-time 5G-EmPOWER test-bed and contrast the real results with theoretical 

ones.  

¶ To compare the ADRR operation with already existing algorithms in the state of 

the art.  

 

1.2. Project Plan and deviations 

The project has been developed in different phases, as it can be observed in the 

following Gantt diagram.  

 

Figure 1. Project plan Gantt diagram 

The first phase included the literature review related to the topic of the Thesis and the 

study of Click For Routers and Python programming, as they were two language-

programming tools that had to be applied during the project. Moreover a Click manual 

was developed, as the APs used in the EmPOWER architecture are programmed using 

this language. Initially, the scope of the project was to develop the hypervisor in Click, but 

it was finally considered that it would be more convenient to implement the ViRANsim 

simulator in Python, so the Click programming has not been applied to the thesis.  

The second phase of the thesis consists in designing the main blocks of the simulator 

and specifying its requirements. After this, a first approach of the simulator was 

implemented focusing in a single WTP scenario. Then, the simulator operation was 

validated, readjusting the necessary parameters and algorithms and the first studies were 

performed. The main focus of this section was the ADRR algorithm evaluation. This 

phase required more time than the expected since it has been required the development 

of different traffic generators in the simulator, which were not included in the initial 

planning of the Thesis.  

In the third phase, the simulator was upgraded to a Multi-WTP scenario, including the 

implementation of the weight compensation algorithm. Further validations and studies 

regarding the upgrades were performed.  

The last phase of the development of the Thesis was the writing of this document. 
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2. State of the art  

This chapter explains the context of this project. It starts with the concepts of Software 

Defined Network (SDN) and Network Function Virtualization (NFV). After this, it is 

explained the 5G-EmPOWER, the project in which this thesis is based on. Finally, the 

explanation of the scheduling algorithms Round Robin (RR) and WDRR (Weighted Deficit 

Round Robin) is carried out, as they are the basis of the algorithm implemented in the 

thesis.  

2.1. Software Defined Networking (SDN) 

Traditional networks are built from a large number of network devices like routers, 

switches and numerous types of middleboxes with many complex protocols implemented 

on them, resulting in a complex and hard to manage network. Operators are responsible 

for configuring policies to respond to the huge demand of network events and 

applications. Providing the lack of flexibility of the traditional network, operators have to 

manually transform the high-level policies into low-level commands to configure each of 

their network devices [2].  

In this context, Software Defined Networking (SDN) tries to change the limitations of the 

current network infrastructures, providing it with more flexibility and promoting its 

evolution. SDN is referred to as network architecture defined by the next four features [4]:  

¶ Decoupled control and data planes.  

In current networks the control and data plane are tightly coupled inside the 

networking devices. In SDN, control functionality is removed from the network 

devices, which become simple forwarding devices for data plane. 

¶ Forwarding decisions are flow based. 

Instead of forwarding packets individually to a certain destination, SDN proposes 

to define flows of packets that fulfil a certain filter with a set of actions. All the 

packets in the flow receive identical service policies by the forwarding devices. In 

this way, it is possible to unify the behaviour of different types of devices like 

routers, switches, firewalls and middleboxes. Flow forwarding provides high 

flexibility, only limited by flow tablesô capabilities.  

¶ Control logic moved to SDN controller or Network Operating System (NOS). 

The controller or NOS is a software platform that can be run on a server and 

provides the essential resources and abstractions to facilitate the programming 

and management of forwarding devices. The existence of the controller implies a 

logically centralized network view.  

¶ Programmable network. 

The network can be programmable through software applications running on top 

of NOS, which interacts with the forwarding devices.  
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Figure 2. SDN architecture. (a) planes, (b) layers and (c) system design architecture 

Figure 2 shows a scheme with the principal elements of the SDN architecture. It can be 

seen from three different points of view:  

a) Forwarding: It allows the forwarding behaviour desired by the network application 

while hiding details of the underlying hardware. In this part, it is relevant to 

mention OpenFlow [12], which is a standard to exchange information between the 

data and control plane.  

b) Distribution: SDN applications should have the sensation that the system is not 

distributed, making transparent the distributed physical network. This abstraction 

needs common distribution layer, which in SDN resides in the SDN controller or 

NOS. The controller is the one in charge of installing the control commands on the 

forwarding devices and collecting status information from the forwarding layer to 

offer a global network view to network applications.  

c) Specification: It should be possible that a network application can express the 

desired network behaviour without being responsible for implementing that 

behaviour itself. It can be achieved by virtualization of solutions as well as network 

programming languages.  

Notice that in Figure 2 it appears the concept of Hypervisor, which enables distinct virtual 

machines to share the same hardware resources, what is known as network slicing. This 

concept is quite important for this Thesis.  

In terms of wireless networks, different attempts have been made to apply SDN to them. 

This is the case of OpenRoads [13] project, which proposes a wireless architecture that is 

backwards compatible and where is possible to share the network between different 

operators. Moreover, there is Odin [14], which introduces programmability in enterprise 

wireless LAN environments and OpenRadio [15], which focuses on deploying a 

programmable wireless data plane that provides flexibility at the PHY and MAC layers [2].  



 

 21 

2.2. Network Function Virtualization (NFV) 

Another important concept related to this Thesis is the so-called Network Function 

Virtualization (NFV). NFV takes advantage of the IT2 virtualization and cloud computing 

techniques and applies them to telecommunication networks. It virtualizes the networking 

functions calling them Virtualized Network Functions (VNF). The concept is to transfer the 

functions from dedicated hardware appliances to software-based applications running on 

commercial off-the-shelf (COTS) equipment, without affecting the functionality. These 

applications are then executed in datacentres, network nodes an end-user premises as 

network requires [7].  

 

Figure 3. NFV virtualization concept 

The benefits of NFV [7] to the telecommunications industry are the following ones:  

¶ Openness of platforms. 

¶ Scalability and flexibility. 

¶ Operating performance improvement. 

¶ Shorter development cycles. 

¶ Reduced CAPEX and OPEX investments.  

The NFV framework is built of the following components, in which NFV is deployed:  

¶ Physical server: it is the machine that has all the physical resources: CPU, 

storage and RAM.  

¶ Hypervisor: is the software that enables distinct virtual machines to share the 

same hardware resources. It provides the virtual environment on which the guest 

virtual machines are executed.  

¶ Guest virtual machine: piece of software that emulates the architecture and 

functionalities of a physical platform on which the desired application is executed.  

                                                
2 IT calls for Information Technology 



 

 22 

The virtual machines (VM) can be located in high-volume servers (datacentres, network 

nodes or end-user facilities) but also from the cloud using them as an Infrastructure as a 

Service (IaaS).   

While SDN and NFV are two different technologies, they are complementary to each 

other. SDN can serve NFV by providing the programmable connectivity between VNF. A 

VNF orchestrator can manage these connections, which is a homologous entity as the 

SDN controller. Moreover, NFV can be used by SDN by using NFV network functions in a 

software manner on COTSs servers. It can virtualize the SDN controller to run on cloud, 

which could be easily migrated depending on the network needs.  

NFV can be applied to wireless and mobile networks, improving them in terms of flexibility 

and scalability [1]. Furthermore, the deployment of new applications and services will be 

quicker and different network functions will be able to share the same resources. 

Because of this, NFV can play a fundamental role in the fifth-generation mobile networks. 

In this context, the Network-as-a-Service business model can provide operators with new 

revenue strategies by slicing the network into services operated by different MVNOs.  

Providing this, future wireless and mobile networks will further rely on virtualized 

resources and on dynamic service orchestration. However, this implies that NVF also 

needs to reach the radio access of the network, which is a challenge in terms of resource 

provisioning and logical isolation.  

2.3. 5G-EmPOWER 

5G-EmPOWER [10] is an open Mobile Network Operating System for SDN and NFV 

research and experimentation in heterogeneous mobile networks. It has a flexible 

architecture and high-level programming APIs that allow a fast prototyping of novel 

services and applications.  

The EmPOWER is built upon a single platform that consists of general-purpose hardware 

with operating system (Linux) in order to provide three types of virtualized network 

resources: the forwarding nodes, the packet processing nodes and the radio processing 

nodes.  

The EmPOWER architecture can be observed in Figure 4. In EmPOWER, the Wi-Fi 

Access Points are called Wireless Termination Points (WTP), the forwarding nodes with 

packet processing capabilities are called Click Packet Processors (CPPs) and the virtual 

LTE eNodeB(s) are called Virtual Base Stations (VBS). In the platform, the radio access 

is treated as a VNF. In order to do so, a Light Virtual Access Point (LVAP) is created for 

all wireless clients and runs on the WTPs. The LVAP concept facilitates the handover 

mechanism between WTPs. 
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Figure 4. EmPOWER architecture 

Moreover, the platform also supports general purpose VNF named Light Virtual Network 

Functions (LVNFs), which are an instance of the Click Modular Router with a particular 

configuration.  

The main elements in the architecture are described in the following points [5]: 

¶ Controller 

It is responsible for the deployment of LVAP/LVNF on the network devices. It 

supports multiple virtual networks, also called Tenants, working on top of the 

same physical infrastructure. Network apps run on top of the Controller in their 

own slice of resources and exploit the controller programming primitives by using 

a REST API or a native Python API. The controller ensures that Network Apps are 

just presented with a view of the network related to its slice. The main features of 

the controller are:  

a) Soft State. The persistent information stored in the controller is the clientsô 

authentication method and the list of network slices currently defined. 

LVAP/LVNF is kept using a distributed model and is synchronized when 

the WTP connects to the controller. In this way, the network can operate 

using the last known state even if the controller becomes unavailable.  

b) Modular Architecture. Apart from the login subsystem, all the tasks in the 

controller are implemented as plug-in that can be loaded at runtime.  

c) Slicing.  Multiple logical virtual networks can be instantiated on top of the 

controller.  

¶ Wireless Termination Points (WTPs) 

The WTPs are the physical devices handling the low-level communication with the 

clients. They consist of two components: one OpenvSwitch instance managing 

the communication over the wired backhaul and one Click modular router instance 

implementing WiFi. Click Modular Router [11] is a software architecture for 

building flexible and configurable routers. The main features regarding Click are 

the following ones:  

Á Modular architecture: Click architecture is focused on small components, 

called elements that are interrelated or linked between them. A set of linked 
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elements defines a configuration, which allows having control over the 

forwarding path.  

Á Declarative language: configurations are based on definitions of elements 

and their links. Element classes are written in C++ using an extensive support 

library.  

Á Programmability and flexibility: Click language has been designed with low 

restrictions so new methods in the way of how elements are programmed 

could be invented.  

Connection between Click and Controller take place over persistent TCP 

connection. The Click instance can run over standard Wi-Fi devices.  

Moreover, EmPOWER includes a Software Development Kit (SDK), which is Python-

based, available for application developers. The SDK is specifically tailored for Wi-Fi 

technology. The SDK includes the tools to generate network applications and control the 

behaviours of the different elements in the system.  

The simulator designed in this thesis is based on the 5G-Empower architecture and 

operation.  

2.4. Scheduling Algorithms 

A scheduler is an element that serves packets from different queues (or flows) with a 

certain criterion. In this thesis, a new scheduling algorithm has been defined, which is 

based on already existing schedulers: Round Robin (RR) [8] and Weighted Deficit Round 

Robin (DRR). In this section, both of them are explained.  

2.4.1. Round Robin (RR) Scheduler 

To start, the packets coming from different flows are stored in different queues. After this, 

the scheduler serves the queues in a Round Robin manner. The scheduler defines an 

order in which it looks at the queues circularly. Each time it checks a queue, if there are 

packets, it just transmits one of them.  

 

 

Figure 5. Scheduler algorithm 

In each round, if all the queues have packets, the same number of packets is sent from 

each of the queues. RR achieves fairness when the packets in the queues have the 

same size. If not, the number of bytes transmitted from each queue would not be the 

same.  
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Another important fact to comment about the Round Robin Scheduler is that it gives the 

same chance to transmit to all the queues. This can be a disadvantage when it is desired 

that a certain flow should have more chances to transmit than another.  

2.4.2. Weighted Deficit Round Robin (WDRR) Scheduler 

An upgrade of the RR scheduler is presented in this section, the Weighted Deficit Round 

Robin (WDRR) [8]. This upgrade pursues to provide a fair scheduling algorithm when 

there are packets of different sizes in the queue and it is desired to assign weights to 

each of the queues. In this way, different resource allocation can be assigned to queues if 

required.  

For this type of scheduling it is necessary to define the following concepts:  

¶ Deficit Counter (DCi): number of bytes that flow i can transmit when it is its turn.  

¶ System Quantum (Qs): number of total bytes that the scheduler can serve during 

a round.  

¶ Weight (wi): proportion from Qs assigned to a certain flow i. It is in parts out of 

one. 

¶ Quantum (Qi): number of bytes added to the deficit counter of flow i in each 

round. It can be also explained as the amount of credit per round. The Qi can be 

computed through equation ( 1 ). 

ὗ ύ ὗ ( 1 ) 

As in RR, WDRR defines an order to check if there are packets in the different queues or 

flows. At the start of each round, it is updated the DC of each flow by adding Qi and each 

time the system can transmit a packet it is also reflected in its DC. The following example 

explains the operation of this scheduling algorithm. 

The starting point consists of defining the weights of each of the flows, the system 

quantum (Qs) and the quantum of each of the flows (Qi). In this example, three flows with 

the conditions shown in Figure 6 have been considered. 

 

Figure 6. Initial conditions 

After this, packets start arriving to the different flow queues. The DCi of each flow is 

updated by adding its Qi value.  In Figure 7, it is possible to observe the update of the DCi 

of each of the flows and the packets in the queue of each flow, which have different 

lengths.  
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Figure 7. Starting point. DCi initialization with Qi value. 

After the initialization of the DCi, the scheduler starts with the first flow. It looks at the first 

packet in the queue, which has 800 Bytes. As the DCi of flow 1 is greater than the packet 

length (1000 Bytes > 800 Bytes), it can be transmitted.  

 

Figure 8. Flow 1 turn. Transmission of first packet  

After transmitting the packet, the packet length is deducted from the DCi of the flow, so 

the current DCi is 200 Bytes (1000 Bytes ï 800 Bytes). After this, it is checked if the 

following packet can be transmitted. As the packet length is greater than the DC1, the 

packet cannot be transmitted and the scheduler moves to check flow 2. It operates in the 

same manner.  

 

Figure 9. Flow 2 turn. Transmission of first packet 

 

Figure 10. Flow 2 turn. Transmission of second packet 

As observed in Figure 9 and Figure 10, the scheduler transmits two packets from flow 2 

and each time a packet is transmitted, the DC2 value is updated. Then the turn passes to 

flow 3, which is not capable of transmitting any packet since its DCi is smaller than the 

packet size, as it is also shown in Figure 12.  
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Figure 11. Flow 3 turn. It does not transmit any packet. 

Finally, when the next round starts the values of Qi are added to the DCi and the 

scheduler starts again to look at the different flows to transmit packets, if possible. Notice 

that, with this algorithm, the residual DCi of a round is taken into account for the following 

round. In addition to this, if a certain queue is empty, the DCi is reset. 

 

Figure 12. Start of the following round. Upgrade of the DCi of all flows with Qi 

When using WDRR, it is possible to achieve weighted fairness, as it is assigned a 

different flow quantum according to the specified weights of different flows. When all the 

packets have the same length and the flow quantum Qi is the same for all flows, the 

performance would be the same as in RR.  

WDRR provides a fair sharing between flows, in terms of transmitted bytes. However, 

when sharing the resources by using 802.11 WiFi protocol, it is more convenient to share 

the resources in terms of time. In Wireless LAN, the available resources cannot be 

shared with respect to the assigned bandwidth (BW), but must be shared in time [16]. 

This is a challenge has been faced in this Thesis.  

 



 

 28 

3. Project development 

In this section, the different aspects studied during the project development will be 

explained. As a first step, the system architecture and the thesis motivation will be 

presented, in order to be able to analyse later on and in detail the novel Air-Time Deficit 

Round Robin (ADRR) scheduling algorithm and the weights compensation algorithm. 

Finally, the requirements and an overview of the ViRANsim simulator design will be given. 

This ViRANsim simulator contains the hypervisor and the controller simulator.  

3.1. System architecture 

Before explaining the implemented simulator and the different algorithms designed, it is 

important to understand the different elements in our system and how they are related. 

The following image shows a map of the whole system and the relation between the 

different elements: 

 

 

Figure 13. Overall system architecture with the different elements 

The main elements and their functions are the following ones:  

¶ Tenants: Virtual operators giving a service in the network. Tenants have a SLA 

(Service Level Agreement) guaranteed in the network.  
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¶ Wireless Termination Points (WTP): The network element that provides client 

with wireless connectivity, i.e. an Access Point in IEEE 802.11 terminology. 3 

¶ Controller: Responsible of the management of tenants in the different WTPs of 

the network. It also assures that the SLA is accomplished for all tenants in 

average in the network.  

¶ User Terminals: They are clients of the different tenants that want to use the 

network. 

The different elements are interconnected between them. Tenants provide their services 

to their users or clients through the different WTPs in the network. The controller 

manages the resources associated to each tenant in each WTP in the way that the SLA 

is accomplished in average in the network. 

3.2. Thesis motivation 

In scenarios where several tenants use the same common network infrastructure, a fix 

share between them of the available resources in every AP (WTP) is usually assumed, 

however traffic demands from the different tenants are not constant. So the aim of this 

thesis is to demonstrate the capabilities of a new strategy that exploits the concept of 

virtualization and considers a flexible resource allocation per WTP. The introduction of 

this new strategy in the controller aims at maintaining the SLA in a long term perspective 

and considering all the WTPs of the network, while satisfying traffic demand fluctuations 

in the short term in the individual WTPs, to which end a new hypervisor using the ADRR 

has been defined. In order to validate the performance of the hypervisor and the 

proposed algorithm for the controller with further objective the proper implementation of it 

in the 5G-EmPOWER test-bed, a simulator part of the 5G-EmPOWER platform has been 

developed.  

In order to achieve the above-mentioned simulator, the following system operation is 

desired. Initially, the different tenants negotiate the SLA with the controller. The controller 

communicates the weights of each of the tenants to each WTP and the system operation 

starts. Each WTP, through the hypervisor, shares its radio resources between the 

different tenants according to the assigned weights. Every certain period of time, the 

controller receives from each WTP the traffic that has been demanded from each of the 

tenants during the last period. With this information and taking into account the SLA, the 

controller adjust the weights of the tenants in each WTP, trying to optimize the network 

resource usage. This information is communicated back to the WTP. In this way, it is 

possible to satisfy the traffic demand fluctuation in the short-term while ensuring the SLA 

in the long-term perspective. 

In order to achieve the operation described above, the ADRR scheduling algorithm is 

necessary for the hypervisor located in each WTP to share the resources focusing on the 

transmission times. Furthermore, the weights compensation algorithm is required for the 

controller to modify the weights assigned to each of the tenants in each WTP in response 

of the tenantôs traffic demands while maintaining the SLA in the long-term perspective. 

                                                
3 EMPOWER WIKI https://github.com/5g-empower/5g-empower.github.io/wiki/Glossary-of-
Terms  

https://github.com/5g-empower/5g-empower.github.io/wiki/Glossary-of-Terms
https://github.com/5g-empower/5g-empower.github.io/wiki/Glossary-of-Terms
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3.3. ADRR scheduling algorithm  

This projectôs objective is to create a system capable of sharing the network resources 

between different tenants given a Wireless LAN context. As it has already been 

mentioned, the sharing of resources in this context is not possible to be performed with 

respect to the assigned bandwidth to each of the tenants but it must be shared in terms of 

transmission time. This is the main reason why a new scheduling algorithm has been 

proposed in the Mobile Communications Research Group (GRCM) of UPC. This 

algorithm has been tested through the ViRANsim simulator.  

The new scheduling algorithm is called Air-Time Deficit Round Robin (ADRR) and it is 

based on the principles of the WDRR. The most important feature of this algorithm is that 

it is capable of sharing the resources based on the transmission time, while considering a 

given weight for each of the tenants in the system. This algorithm will be used by the 

WTP since it is responsible for the management of its tenantôs traffic. 

In order to fully understand the algorithm, it is necessary to define some variables: the 

system quantum (Qs), which is a system variable that corresponds to the time needed to 

transmit the packet of maximum size at the lowest bit rate, and the tenant quantum (Qi), 

which is the proportional part of the Qs taking into account the agreed SLAôs weight for 

the tenant i (wi). So, the tenant quantum Qi can be computed as in equation( 2 ). 

Moreover, each tenant is assigned with a Deficit Counter (DCi), which is the variable that 

is actually used for controlling the tenantôs available time for transmitting packets.  

ὗ ύ  ὗ ( 2 ) 

Figure 14 consists of a scheme describing the ADRR algorithm. Notice that its operation 

is really similar to that of the WDRR, however the ADRR instead of considering bytes it 

considers time units. When the system starts, the Qs, the Qi and the DCi are initialized. 

Notice that the initial value of the DCi is the same as the Qi for all tenants. After initializing 

the variables, the first tenant is chosen and it is checked if it has packets in its queue. If 

the queue is empty, its DCi is set to 0, as it will not require time to transmit any packets. In 

the contrary case, when the queue has packets, the first packet in the queue is selected 

and the system computes a theoretical expected value for the packet transmission time 

(tp). In the simulator, this expected value (tp) is computed considering the packet length 

and a data rate chosen randomly considering the different available data rates 

probabilities, which are based on Minstrel [17], a 802.11 rate control algorithm. Then, the 

tp time is compared to the DCi of the tenant, and if DCi is greater or equal the theoretical 

time, the packet can be transmitted, as the tenant has enough available credit time to 

transmit it. After the packet transmission, the DCi is reduced considering equation ( 3 ).  

Ὀὅ Ὀὅ  ὸ ( 3 ) 

The following step in the algorithm is to check if there are more packets in the queue. If 

so, the same procedure is repeated and if not, the next tenant queue is considered for 

transmission. In the case that the DCi is smaller than tp, the packet is not transmitted and 

the following tenant turn starts. When all the tenants have had the chance to transmit 

their packets, a new iteration starts and the DCi is updated for all tenants, according to 

equation ( 4 ).  
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Ὀὅ Ὀὅ  ὗ ( 4 ) 

 

 

Figure 14. ADRR operation scheme 
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Notice that with the defined algorithm, the value of the DCi will never be negative. If in a 

certain iteration the final DCi is not null, so not all the available time has been utilized, that 

time will be used in the following iteration. However, let us notice that the DCi adjustment 

was initially designed like in equation ( 5 ), using the real packet transmission time (tp,real). 

In that case, the DCi could have been negative in the case the tpreal was greater than the 

tp, for example due to unexpected retransmissions. Considering this, the DCi in the 

following iteration would compensate the extra time used.  

Ὀὅ Ὀὅ  ὸȟ  ( 5 ) 

The initial design was modified, as in the real hypervisor it is not feasible to use the real 

transmission time because of implementation reasons.  

Concluding, with the proposed algorithm it is possible to share satisfactorily the time 

resource according to the weight specified in each tenantôs SLA. Different studies have 

been performed for the analysis of the algorithm, with respect to variations of the value of 

the system quantum (Qs), the convergence time, as well as through comparisons with the 

RR and WDRR. All these studies can be found in the Studies section of this Thesis.  

3.4. Weight compensation algorithm 

Our system not only wants to share the resources of the network between different 

tenants but also to exploit the network resources, so that the WTP resources utilization is 

maximized. That is why we define a weight compensation algorithm, which ensures that 

the tenants SLA weights are satisfied in average considering the whole network in a long-

term perspective while satisfying the temporary traffic needs of the tenants in the WTPs. 

It is supposed that the tenants respect their SLA, so no more traffic than contracted will 

be generated in average over the entire network.  

Figure 15 shows an example to justify the need of the weight compensation algorithm. At 

the top, it can be observed the initial weights assigned by the controller to each of the 

tenants in each WTP and the incoming average traffic demand for each of the tenants in 

each WTP.  

If no weight compensation algorithm is applied (middle part in the figure), it is not possible 

to fulfil the traffic demands in all the WTPs considering the initial allocation of resources. 

However, in WTP1 and WTP3 not all the resources are being used, which could be used 

to serve the traffic of the two tenants.  

In the second case (bottom part of the figure), when a weight compensation algorithm is 

used, the WTP resource usage is maximized. In the case of the WTPs where there was 

an excess of resources (WTP1 and WTP3), it has been possible to assign more 

resources to the other tenant. Although it is not possible to fulfil the traffic demand of 

tenant 2 in WTP2 as the traffic demands coming from both tenants is greater than 100% 

of the available resources, the global average capacities of both tenants in the network 

improve with the use of this weight compensation algorithm. 
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Figure 15. Weight compensation motivation 

It has to be considered that the traffic percentages have to be in average considering the 

weight compensation in every certain period. The reason for this is that the weight 

compensation algorithm does not pursue to compensate instantaneous traffic peaks but 

to optimize the traffic allocation in a mid-term temporary scale.  

The controller runs the weight compensation algorithm, since it has vision of the entire 

network. The controller can obtain information from the different WTPs and modify the 

weights applied in each of them to fulfil the traffic requirements and the SLA, maximizing 

the resources utilized.   

Considering a network with N WTPs, each one with an average data rate Ὑὦὲ, the 

global transmission capacity of the network is Ὑȟ ὲ В Ὑὦὲ.  

Each of the S Tenants contracts a certain capacity, so the SLA capacity in parts out of 

one considering the requested capacity Ὑ  ί is formulated in equation ( 6 ). It has to 

be satisfied that В ὅ ί ρ. In the case that a tenant exceeds its CSLA the controller 

should notify it to the tenant.  

ὅ ί
Ὑ  ί

Ὑȟ ὲ
 

( 6 ) 

Considering that, every certain period of time, the average capacity requested to each of 

the WTPs by each of the Tenants is measured. The measured capacity in parts out of 
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one is computed using equation( 7 ), where GTen(s,n) is the generated traffic by tenant s 

in WTP n. Notice that Cmeasured is measuring the traffic requested to a WTP during the last 

period in relation to the average traffic the WTP can serve. 

ὅ ὲȟί
Ὃ  ίȟὲ

Ὑȟὲ
 

( 7 ) 

It has to be considered that Ὑȟὲ has to be the average effective transmission rate that 

the WTP can really support. In the studies of the weight compensation algorithm it is 

discussed how to fix this value. In addition, the period in which the Cmeasured is computed 

has also been studied. All these studies can be found in the Studies section.  

Once the controller has measured the traffic level of each tenant in each WTP, it is 

computed the capacity requested by each of the tenants in each WTP using equation 

( 8 ). Notice that the Ўὅ ὰȟὮ is also in parts out of one and can be positive or negative.  

Ўὅ ὰȟὮ ὅ ὰȟὮ ὅ Ὦ           ᶅὮ ɴ ρȟȣὛ  ὥὲὨ  ᶅὰ ɴ ρȣὔ  ( 8 ) 

Considering the value of Ўὅ ὰȟὮ, two different situations can result: 

a) Ў╒►▄▲■ȟ▒ . If Ўὅ ὰȟὮ is negative, it means that the tenant j in WTP i has not 

generated all the capacity it has contracted in its SLA. In this case the weight of 

the tenant is ύὰȟὮ Ўὅ ὰȟὮ as the WTP can proportionate the requested 

capacity.  

 

b) Ў╒►▄▲■ȟ▒ . When Ўὅ ὰȟὮ is positive, it means that the tenant j has 

generated more traffic than the agreed in the SLA in WTP i. When this happens, it 

is checked if in WTP i there is capacity that is not being used. This way the 

capacity excess of the WTP i is computed through equation ( 9 ) . 

Ўὅ ὰ ρ ὅ Ὦ  Ўὅ ὰȟὮ

 OЎ ȟ

  

( 9 ) 

Then, it is checked if Ўὅ ὰ is enough to satisfy all the requested capacity in 

WTP i. In order to do so the total requested capacity in the WTP is computed 

using equation ( 10 )  

Ўὅ ὰḳ Ўὅ ὰȟὮ

 OЎ ȟ

  

( 10 ) 

 Once Ўὅ ὰ and Ўὅ ὰ are computed, two more situations can arise: 
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¶ DCsol Ò DCexc. All the required capacity can be assigned to all tenants in the 

WTP so the assigned weights for the tenants with Ўὅ ὰȟὮ π will be the 

ones in equation ( 11 ).  

ύὰȟὮ Ўὅ ὰȟὮ ( 11 ) 

¶ DCsol >DCexc. The excess capacity is not enough to satisfy the requested 

capacity in the WTP. In this case the excess of capacity is shared 

proportionally through equation( 12 ).  

 ύὰȟὮ ὅ Ὦ Ўὅ ὰȟὮȢ
Ў

Ў
     ᶅὮO    Ўὅ ὰȟὮ π ( 12 ) 

Additionally, it has been defined a concept called proportional sharing, which deals with 

the cases when the sum of the required capacity is smaller than 1, so not all the capacity 

of the WTP is assigned to the tenants. With proportional sharing, the remaining capacity 

not assigned to tenants is added proportionally to its SLA according to equation  

ύὰȟὮḳύὰȟὮ ρ ύὰȟὭ ὅ Ὦ            ᶅὮ ɴ ρȟȣὛ ( 13 ) 

3.5. ViRANsim Simulator 

This section explains the ViRANsim simulatorôs principles of operation, as well as its 

implementation details. The purpose of this simulator is to study the operation of the 

different algorithms proposed, as well as to be proactive in addressing the issues related 

to them before applying them in the real EmPOWER testbed. Firstly, the requirements of 

the hypervisor will be listed and then an overview of the different simulator classes will be 

explained. For interested readers more details are included in ANNEX 1. 

3.5.1. Requirements 

Regarding the desired scenario and operability, the ViRANsim simulator has the following 

set of requirements: 

Á Python programming. The main part of the EmPOWER test-bed (i.e. the 

Controller) is programmed using Python4, so it is convenient that the simulator is 

also programmed in this language.  

Á Modular implementation. Giving that the simulatorôs purpose is to test the 

functionality of the different proposed algorithms, it needs to be easy to upgrade in 

order to include new functionalities, but also having the different functionalities as 

independent as possible. Because of this a modular implementation is required.   

                                                
4 Python programming. https://en.wikipedia.org/wiki/Python_(programming_language)   

https://en.wikipedia.org/wiki/Python_(programming_language
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Á Object based. Considering the different elements in the system (tenants, 

controller, WTPsé) the simpler way to implement the simulator in order to be 

configurable is to be object based.  

Á Configurable. Different scenarios may be analysed to check the performance of 

the system, so it is necessary that the simulator is easy to configure. 

Á Different scheduling algorithms. Taking into account that our system pretends 

to check the performance of ADRR, it is necessary to contrast it with WDRR and 

RR. So, the three scheduling algorithms need to be included in the simulator.  

Á Weight compensation algorithm. The simulator has to include the weight 

compensation algorithm to test its operation.  

Á Different traffic generators modes. The algorithms may have different 

behaviours depending on the traffic from the tenants, so different and configurable 

traffic modes need to be included.  

Á Time management. The system needs to be synchronized in order to apply the 

algorithms correctly and as close as possible to the reality.  

Á Exportation of results. Data results from simulations need to be provided by the 

simulator to evaluate the performance of the algorithms. In addition, data has to 

be effectively analysed and managed.  

3.5.2. Simulator Classes 

The simulator has been programmed using Python programming language, specifically 

using the version 3. One important characteristic of the simulator is that it is modular, so 

new functionalities can be easily added to the program.  

Python is a programming language that lets you develop your programs quickly in a 

readable way. It supports multiple programming paradigms, including object-oriented, 

imperative, functional programming and procedural styles apart from relying on a wide 

standard library.  

Taking advantage of the object-oriented features of Python, the following classes have 

been created in the simulation, representing different entities of the system: 

Á Channel Model 

Á Tenant General 

Á WTP 

Á Tenant WTP 

Á Controller 

Á Scenario 

Notice that the user terminal has not been implemented as only the downlink is used. 

Each of the classes are presented In the following sections, while their functions have 

been detailed in ANNEX 1. Figure 16 shows a diagram of the different classes created 
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and their relations between them. Moreover, it is included the scenario script, which is 

related to all classes. In ANNEX 3 it is given a detailed scheme of the classes with all its 

functions and attributes. Moreover, in ANNEX 4 it is included an example of how to run 

the simulator.  

 

Figure 16. Block diagram of the hypervisor simulator with the different classes and scripts 

3.5.2.1. Channel Model 

The channel model class simulates the effects of a wireless channel when packets are 

transmitted from the WTP to the final userôs terminal. It gives a random behaviour to the 

packet transmission, giving the possibility of packet retransmissions. As a result, the 

channel model allows us to compute the time required to transmit a certain packet. 

In order to do so, the algorithm in Figure 17 has been developed. For each packet, the 

algorithm randomly selects a modulation scheme for the packet to be transmitted. After 

this, it is checked if the packet has been transmitted successfully or not. If so, the 

algorithm exits but if not, the algorithm checks how many times the packet has been 

retransmitted. If the number of retransmissions is greater than 3, the modulation scheme 

is decreased to a more robust modulation scheme (slower one) and then the packet is 

retransmitted. If the number of retransmissions is less than 3, the packet is retransmitted 

without modifying the modulation scheme. All transmission and retransmission 

modulation schemes used during the packet transmission are stored in a list.  
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Figure 17. Channel Algorithm 

For testing, the following modulation schemes had been defined. In addition, these are 

the default values used if no others are specified for a simulation.  

Index MCS transmission rate MCS probability 
MCS cumulated 

probability 
MCS success probability 

1 54 Mbps 0.8 0.8 0.9 

2 48 Mbps 0.1 0.9 0.95 

3 24 Mbps 0.05 0.95 0.98 

4 12 Mbps 0.03 0.98 0.99 

5 6 Mbps 0.02 1 0.999 

Table 1. Modulation schemes data rates, occurrence probability, cumulated probability and success 

probability 

3.5.2.2. Tenant General 

The concept of tenant in the simulator has been split into two parts: the class Tenant 

General and class Tenant WTP. The class Tenant General is the class in which the 

global properties of a certain tenant in the system are specified, while the class Tenant 

WTP consists of the instance of a certain tenant in a WTP. This has been divided in this 

way in order to easily generate and manage the traffic of each of the tenants in each 

WTP, but maintaining the entity of the Tenant as a general element in all the system.  
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As mentioned, the class Tenant General defines a certain virtual operator in the entire 

network. This class has been designed in a way that allows that all the Tenants WTP 

instances of a certain Tenant General belong to it and can be accessed by it.  

3.5.2.3. Tenant WTP 

The Tenant_WTP class represents the instance of a certain Tenant_General in a certain 

WTP, as it has already been mentioned.  

An important variable that belongs to the tenant_WTP is the queue of packets of the 

tenant in that WTP, which consists of a FIFO (First In First Out) queue.  

The traffic generated by a certain tenant is not generated in the Tenant_General and then 

passed to the Tenant_WTP, but instead it is generated in the Tenant_WTP. This decision 

was taken for simplicity reasons, as it is easier to manage the queue locally, generating 

its traffic and processing their packets in the Tenant_WTP. Considering this, different 

traffic generators are included in the class Tenant_WTP. These traffic generators 

generate traffic considering the SLA, so in average the traffic generated will not be 

greater than the agreed.  

The first traffic generator designed (Figure 18) was focused on having a certain amount 

of bytes in the queue but had not into account the time synchronization between the 

packet generation and the packet transmission. Moreover, for the studies of the different 

algorithms, it was convenient to be able to establish a certain traffic generation rate 

during the simulation, which is not possible with this first traffic generator.  
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Figure 18. Initial traffic generator scheme 

Considering the disadvantages of the initial proposed traffic generator, it was defined a 

new traffic generator, which is time based and works at a fixed traffic rate. For this reason, 

this second generator is called fixed generator and its principle of operation is described 

in Figure 19. 
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Figure 19. Fixed traffic generator scheme 

A critical issue for the fixed generator is how to select the traffic generation rate. In the 

traffic study of the section 4.1.5, different measures that have been carried out in order to 

set the rate, are discussed. Through the study developed, it has been possible to 

formulate the following equations that allow establishing a traffic generation rate for a 

certain tenant, while avoiding the queues to indefinitely increase and use the maximum of 

the capacity associated to the tenant. In order to establish the data rate, it is necessary to 

compute the capacity of a WTP and then the capacity associated to the tenant in that 

WTP.  

ὅὥὴὥὧὭὸώ ὦὭὸίὙὦ ὦὴίὗ ί   Ὢέὶ Ὥ Ὥὲ ρȢ ( 14 ) 

ὅὥὴὥὧὭὸώ  ὦὭὸίύ ὅὥὴὥὧὭὸώ ὦὭὸίρ ὶ Ὢ  ( 15 ) 

The capacity of the tenant depends on the capacity of the WTP, the SLA weight of the 

tenant and the factors ri, which is used to compensate differences added by 802.11g 

delays, and fretx, that compensates the effect of retransmissions. The fretx factor formula 

has been fixed through simulations.  Both factors are defined as: 
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ὶ
ὸὭάὩ ί

ὸὭάὩ   ί
 

( 16 ) 

Ὢ ὴ πȢπρ 
( 17 ) 

The capacity is computed for each possible data rate in the WTP. After this, the resultant 

capacities are used to compute the traffic generation rate, considering the probabilities 

associated to the data rate in which the capacity was initially computed.  

Ὃ  

В ὅὥὴὥὧὭὸώ  ὴ ὦὭὸί

ὗ ί
 ( 18 ) 

Ὃ  

В ύ Ὑὦὦὴίὗ ί ὴ ὦὭὸίρ ὶ Ὢ

ὗ ί

ύ Ὑὦὦὴίὴ ὦὭὸίρ ὶ Ὢ  

( 19 ) 

Ὃ  ύ Ὑὦ  ( 20 ) 

The effective data rate in the last equation corresponds to equation ( 21 ).  

Ὑὦ В Ὑὦ ὦὴίὴ ρ ὶ  Ὢ   ( 21 ) 

As one of the requirements of the simulator was to be able to have different traffic 

generator modes, it has been designed a uniform traffic generator, and two Gaussian 

traffic generators.  

The uniform traffic generator has a uniform distribution, which in our case, the 

minimum traffic generation rate is 0 Mbps and the maximum generation rate is computed 

as in equation ( 22 ). This equation considers the maximum data rate that the WTP is 

working with and the weight of the tenant. Notice that rRbmax corresponds to the delays 

compensation ri at the maximum data rate Rbmax. 

Ὃ ὦὴί
ύ  ὅὥὴὥὧὭὸώ ͺ ὦὭὸί

ὗ ί

ύ  Ὑὦ ρ ὶ Ὓὗί

ὗ ί

ύ Ὑὦ ρ ὶ  ( 22 ) 

It is relevant to mention that the retransmission compensation factor is not considered in 

the computation of Gtmax as it is computed as a peak value, so when no retransmissions 

occur it could happen that the generation rate is the computed without that factor.  

Moreover, two Gaussian generators have been designed. For the first Gaussian 

generator, the mean of the Gaussian distribution has been set to half Gtmax. Gtmax is 

computed in the same way as in the uniform generator. Considering Figure 20, most of 

the probability is concentrated into the interval (µ-3ů, Õ+3ů). So, it has been truncated the 

function making this interval coincide with (0, Gtmax). The standard deviation (ů) and 
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mean (µ) of our Gaussian distribution are computed in equations ( 23 ) and ( 24 ) 

respectively. 

‘
Ὃὸ

ς
 ( 23 ) 

ʈ σʎ πO  ʎ
Ὃὸ

φ
  ( 24 ) 

 

Figure 20. Gaussian distribution 

The second Gaussian generator is called shifted Gaussian generator. In this case, the 

mean has been shifted according to equation ( 25 ) and the standard deviation has been 

defined as the 15% of the mean value, although it can be tuneable.  

‘ ύ  ὅὥὴὥὧὭὸώ ȟ  ( 25 ) 

 ʎ ρυϷ‘   ( 26 ) 

The need of this last Gaussian generator has resulted during the weights algorithm tests, 

as it was needed a generator in which sometimes the traffic requested was greater than 

the capacity assigned to a tenant.  

3.5.2.4. WTP 

As it has already been defined previously, the WTP is the element in charge of providing 

wireless connectivity to the different tenantsô users. In addition, in the WTP is where the 

hypervisor is placed and the scheduling of packets is performed. 

The WTP in the simulator is capable of scheduling packets by using the ADRR algorithm 

as well as RR and WDRR. These two last algorithms have been included to be able to 

compare them with the ADRR operation.  

Considering that the WTP is responsible for running the scheduling algorithm, it contains 

different variables related to the time spent in each of the iterations, as well as during all 

the simulation. Because of this, in this class it has been required to compute different 

times: the packet transmission time and the empty queue time, explained below.  

For the computation of the packet transmission time, the simulator uses equation ( 27 ), 

in which the 802.11g delays values shown in Table 2 are considered. It has not been 

considered the back-off times in 802.11g as we are just focusing on the downlink so 

collision avoidance is not needed. It is important to point out that in equation ( 27 ), it is 

taken into account the transmission of the MAC data packet and MAC ACK packet like in 

Figure 21. This is the reason why the physical layer and signal extension delays are 



 

 44 

multiplied by 2. Figure 22 shows the 802.11g frame format, where is possible to identify 

the fields of physical layer and signal extension. It has to be considered that the column 

physical layer in the table coincides with the preamble plus the signal in Figure 22. 

ὸὭάὩ ͺ ὸ ςὸ
ὖὥὧὯὩὸ

Ὑ
ςὸ  ὸ

ὃὅὑ

Ὑὦ
 ( 27 ) 

 

DIFS(us) Physical layer (us) Signal extension (us) SIFS ACK length (bytes) 

28 20 6 10 14 

Table 2. 802.11g delays considered 

 

Figure 21. 802.11 error control in radio medium 

 

Figure 22. 802.11g ofdm frame format 

As commented, this class considers an empty queue time, which is added to the iteration 

time when the queue of a certain tenant is empty. This decision was taken in order to 

simulate that when the queue is empty the time keeps running, as well as to consider the 

processing time when looking at the queue.  

Finally, the WTP class includes some computations required for the weight compensation 

algorithm. It includes the computation of the WTP average capacity, which is defined as 

the capacity that the WTP can serve, and the excess and solicited capacities in the WTP, 

in which the traffic demands of the tenants in that WTP are considered.  

The average capacity that a WTP can serve is computed taking into account equations 

( 28 ),  ( 29 ) and ( 30 ).  The capacity average computation uses the effective data rates 

of the WTP (including 802.11g delays), its probabilities and a new compensation factor 

fcomp, explained below.   




