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 Introduction 

 

In this document there is all the information useful for the user of the software 

OpenHuaca. The paper is divided in four sections in order to introduce the reader to 

the project in a simple and organized way. Moreover, the information is described to be 

used as a Developer’s Guide for people who would be incorporated to work in the 

project someday. 

Apart from that, the document is going to be updated so that the new improvements 

and functionalities can be added periodically. 

The sections:  

1. Project description 

The first describes the bases of the project, the principal content of the product 

and gives some brief information about how it was the creation of it. 

 

2. Technical description 

The second describes in detail how the main functionalities were developed 

from a technical point of view. 

 

3. Commands 

The third introduce all the commands developed, including a list of the principal 

parameters that can be used for every one of them, also describes the main 

functionality and the principle way of use.  

 

4. Installation files 

The fourth includes the information related with the installation package, mainly 

where the files are installed once inside the computer in order to give to the 

user a quick guide to find easily all the needed.  

 

5. Guides 

The fifth give to the user some examples of practical utilization of the 

commands and the project in general terms. 
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6. Environments 

The sixth includes a complete guide about the initialization of a new 

environment. From the beginning, the installation of the OpenHuaca software in 

the host to the last step that is giving access to the environment users.   

 

7. Work in progress 

The seventh includes the description of the work that is being done nowadays 

and explains the possible improvements that can appear in further updates of 

the document. 

 

8. Summary 

The last section summarizes the State of the project and its principal 

functionalities. Besides, the section includes a table with all the commands of 

the programme.  
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1. Project description 

 

OpenHuaca is a cloud platform developed to let the users of the product the 

possibility of managing OS containers, so the user can create different virtual 

machines that work in isolation on the same kernel of a physical machine. 

OpenHuaca allows the user to manage all the machines through domains, so it is 

not necessary to have any knowledge of the IP or passwords, because it uses the 

dnsmasq and ssh technologies so that the client only needs to know his Username, 

the name of the machine and in which domain it is connected. In addition, the user 

will receive its own certificate in order to be able to access in his container easily.  

A part from that, OpenHuaca also takes care of all the details in order to facilitate 

the job of the network administrator. This program is distributed as a Debian 

installable package, so with a simple command OpenHuaca can be installed in any 

Linux distribution with Debian support. Besides, the product has a precise 

monitoring of resources at the same time that allows to dynamically personalizing 

the services destined to each container. 

The best way to show the potential of the project is with the help of an example 

based in a real situation: a group of teaching laboratories. Imagine the situation of 

having a big lab shared by students of three different subjects; in this case, each 

subject would be a domain and in each domain it will be created the whole of 

machines needed. 

There will be a user “Teacher” who will have access to all the containers of each 

domain, so if that user has any doubts can access any machine with a single 

command to see what the other user are doing (students).  

On the other hand, when a student arrives has to indicate the name and the 

subject, so that it does not matter where person is sitting or if there was another 

subject before in that student post. At that moment the container of the student will 

be loaded so all the files will be placed how where left by the student in the last 

connection to the laboratories. Finally, the administrator in this case can be the 

manager of the laboratory; can monitor with a single command the consumption of 

resources of all machines in real time, so if there is need to modify the resources of 

a container can do it in a very simple way. 
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2. Technical description 

 

In this section there are explained how the OpenHuaca functionalities where developed 

from a technical point of view. First, there is a brief description about the entire life 

process of the domains. After, the ssh credentials creation are described. At the end, 

there is an explanation about the functionality of the natting in the project.  

 

2.1. Domain 

In order to understand clearly all the information below, it is necessary to know what a 

domain is.  As it is explained previously, a domain is not something specific, in each 

environment is defined differently. In OpenHuaca, a domain is a virtual switched 

network that groups several containers and isolates them from the rest of the virtual 

networks. It is possible to create a tree-like structure from the host to group the 

containers. Besides, aliases are used, so to access another container it is not needed 

to know any IP, only the name of the destination container and its domain, 

"container.domain". 

Finally, the machines of a domain can be seen directly between them but to access 

other domains have to pass the traffic through the host, so that the traffic can be 

blocked or not depending on the configuration of the desired environment. 

 

 

Figure 1: LXC structure 
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Figure 2: Huaca structure 

 

Once it is clear what is a domain, it can be explained technically how have been 

realized in the project. When a domain is created, a configuration file is generated, 

where the free IP range is assigned to the host. In addition, a random MAC address is 

also generated. Also, it has been created a service that initializes the domains created 

every time that the OS host starts. However, the domains can be initializes through the 

command line too.   

When a domain is initialized, the early step is creating a bridge with the first IP of the 

assigned range. Once created and running it is configured a dnsmasq service and the 

host is advised that the handling of dns and dhcp of that range will be responsible for 

this new service.   

After that a pair of entries in the iptables are created in order to redirect the dns traffic 

and add the domain alias to the host dns. In this way the domain is mounted as a 

bridge that autogestionates its range of IPs and it has access from the host with its 

alias "domain". Finally, to connect a container to the bridge we use virtual Ethernet 

technology, VETH. So, in the bridge it is generated an interface type veth with a 

random name "vethXXXX" that connects to the container like eth0 assigning an IP of 

the range directly to the container. 
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Figure 3: Bridge + VETH 

 

On the contrary, if the desired is to turn off one or several domains what is done before 

anything is to stop all the containers in the domain, once there aren’t containers in the 

bridge, the domain, the dnsmasq and that alias of the host are deleted. This leaves 

only the configuration file. Note that the range of IPs is reserved for that domain even if 

it is stopped. Finally, in order to delete a domain completely it is necessary to delete 

the configuration file too, which also frees the IP range. 

 

2.2. SSH Credentials 

 

An ssh certificate is generated by the administrator of the environment to users so that 

they can access containers. It is necessary to create a certification authority for each 

domain. Creating the certificate generates three files: the public key, the private key 

and the certificate. With these three files, that are delivered to the users, it will be 

possible to accede during the specified weekly to all the containers of a domain that 

contain the specified user. 

The system generation needs to design a key sharing system. For this, a certification 

authority has been generated for each domain, the containers have been configured to 

accept the CA only from their domain and finally the certificates must be generated 

from a CA, a user and the validity weeks. 
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The next step is the creation of a CA, a pair of asymmetric keys of type RSA are 

generated, so a public key and another private one from a passphrase. It is important 

to underline that all the passwords of the CA are only known by the administrator or the 

responsible for generating the certificates. Once the two keys are specified,  the public 

key has to be distributed to all the containers. A part from sending it to the containers it 

is necessary to edit the file "/etc/ssh/sshd_config" in order to consider the public key as 

a trusted CA. 

After that the configuration of the CA of the domains is finished, so the user can start 

emitting certificates. In the generation of a certificate it is necessary to pass the 

domain, the user and the validity weeks as parameters. Evidently, the user must know 

the password of the selected CA. The service has been configured to add an ID of 8 

hexadecimal characters to each certificate.  This identifier is useful to be able issuing 

several certificates for a single user. Having different certificates is useful to grant 

access with different validity dates. 

 

Figure 4: Certification examples 
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2.3. NAT 

 

A command has been created to manage the "natting" of the containers. In this way, 

the user can redirect the internet traffic to the Port of a container. For example, if a user 

wants to offer a web service, it can generate a container where the nat is created and 

with the help of the huaca-nat command, which configures the iptables automatically, 

the user can redirect all the traffic from the host to the port X and send it to a container 

to port Y. So, the user can have connection directly from the internet to a container, 

without having the intermediate step of the host. 

  

Figure 5: Huaca natting 
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3. Commands 

 

In this section there is a brief description about every command and it is specified the 

parameters needed by all of them. Finally, there is included at least one typical 

example of the functionality. Nowadays, OpenHuaca functionality focuses on CLI, so all 

the interactions between the user and the product are implemented with commands. 

After this small introduction there is the complete list of commands in alphabetical 

order: 

 huaca-attach :  

Let the user interact with the container wanted.  

It has the option of connecting to any active container with the help of the namespaces. 

Also, it can execute a command in a remote way that means not connecting to the 

container directly. That tool is very useful in order to scripting; the script will allow the 

user the possibility of starting a container and executing a command as privileged user 

into the container.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 6:  

huaca-attach –help 
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Typical uses 

 Connect to a container with namespaces. Change current tty into the 

containers’ prompt. 

 

 

 Execute a command into a container. 

 

 Execute a command into a container as a privileged user. 

 

 

 

 huaca-autostart 

LXC has the functionality to activate containers while the OS host is starting. This 

command allows the user to manage the state of a determinate container and also 

the order of the execution can be modified by priorities.  

Figure 7: huaca-autostart –help 

 

 

 Start all the containers in a specific domain ‘alpha’ with autostart flag enabled: 
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 Kill all the containers in specific domain ‘alpha’ with autostart flag enabled: 

 

 

 huaca-backup  

This command has been made by the j3o team of the network department. It 

makes backups of the filesystems. It can be configured in order to make the 

backups from some containers or from all of them. Also, the user can decide if the 

backups have to be done periodically, in a fixed date or in the same moment.  

 

 List the backup of a container: 

 

 

 huaca-bases 

This command has been made by the j3o team of the network department. It lists 

the templates created. It means that, the user can create a basic container and 

from it making copies. 

 

 List the bases: 

 

 

 huaca-build  

This command complements the one over, huaca-bases, let the user list the 

templates and also create new containers from the existent bases. It is useful to 

create containers with software or with an environment preconfigured. 

Figure 8: huaca-build –help 
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 Build a container from a base: 

 

 

 

 huaca-certification  

Let the user manage the authorities of certification and the certificates. Once the 

certification authority is created, it is configured in all the containers of the domain. 

On the other hand, when a certificate is created, a public and a private key are 

generated too. These three files are kept in a directory from the host in order to be 

distributed easily.  

 

 List the current CAs: 

 

 Create a new CA: 

 

 Delete a CA: 

 

 

 Create a new certificate: 
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 List the current certifications: 

 

 

 

 huaca-cgroup  

This command has been wrapped from LXC. It restricts the resources offered to 

every container. For example, the user can define a memory limit or a bound for the 

CPU available in each machine.  

 

 

 huaca-checkconfig  

This command has been wrapped from LXC. It shows the whole information related 

with the environment configuration, it is inherited from LXC so it displays the 

information corresponding to this program. 

 

 

 huaca-checkpoint  

This command has been wrapped from LXC. It allows serializing containers on the 

disk so that they do not consume resources and let the possibility of returning to the 

original state in case of necessity. Moreover, it let the user to control the state of 
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the containers when are serialized, that means stopping or restarting them on time 

of recovering.  

 

 huaca-config  

This command has been wrapped from LXC. It let the user to modify the predefined 

variables such as the directory where the containers are stored, the memory 

assigned by default or the place where the certifications are kept.  

 

 huaca-console  

It allows the user to login in a container. It changes the established terminal or 

another for the tty of the container specified. It is so useful in order to access to the 

user own machines with the help of the namespaces.  

 

 

 huaca-copy It creates a copy of a container. It is useful in order to create a 

template, a base, and from it, coping various containers. Very used in the creation 

of the command build and backup. 

 

 

 huaca-create 

This command has been wrapped from LXC. It creates new containers, it has 

several options like defining the domain where have to be added or giving it a 

name. Apart from that the user can configure the type of the container. Nowadays, 

the program dispose of the official LXC templates repository, but in following 

updates of the project the user will be able to add KVM containers too. Finally, the 

filesystem needed can be also defined. 
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Figure 9: huaca-create –help 

 Create a basic Ubuntu container 
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 huaca-destroy  

It destroys one or various containers from a domain. It is important to have the 

container stopped, if not the command is not going to work.  

 

Figure 10: huaca-destroy –help 

 

 Destroy a container: 
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 huaca-device 

It adds a device to a container like a USB, a HD or a disc reader. That let the user 

to append hardware to the filesystem wanted. 

 

 

 huaca-domain 

This command has been created in order to manage the domains. It lets the user to 

create, delete, list, start, stop or restart domains. Apart from that, OpenHuaca offers 

to the users a service that starts the domains at the initialization of the OS host.  

 

 Create a domain: 

 

 

 Destroy a domain: 

 

 

 List domains with their containers: 

 

 

 Show the status of each domain: 
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 Start/stop domains: 

 

 

 Start/ stop all domains: 

 

 

 huaca-execute 

It combines the functionality of the commands create and attach. It let the user to 

test if a container exist, if not it creates the new container and executes the 

commands. 

 

 huaca-freeze :  

It “freezes” a container; it means that it blocks the cpu to all the processes of that 

container. In this way, we can leave the container in a state that does not consume 

resources and restore it when we think that it is convenient. 

 

 

 huaca-info 

It is a help command. It gives to the user all kinds of relevant information about a 

container. For example, the name, the state of the machine, the cpu and the 

memory in use, the Tx and Rx consumed, etc. 

 

 Show the basic information of a container: 
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 huaca-ls 

It is another help command, allows the user to view in a friendly way all the 

containers created, being able to filter them by domains, states, network data, etc. 

It is very useful to know relevant information of several containers at the same time. 

 

 Show a fancy list of containers: 

 

 

 huaca-monitor 

This command has been wrapped from LXC. It let the user to monitor the state of a 

container. So, the user will be able to create a register of states of every machine.  

 

 

 huaca-nat 

This command has been made by the j3o team of the network department. It 

manages the nat between the containers and the host. So, the user can redistribute 

the traffic from the host to one of the containers. For example, if arrives a packet to 
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the host requesting a webpage in the Port 80, the user can have a register in the 

nat in order to send it to the container “web” and that will be the manager of 

returning the content to the webpage.  

 

 

 huaca-rebase  

This command has been created by Jorge, a Peru project mate. It was developed 

by the need to update a container that was created from a database and has been 

updated. This command generates a new container from the new updated 

database but preserving the data and software installed in the desired container. 

 

 

 

 huaca-snapshot 

This command has been wrapped from LXC. It manages the snapshots created, 

the user can copy, restore o delete old captures. 

 

 

 

 huaca-sshconf 

 

This command has been made by the j3o team of the network department. It is a 

complementary command of the huaca-nat that configures the connections of the 

containers created.  

This command is deprecated, so it will be eliminated in following updates of the 

project.  

 

 

 huaca-start  

 

This command has been wrapped from LXC. It let the user to create a container 

from a LXC template. It generates the containers in a directory specified in the 

configuration of the system, and it separates them in domains. Also, it configures 

the containers to accept the corresponding CAs.  
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 Start a container: 

 

 

 huaca-stop 

This command has been wrapped from LXC. It function is the contrary of huaca-

start, so it stops the containers selected. This command does not delete the 

containers, it just stop them. 

 

 Stop a container: 

 

 

 huaca-top 

This command allows the user to list all the containers according to the 

consumption they have in real time. It can also filter them to show just a single 

domain or several.  

 

 Show a top command about a domain: 

 

 

 huaca-unfreeze 

It function is the contrary of huaca-freeze, so it is responsible for reassigning cpu 

times to the desired container by returning it to the exact state where it was 

previously. 

 

 

 

 huaca-unshare 

This command has been wrapped from LXC. Nowadays it is deprecated, so it will 

be eliminated in following updates of the project.  

 

 

 



 

  23 
 

  

 

 

 

 huaca-user 

It manages the creation, the deletion and the list of the users from a container.   It is 

possible to add a password and to establish permissions of administration in the 

container.  

 

 Create a privileged user into a container: 

 

 

 List the users of a container: 

 

 

 Delete a user from a container: 

 

 

 

 huaca-usernsexc 

This command has been wrapped from LXC. Nowadays it is deprecated, so it will 

be eliminated in following updates of the project. 

 

 huaca-wait 

It controls the state of a specific container and it does not execute any command 

before the container has arrived to the established state.  
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4. Installation files: 

 

OpenHuaca is distributed in a Debian Package in order to let the user use the program 

in any Linux compatible distribution. This chapter contributes to the correct 

understanding about what the Package contains and where have to be installed. 

Moreover, there is all the information needed in order to modify and personalize the 

environment  created without generating conflicts with the software.  

First of all, in the following paragraphs there is the description about how is the 

Package installed. OpenHuaca starts from some directories where the project has 

been developed: 

 

Once the initialization have begun, the user has to execute the script 

DEBIAN_PACK/pre-script.sh. that let the user know the directories where every file is 

attached.  

The following list contains the directories  of the installation Package: 

 systemd  -> /etc/systemd/system/ 

 systemctl -> /lib/systemd/system/. 

 etc    -> /etc/huaca/. 

 bin   ->  /usr/local/bin/. 

 Man  ->  /usr/share/man/. 

 net   -> /usr/lib/x86_64-linux-gnu/huaca/. 
 

Finally, it is important to know that in the etc. Directory there is the file huaca.conf. This 

archive lists the variables with the addresses of the files and contents of the program. 

So, thanks to it the user will be able to modify many parameters of the program without 

creating any conflicts.  
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5. Guides: 

This section will focus on creating small guides on specific functionalities. We will begin 

with detailing the management of the domains. We will follow the administration of the 

containers and the visualization of the whole environment. Finally we will make an 

introduction to the control and monitoring of resources. 

 

5.1 Domains:  

First of all to correctly understand the project it is necessary to define what a domain is. 

A domain is a set of containers separated from the rest. A practical example could be 

the following: a user of a school has two classes with 5 computers in each. So you 

could define two domains, one per class and create 5 containers in each. Another 

possibility to define domains could be in the same class with several computers. We 

can create as many domains as classes are taught in this class and in each one put as 

many containers as computers have. 

Once it is clear what the domains are, it is important to learn how to handle them. The 

first thing of all will be to know the available tools to manage them. There is the huaca-

certification command that allows the user to manage the certification authorities for 

each domain. It also includes a huaca-net service that will raise the domains to the 

start of the host OS. Finally, it has the command huaca-domain, specific to manage the 

rest of functionalities. 

To begin, the two possible ways of displaying the status of the containers are shown 

below: 

1. Status parameter 

2. List parameter 

 

The status parameter let the user know the state of every domain, if it has an active 

authority certification and the IP range assigned to each one.  

 

The second option, list parameter, let the user list all the containers that have the 

domains together with the useful information.  



 

  26 
 

  

 

 

Once the user has visualized the domains, it can proceed to create new once. That it is 

possible with the command create that allow the user to create a new domain with the 

desired name.  

 

 

 

 

 

 

 

After that, the parameter “start” will start the domain.  

If the user uses the parameter status at this moment will observe a list of the domains 

with all the IP assigned and the status will appear RUNNING.  
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At the same time, the user can execute the following parameters: stop to unset a 

domain or destroy to delete it definitely. 

 

 

Finally, the user can create a certification authority for each domain, so that certificates 

can be issued for their containers. It is possible to create, delete and list the certificates 

with the parameter certification.  
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All the information about domains and its management have been explained in that 

section. 

 

5.2 Containers: 

Once the domains are defined, the user is ready to create containers inside them. A 

container is an operating system isolated from the host, so it accesses directly to the 

kernel and does not make all the requests through the host, in this way we gain in 

efficiency. OpenHuaca focuses the majority of its commands in having a wide and 

comfortable management of these. 

In order to start with this second guide it is necessary to create a container. This can be 

done in two ways; the first is to create it from a template of the official LXC repository. 
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The other option consists on creating a proper template; that can be listed with the 

command huaca-bases and generated with huaca-build.  

Once the container is created, it can be run with huaca-start or stop with huaca-stop. 

 

The visualization of the containers can be carried out with two commands, huaca-ls 

and huaca-info. The first one, huaca-ls, allows the user to list all the containers of each 

domain in a very comfortable way to parse it.  
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On the other hand, OpenHuaca has the command huaca-info with which the user can 

obtain more detailed information of a container, such as the state, the IP, the network 

traffic consumed or even the resources allocated. 

 

After managing the state of the containers and their visualization, there are two more 

commands that must be explained to manage the users of each container and finally 

the certificates of the container. 

The command huaca-user gives the user the possibility of creating, deleting and listing 

the users of one or various domains. 

 

In the capture bellow, there is the creation of a huaca user and another sudo_huaca, 

the latter with the -s parameter so that it has management permissions. The utility of 

this permissions are explained in a following section.  

Now, the user can delete the user Ubuntu with the help of the parameter delete: 

 

Once the control of the users is explained the next command related to the container 

management, more specifically with the administration of certificates is the huaca-

certification; it let the user to can list the certificates, update them and create new ones. 
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In the above capture it is observed that knowing the passphrase of the domain can 

generate the desired certificate indicating the domain, the user and the weeks of 

validity. 

Once created the necessary certificates the users can access the containers in 

different ways. 

The System administrator can access through the namespaces, only changing its 

terminal by one inside the container without needing any type of authentication. 

 

The other option is the access enabled to the users of the platform through ssh 

connections. The generated certificate is entered in the connection and the user can 

access with the requested user. 

 

The user will be able to access without the need of a password, just with the 

certification.  

 



 

  32 
 

  

 

 

 

5.3 Resources: 

Finally, the user can monitor and edit the resources assigned to a container. For the 

monitoring OpenHuaca has the top Debian command applied to the containers, which 

creates a table with the consumption of cpu in real time. 

 

  

All of this part is extended from lxc. For more information, see the LXC manuals. 

 

In order to end the resource section, highlight huaca-cgroups with which the user can 

modify the resources assigned to a container, such as cpu cycles, available memory or 

the size of the filesystem. 

All this part has been inherited by the commando lxc-cgroups, so all the necessary 

information can be found on its version of LXC. 
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6 Environments: 

This section explains in detail the configuration of the predefined environments, the first 

one will be a basic environment in order to familiarize the user to the OpenHuaca 

commands. The next subsection it will detail the creation of a real simulation, based on 

a group of teaching laboratories. 

 

6.1 Basic environment 

This first environment is a basic simulation; so the following information describes the 
creation of a domain and a unique container. Then, it will be added some users, one 
with root privileges. Finally, the certificates will be created to allow access to the users. 
Once checked the correct working of the environment it will be detailed the way to 
destroy it and leave the host installation clear. 

First of all it is necessary to install the Debian package. It can be done with different 
installations; all of them are into the official Ubuntu repositories like dpkg or gdebi. 

gdebi -n huaca*.deb 

dpkg -i huaca*.deb 

 

In order to know if the installation have been done correctly, the user can check it 
executing any command with the parameter version that shows you the current version 
of LXC and OpenHuaca. 

huaca-create –version 

Once checked, the next step is creating the first domain, it will be called alpha. 

huaca-domain create alpha 

 

The output of the command shows the network assigned, for example in this case: 
172.20.1.0/24. The parameter status let the user to consult the states of the domains. 

huaca-domain status 

 

After executing the command below, the user can observe a list with the whole 
domains generated, in this case just one, and can observe that is stopped and it does 
not have any certificate authorization, CA. This means that the user is not able to make 
certificates to this domain. 

First of all, the user has to start the domain. This action allows the creation of 
containers and CAs. A domain with an active CA can generate certificates to let the 
user access in the containers. In this case, the name of the domain, alpha, it is set as 
the CA password. 

 

Huaca-domain start alpha 
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Huaca-certification ca create –d alpha 

 

If the parameter status is executed, it is observed that the domain has the previous 
assigned network, the CA is active and the state is RUNNING. 

Huaca-domain status 

 

Once the domain is created, the user can generate the container, in this example it is 
used a LXC template called Ubuntu 16.04, with the following command just indicating 
the name and the domain:  

Huaca-create –t Ubuntu –d alpha –n a1 

 

The user must have to wait until the template is completely downloaded, after that the 
base is kept in the cache and creates the container from it. This LXC template is stored 
in the computer, so if the user wants to create a second container with it, the time of 
processing will be considerably reduced. In order to start to work with the container, it 
has to be started with the following command: 

Huaca-start –d alpha –n a1 

 

After that, the dnsmasq has to assign a direction to the container, this process can take 
a time, and finally configures the container in the background.  

Huaca-domain list 

Huaca-ls –f 

 

The administrator has access to any of the machines as root with the help of the 
command below that uses namespaces:  

Huaca-attach –d alpha –n a1 

 

In order to enable access to the users of the environment created, it is necessary to 
generate a list of users. By default the system has created the user "Ubuntu". So, a 
pair of new users is incorporated to the environment with the commands below, one 
without administrator permissions and the other with. 

Huaca-user create –d alpha –n a1 –u huaca –p huaca123 

Huaca-user create –d alpha –n a1 –u superhuaca –p superhuaca123 –s 
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The parameter list it can be used to see if the generation of the users have been done 
correctly:  

Huaca-user list –d alpha –n a1 

 

The next step is creating a certificate per user with the parameter –w the user can 
specify the period of validation, expressed in weeks.  

Huaca-certificate cert create –d alpha –u huaca –w 1 

Huaca-certificate cert create –d alpha –u superhuaca –w 52 

 

Against the user can validate the task done before with the parameter list: 

Huaca-certificate cert list –d alpha 

 

Once the environment is completely configured, the last step is giving the certificates to 
the users in order to let them connect to the virtual machines. All certificates are stored 
in the "/ etc / huaca / certification / cert /" directory. It is very important not to delete 
them from this directory in order to keep a control of the issued certificates and to be 
able to send them again in case the user loses his proper. 

To confirm that the user has access, the best way is to test the ssh connection. 

Ssh huaca@a1.alpha –i /etc/huaca/certification/cert/alpha-huaca* 

 

Observe, the superhuaca user is in the sudo group and therefore has administration 
permissions, while not huaca. 

Finally, in order to destroy the current environment the user has to execute the 
following commands. 

Huaca-user delete –d alpha –n a1 –u huaca 

Huaca-user delete –d alpha –n a1 –u superhuaca 

Huaca-stop –d alpha –n a1 

Huaca-destroy –d alpha –n a1 

Huaca-certification ca delete –d alpha 

Huaca-domain stop alpha 

Huaca-domain destroy alpha 

 

 

 



 

  36 
 

  

 

After that the container has been deleted together with the CAs and the domain. The 
best option to prove that is using the two commands below: 

Huaca-ls –f 

Huaca-domain status 

 

6.2 Real simulation – Teaching laboratories 

This section simulates the creation of a real environment, specifically a teaching 

laboratory with three classes, in each class there will be 2 computers and in each 

container the user "teacher" will be established and the corresponding student too. 

 

First of all, the creation of the domains:  

Huaca-domain create class1 class2 class3 

Huaca-domain start class1 class2 class3 

Huaca-certification ca create –d class1 

Huaca-certification ca create –d class2 

Huaca-certification ca create –d class3 

 

In order to check if the domains are well configured use the following command: 

Huaca-domain status 

 

Now, it is possible to create and initialize the containers of each domain: 

 

Huaca-create –t Ubuntu –d class1 –n pc1 && huaca-start –d class1 –n pc1 

Huaca-create –t Ubuntu –d class1 –n pc2 && huaca-start –d class1 –n pc2 

Huaca-create –t Ubuntu –d class2 –n pc1 && huaca-start –d class2 –n pc1 

Huaca-create –t Ubuntu –d class2 –n pc2 && huaca-start –d class2 –n pc2 

Huaca-create –t Ubuntu –d class3 –n pc1 && huaca-start –d class3 –n pc1 

Huaca-create –t Ubuntu –d class3 –n pc2 && huaca-start –d class3 –n pc2 

 

The checking of the creation can be done with just one command:  

Huaca-ls –f 

 

Once checked, the user can create the new users, differentiating the teacher from the 

students because the teacher will have permissions.  

Huaca-user create –d class1 –n pc1 –u teacher –p teacher -s 
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Huaca-user create –d class1 –n pc2 –u teacher –p teacher -s 

Huaca-user create –d class2 –n pc1 –u teacher –p teacher -s 

Huaca-user create –d class2 –n pc2 –u teacher –p teacher -s 

Huaca-user create –d class3 –n pc1 –u teacher –p teacher -s 

Huaca-user create –d class3 –n pc2 –u teacher –p teacher -s 

 

Huaca-user create –d class1 –n pc1 –u student –p student 

Huaca-user create –d class1 –n pc2 –u student –p student 

Huaca-user create –d class2 –n pc1 –u student –p student 

Huaca-user create –d class2 –n pc2 –u student –p student 

Huaca-user create –d class3 –n pc1 –u student –p student 

Huaca-user create –d class3 –n pc2 –u student –p student 

 

At least, in the following box there is the creation of the specific certificates for every 

user with a validation of one year:  

Huaca-certification cert create –d class1 –u teacher –w 52 

Huaca-certification cert create –d class2 –u teacher –w 52 

Huaca-certification cert create –d class3 –u teacher –w 52 

Huaca-certification cert create –d class1 –u student –w 52 

Huaca-certification cert create –d class2 –u student –w 52 

Huaca-certification cert create –d class3 –u student –w 52 

 

After this process, the user has generated three domains with two computers each; 

every one contains a “teacher” user with administration permissions and one “student” 

user without permissions. The certifications needed to access to the containers have 

been created using ssh connections like:  

Ssh $user@$container.$domain –i $cert 

 

  

mailto:user@$container.$domain
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7 Work in Progress: 

In this part of the document the updates and future developments of the project are 

described and planned.  

 

 In Progress: 

Gerard           Implementing the web interface. 

Jorge          Implementing Terraform plugin 

Rafa        Purging and revoking the functionalities of huaca-certification. 

 

 Tasks to do: 

Implement KVM. 

Create some bases. 

Update the manuals.  

Rewrite project commands in Python. 

 

It should be noted that this first version of the document, in order to be presented in 

Rafa's TFG thesis, only includes the work done by him. The next versions of the 

document will include the work done by all project partners. 
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8 Summary 

Description Command 

Create domain huaca-domain  create domain 

Destroy domain Huaca-domain delete domain 

List domains Huaca-domain status 

Create CA Huaca-certification ca create –d domain 

Delete CA Huaca-certification ca delete –d domain 

Create container Huaca-create –t template –d domain –n name 

Delete container Huaca-destroy –d domain –n name 

Start container Huaca-start –d domain –n name 

Stop container Huaca-stop –d domain –n name 

List containers Huaca-ls –f 

Create user Huaca-user create –d domain –n name –u user –p pass 

Create super user Huaca-user create –d domain –n name –u user –p pass -s 

Delete user Huaca-user delete –d domain –n name –u user 

List users Huaca-user list –d domain –n name 

Create cert Huaca-certification cert create –d domain –u user –w 52 

List cert Huaca-certification cert list 

Attach to a container Huaca-attach –d domain –n name 

 


