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Abstract—The interest towards Arm based platforms as HPC solutions increased significantly during the last 5 years. In this paper we show that, in contrast to the early days of pioneer tests, several application performance analysis techniques can now be applied also to Arm based SoCs. To show the possibilities offered by the available tools, we provide as an example, the analysis of a Lattice Boltzmann HPC production code, highly optimized for several architectures and now ported also to Armv8. We tested it on a system based on a production silicon, Cavium CN8890 SoC. In particular, as performance analysis tools we adopt Extrae and Paraver, making use of the PAPI support, initially developed by us for the ThunderX platform, and now available also upstream. The contribution of this paper is twofold: first, we demonstrate that performance analysis tools available on standard HPC platforms, independently from the CPU providers, are nowadays available also for Arm SoCs; second, we actually optimize an HPC application for this platforms, showing similarities with other architectures.
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I. INTRODUCTION AND RELATED WORKS

The HPC community is increasingly growing its attention towards the Arm architecture, considering it more and more as a viable solution for production HPC systems [1]. State-of-the-art research projects such as the European Mont-Blanc [2], the Japanese Post-K [3], and the UK’s GW4 / EPSRC [4] have deployed, or are going to deploy, fairly large Arm-based HPC platforms.

Prototypes and hardware platforms are often used to evaluate new technologies and boost the software development as well as the porting process of HPC applications. While attention is primarily given to hardware platforms, the availability of a mature software ecosystem and the possibility of performing advanced performance analysis is vital in the evaluation process of a new technology, such as Arm, in HPC.

One of the most innovative Arm-based platforms deployed at Barcelona Supercomputing Center (BSC) within the second phase of the Mont-Blanc project has been a mini-cluster based on four computational nodes, each housing a motherboard with two Cavium ThunderX CN8890 SoCs, each of them featuring 48 Arm cores. The possibility of having 96 cache coherent cores running under the same OS instance opened of course an increasing interest by HPC application developers [5]–[7]. This interest was further boosted after the recent Cavium’s announcement about the second release of the ThunderX chip, including features targeting the datacenter and the HPC market [8].

With new complex platforms appearing at faster and faster pace, the performance analysis of HPC workloads became once again a key factor for gaining a clear understanding of how different architectural features affect the performance of an HPC application at scale. However, initially, the lack of standard software support for accessing hardware counters on Cavium new SoCs, did not allow application developers to use standard HPC performance analysis tools on those platforms. The Mont-Blanc project has always pushed the porting of a complete HPC systems software ecosystem to Arm, including debuggers and performance analysis tools. Besides other contributions, the Barcelona Supercomputing Center ported Extrae, an instrumentation library, and Paraver, an advanced trace analyzer, to Arm platforms.

An up-to-date review of state-of-the-art performance analysis tools is presented by B. Mohr in [9], while in [10] Stanisic et al. already provides a study of HPC benchmarks on a cluster of Arm Cortex-A9 using several tools, including Paraver. Extrae and Paraver are indeed valuable tools for bottleneck identification and performance analysis in parallel applications, as shown by G. S. Markomanolis et al. in [11].

The initial lack of support for accessing hardware counters on Cavium ThunderX, prevented the use of such analysis tools. This problem drove our efforts in the direction of supporting and extending the PAPI library – one of the most common library for accessing performance and energy counters – to support also this platform [12]. Recent works, like the one of Jagode et al. [13], seem to confirm that this is the way to go. Also, the possibility of accessing energy/power related counters as PAPI events is under discussion with Cavium and will be taken into account for future works going in a similar direction of Servat et al. in [14], but for Arm based clusters.

This paper is organized as follows: in Sec. II the Cavium platform is briefly introduced; in Sec. III the PAPI support developed for the Cavium SoC is presented; in Sec. IV we show a basic validation using micro-benchmarks; in Sec. V we introduce the profiling tools and the production grade fluid-dynamics Lattice Boltzmann application used as a case study; in Sec. VI we report the performance analysis and in Sec. VII we eventually present our conclusions.
II. PLATFORM DESCRIPTION

The experiments reported in this paper have been run on a Gigabyte R270-T61 rack server, a node of the Thunder Cluster installed at BSC in the context of the Mont-Blanc 2 project [15]. In particular, the compute node used in this work features in a single Gigabyte MT60-SC0 motherboard: 32GB DDR4 system memory and two Cavium ThunderX SoCs. Each processor embeds $48 \times$ Cavium CN8890 Rev2 cores at 2.0 GHz and 16 MB of L2 cache, reaching 192 GFlops DP peak performance.

The software stack deployed on the Thunder cluster is the Mont-Blanc software stack [16]. This has been already deployed and tested on several Arm-based clusters including the Mont-Blanc prototype [15]. It is composed of a set of compilers, runtimes, scientific libraries, frameworks and developer tools. The developer tools include PAPI (Performance Application Programming Interface) [17]. This tool provides an interface for accessing the Performance Monitor Unit (PMU) featured on almost all the Arm SoCs. However no PAPI support was available at the moment in which we received our first ThunderX boxes.

III. IMPLEMENTATION OF PAPI SUPPORT

When we deployed the first compute nodes described in Sec. II, none of the hardware counters included in the ThunderX SoC were accessible via standard libraries, e.g., Linux perf and PAPI [17]. Besides allowing an easier access to the performance counters, the PAPI library offers a common API, allowing to extend the functionalities of several performance analysis tools, also to this hardware platform. As several HPC instrumentation tools use performance counters in order to profile applications, the access to these counters was critical for performing advanced performance analysis of parallel applications within the project. To gain access to the hardware counters, two main steps had to be done: i) add the support for the ThunderX PMU in the installed Linux Kernel 4.2.6 and ii) extend PAPI event definitions in order to support the ThunderX SoC and its hardware counters.

We have implemented the support for the Cavium ThunderX CPU on both the PAPI and the libpfm libraries by providing all the functions and definitions needed to access ThunderX’s PMU, including common and implementation defined PMUv3 events [12]. After making the ThunderX PMU accessible through kernel tools such as Linux perf, we extended the PAPI library in order to access the ThunderX hardware counters through it1.

IV. VALIDATION USING MICRO-BENCHMARKS

After enabling the readout of performance counters through the use of the PAPI interface, we performed a test set of custom micro-benchmarks in order to validate readings. As micro-benchmarks we used two custom applications named $fpu_uKernel$ and $simd_uKernel$. The first, $fpu_uKernel$, performs $i$ iterations of a for loop containing 32 scalar single (or double) floating-point FMADD (Fused Multiply-Add) operations, using as operands only data already present in CPU registers. Thus no cache or memory accesses are performed. The latter, $simd_uKernel$, based on the same principle, do the same, but executing 32 single (or double) floating-point FMLA (Floating-point fused multiply-accumulate) on 4-float, or 2-double simd vector register.

In Tab. I we show some significant performance counters acquired using PAPI while running the $fpu_uKernel$ and $simd_uKernel$ micro-benchmarks for 500 millions of iterations on one Cavium ThunderX. In particular we highlight here one counter (i.e. PAPI_VEC_INS) which we found to be not consistent with the Armv8 specification.

Concerning the upper part of Tab. I, acquired counters are consistent to what theoretically expected. In fact, the $fpu$ micro-benchmark is performing 32 scalar floating-point FMADD, thus $32 \times 500 \times 10^9 = 16 \times 10^9$ operations, which take one cycle each for the ThunderX [18]. We expect therefore PAPI_TOT_CYC to be equal or higher than PAPI_TOT_INS and PAPI_TOT_INS to be higher (due to integer operations for cycle handling) than PAPI_FP_INS, which on its turn should equal to $16 \times 10^9$.

In the lower part of Tab. I we do the same for the $simd_uKernel$ micro-benchmark. Also in this case the expectations were confirmed for PAPI_TOT_CYC and PAPI_TOT_INS, since in the ThunderX a $simd$ instruction can be issued every two cycle on just one pipeline [18]. On the other hand, we found a discrepancy between PAPI_FP_INS and PAPI_VEC_INS counters: as all the operations are now vectorial, they should be counted as PAPI_VEC_INS. However on ThunderX they still get counted as scalar floating-point instructions as PAPI_FP_INS. On other Armv8 SoCs the same benchmark produce the expected result. However, this issue seems not to be related to our PAPI support and is still under investigation with Cavium.

---

1Since version 4.4 of the Linux kernel the support for the PMU has become part of the official release. The same holds true for our patch to libpfm4 and PAPI which is now implemented upstream.

---

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>PERFORMANCE COUNTERS RECORDED WHILE EXECUTING 500M ITERATIONS OF THE $fpu$ AND $simd$ MICRO-BENCHMARKS ON DOUBLE PRECISION FLOATING-POINT DATA STORED IN THE CPU REGISTERS. READ VALUES AND THEORETICAL EXPECTATIONS.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAPI Event Name</td>
<td>PAPI Value</td>
</tr>
<tr>
<td>$fpu_uKernel$</td>
<td></td>
</tr>
<tr>
<td>PAPI_TOT_CYC</td>
<td>$17.773 \times 10^9$</td>
</tr>
<tr>
<td>PAPI_TOT_INS</td>
<td>$17.000 \times 10^9$</td>
</tr>
<tr>
<td>PAPI_FP_INS</td>
<td>$16.000 \times 10^9$</td>
</tr>
<tr>
<td>PAPI_VEC_INS</td>
<td>0</td>
</tr>
<tr>
<td>$simd_uKernel$</td>
<td></td>
</tr>
<tr>
<td>PAPI_TOT_CYC</td>
<td>$32.037 \times 10^9$</td>
</tr>
<tr>
<td>PAPI_TOT_INS</td>
<td>$17.017 \times 10^9$</td>
</tr>
<tr>
<td>PAPI_FP_INS</td>
<td>$16.000 \times 10^9$</td>
</tr>
<tr>
<td>PAPI_VEC_INS</td>
<td>0</td>
</tr>
</tbody>
</table>
V. APPLICATION AND PROFILING TOOLS DESCRIPTION

To demonstrate the functionality of the described implementation and the obtainable benefits, we used the Extrae tool (introduced in the following Sec. V-A), to analyze an actual HPC application (introduced in the following Sec. V-B), while running on a machine equipped with two production ThunderX SoC. The application was chosen in order to be an actual HPC application, already studied in detail on other platforms, whose performance and behavior are already well known on more traditional HPC architectures. This gave the possibility to compare the previously known information with data acquired by Extrae, from the PAPI counters of the ThunderX SoC. This allows to demonstrate the strength of a possible advanced analysis, enabled by the availability of these metrics, as shown in the following Sec. VI-B.

A. Extrae and Paraver

Extrae is a tool which uses different interposition mechanisms to inject probes into a generic target application in order to collect performance metrics at known applications points to eventually provide the performance analyst a correlation between performance and the application execution. This tool make extensive use of the PAPI interface to collect information regarding the microprocessor performance, allowing to capture such information at the parallel programming calls, but also at the entry and exit points of instrumented user routines.

Extrae is the package devoted to generate Paraver [19] trace-files. Paraver, on the other side, is a visualization tool allowing to have a qualitative global perception of the behavior of an application previously run acquiring Extrae traces. The same traces, extracted by Extrae, apart from being visualized by Paraver, could also be fed to a variety of tools, developed within the Extrae ecosystem, used to extract various kind of information from traces, as shown in the following Sec. VI-B.

B. Lattice Boltzmann Application

Lattice Boltzmann methods (LB) are widely used in computational fluid dynamics, to describe flows in two and three dimensions. LB methods [20] – discrete in position and momentum spaces – are based on the synthetic dynamics of populations sitting at the sites of a discrete lattice. At each time step, populations propagate from lattice-site to lattice-site and then incoming populations collide among one another, that is, they mix and their values change accordingly. LB models in n dimensions with p populations are labeled as $DnQp$ and in this work we consider a state-of-the-art $D2Q37$ model that correctly reproduces the thermo-hydrodynamical evolution of a fluid in two dimensions, and enforces the equation of state of a perfect gas ($p = \rho T$) [21], [22].

A Lattice Boltzmann simulation starts with an initial assignment of the populations and then iterates for each point in the domain, and for as many time-steps as needed, two critical kernel functions: i) the propagate function, which moves populations across lattice sites collecting at each site all populations that will interact at the next phase; ii) the collide function which performs all the mathematical steps associated to the computation of new population values at each lattice site at the new time step. Input data for this phase are the populations gathered by the previous propagate phase. This step is the floating point intensive step of the code.

These two kernels take most of the execution time of any LB simulation. In particular, it has to be noticed that propagate just move data values and it involves a large number of sparse memory accesses, so it is strongly memory-bound. collide, on the other hand, is strongly compute-bound (on most architectures), heavily using the floating-point units of the processor.

In the last years several implementations of this model were developed, which were used both for convective turbulence studies [23], [24], and as benchmarking applications for programming models and HPC hardware architectures [25]–[27]. In this work we utilize an implementation initially developed for Intel CPUs [28], later ported also to the Armv7 architecture [29] and recently to Armv8. To fully exploit the high level of parallelism made available by the model, this implementation exploits MPI (Message Passing Interface) to divide computations across several processes, OpenMP to further divide them across threads, and NEON intrinsics to exploit vector units where available.

In particular, for all the tests presented in this work, we simulate a 2-dimensional fluid described by a lattice of $L_x \times L_y$ sites. Each of the $N_p$ MPI processes handle a partition of the lattice of size $L_x/N_p \times L_y$ and further divides it across $N_t$ OpenMP threads, which therefore on their turn will handle a sub-lattice of size $L_x/N_p \times L_y$. MPI processes are logically arranged in a ring, thus simulating a 2-dimensional fluid shaped as the surface of a cylinder. This organization was chosen to avoid the need of boundary conditions on the left and right side of the lattice, implementing them only for the upper and lower boundaries.

Each sub-lattice handled by each process includes also three left and three right halo-columns. At the beginning of each iteration, processes exchanges the three leftmost and rightmost columns from their sub-lattice, with the previous and next process in the logical ring, saving the received columns in their halo-columns. The algorithm requires a halo thickness of just 3 points, since populations move up to three sites at each time step. The two threads taking care of the leftmost and rightmost part of the sub-lattice (i.e., the first and the last) for each process, initiate the MPI communications with the left and right neighbors. Waiving these two threads from most of the propagate duties while performing MPI transfers, allow to overlap MPI communications and computations.

C. Performance results

In the compute node described in Sec. II, two ThunderX SoCs are available, having 48-cores each, thus an handy configuration to deploy the LB implementation, hereby introduced, would be to run 48 OpenMP threads for each MPI process and one MPI process per socket. This is indeed the configuration giving the best overall simulation performance. Despite of this, a simple single socket performance analysis
of the two main functions of this code, reported in Fig. 1, shows that changing the number of OpenMP threads executing on one ThunderX SoC, the maximum bandwidth and FLOPs of these functions are reached at different threads numbers. More precisely, the *propagate* function reaches its maximum bandwidth of 12.6 GB/s when using 16 threads, while *collide* reaches its maximum performance of 73 GFLOPs (in double precision) when using 48 threads. The maximum bandwidth reachable by the STREAM benchmark [30] on this system is 39.6 GB/s [6], while the theoretical peak performance equals to 192 GFLOPs (computed as: 48 cores × 2 GHz × 0.5 instructions per cycle × 2 simd vector length × 2 floating point operations per FMLA instruction). Therefore, *collide* reaches \( \sim 38\% \) of the theoretical peak performance, while *propagate* reaches \( \sim 32\% \) of the available bandwidth.

On other architectures *collide* reaches similar fractions of the peak performance e.g., 36\% for Intel E5-2630v3 and 30\% for Intel Xeon-Phi 7120X [27]. On the other hand, *propagate* may also reach higher fractions of bandwidth e.g., 75\% for Intel E5-2630v3, although just 28\% for Intel Xeon-Phi 7120X [27].

VI. APPLICATION PERFORMANCE ANALYSIS

The preliminary performance results described in Sec. V highlight an almost perfect scaling for the *collide* function, which is also able to reach a fair fraction of the peak performance, but on the other hand, show a possible optimization space for the *propagate* function, which seems to saturate the memory subsystem resources before reaching the maximum available bandwidth.

A. Basic analysis

Using Extrae and Paraver tools [19] and thanks to the PAPI support to read performance counters, we are able to analyze the runtime execution of the LB application introduced in Sec. V-B. As an example, we show in Fig. 2 a Paraver view of the traces acquired while running the LB application on one ThunderX SoC, using one OpenMP thread per core (i.e., 48 threads). The simulation has run for 100 iterations over a lattice of 1536 × 1024 sites, taking on average \( \sim 249ms \) per iteration, of which 75.5ms for the *propagate* and 163.6ms for the *collide*. In the upper part of Fig. 2 we show traces of the full simulation highlighting the lattice initialization phase (A), the compute iterations over time step (B) and the computation of the final mass used to check the consistency of the simulation result (C). In the lower part of Fig. 2 we report an enlargement of just 250ms of the whole simulation, highlighting all the components of a single iteration.

In Fig. 2 can be noticed the 48 threads running on a single SoC, and looking at the colors, representing the number of useful completed instructions (PAPI_TOT_INS while inside an OpenMP region), two different color regions can be easily spotted. The green region correspond to threads executing the *propagate* function, while the blue one correspond to the *collide*. The first and last threads, as already mentioned, are waived of most of the computation duties for the *propagate* in order to perform MPI communications instead. This can clearly be noticed in Fig. 2 for threads 1 and 48.
Knowing the execution length and the number of completed instruction, within Paraver, the IPC (Instruction Per Cycle) metric can be computed, resulting to an average IPC of 0.01 for the propagate and 0.48 for the collide. Interestingly, we know that the collide function is implemented using NEON intrinsics operating on simd vectors of 2 doubles and in Tab. 1, we showed that on this SoC, each instruction of this kind needs two cycles to be completed, thus an IPC of 0.48, out of a maximum of 0.5, tells us that the collide phase of our code can take advantage of 96% of the instruction throughput of the cores in the SoC under analysis. This holds true despite the fact that it reaches ~ 38% of the theoretical floating-point peak performance. This may seems a modest fraction, but the theoretical peak is computed taking into account the execution of just fused multiply-add instructions (accounting for 2 FLOP each), which are used by our code, but are obviously not the only instructions executed, as is commonly true for any real world application. On the other side, for the propagate, such a low IPC just confirms that this function is not limited by the instruction throughput, and in fact we know it to be highly memory-bound.

To show that similar analysis can be easily performed also running several MPI processes, in Fig. 3 we show traces of the same lattice computed by the two ThunderX SoCs attached to the same motherboard, in this case we run 2 MPI processes bound respectively to the two SoCs, spawning 48 OpenMP threads each for a total of 96 threads. To minimize the figure size we show only the first 3 and last 3 threads for each process. The green color accounts for ~ 0.9M instructions, while the blue color for ~ 80M instructions. Red lines represent MPI communications.

Anwy in the rest of this work we will continue the analysis running a single process on a single ThunderX SoC.

B. Advanced analysis

The acquired metrics, such as the ones plotted in Fig. 2, apart from being visualized can also be used to analyze the application performance and behavior changes across different executions. Given the performance results described at the end of Sec. V-B, one may want to analyze the reasons causing the sub-optimal exploitation of the available memory bandwidth by the propagate, or better understand the reasons for the peculiar pattern of its bandwidth, shown in Fig. 1, highlighting a decrease for more than 16 threads. Therefore, in this section we study the evolution of various metrics, while changing the number of threads per SoC, studying in particular the behavior of the propagate function, as an example of an “Advanced Analysis”, possible thanks to the PAPI events being readable by tools such as Extrae. To accomplish this task, we use two other tools from the Extrae ecosystem, to perform Clustering [31], [32] and Tracking [33].

Clustering or cluster analysis, is a common data mining technique used for classification of data. Data is partitioned into groups called clusters which represent collections of elements that are “close” to each other, based on a distance or similarity function. In this work, we search the trends of the different “CPU bursts” of our application, which are the regions between calls to the OpenMP runtime (i.e., the colored bars in Fig. 2 and Fig. 3). To describe each of the CPU bursts of a parallel application, any of the acquired PAPI events could be taken into account to apply a clustering algorithm. In particular we apply DBSCAN (Density-Based Spatial Clustering of Applications with Noise) clustering algorithm [31], selecting as interesting metrics the instruction completed and IPC. As a result, we obtain different groups of bursts according to these performance counters, from which can be easily distinguished two main clusters, one related to the propagate function and one to the collide. Once obtained the clusters for different runs of our application changing the number of threads, running on a single SoC, we were able to track [33] the movement of the centroids of such clusters in the IPC / Instructions-completed space, as shown in Fig. 4.

The different runs were performed over the same lattice size with a varying number of threads, i.e., 6, 8, 12, 16, 24, 32, 48. This gives 7 cluster centroid points for the propagate, on the lower left of Fig 4, and 7 cluster centroid points for the collide, on the right of Fig 4. Increasing the number of threads, the centroids for the propagate move horizontally, from right to left, while for the collide they move along...
Fig. 5. Enlargement of the same data of Fig. 4 over the **propagate** (5a) and **collide** (5b) clusters. Here we plot every point, corresponding to each function iteration, plus the cluster centroid, highlighting the variability between different iterations.

An almost perfectly vertical line from top to bottom. This kind of analysis tell us that the **collide** function (in blue) is scaling almost perfectly up to 48 threads since the number of instructions completed by each thread keeps decreasing while IPC of each of them remains constant. This translate to the fact that the more threads working, the less work each of them will have to do, i.e. the less instruction each of them will execute. On the other hand, for the **propagate** function (in green), IPC clearly decreases, highlighting the fact that increasing the number of threads, they compete for the same resource and thus they start to hamper each other work.

A closer inspection of the **propagate** and **collide** clusters, reported in Fig. 5 plotting a point for each iteration and the cluster centroid, show us a slightly more complex dynamic. Here we see that also for the **collide** there is a moderated (~1%) IPC decrease, associated with an increased variability in the IPC of each iteration, for growing number of threads. For the **propagate**, as already mentioned, the IPC decreases drastically (~86%) and one may desire to further investigate a more specific reason for this effect. To do so, we may look for other performance metrics, looking for the ones correlated to the IPC decrease.

In particular we have found a very strong correlation with the number of cycles wasted on a resource stall, as shown in Fig. 6, where we report the ratio of this metric per instruction retired. The correlation is clear, but this metric is quite generic, thus we may look to more specific ones, such as the miss ratios in the different cache levels. In Fig. 7a we show the L1 cache miss ratio, while in Fig. 7b the L2 cache miss ratio, where we can clearly see that the L1 miss ratio is pretty constant, while the L2 miss ratio is increasing rapidly up to 24 threads and then it reaches a plateau. We remark that on this architecture the L2 cache is shared between all the 48 cores [6] and it is the LLC (Last Level Cache), thus a miss in the L2 causes a DRAM access. In particular this architecture does not seem to support multiple outstanding L1 misses, thus a second cache miss needs to wait until the first one gets handled, reflecting on all the subsequent levels, giving latencies in the order of 40/80 cycles for an L2 hit and 103/206 ns for a DRAM access [6].

This partially explains the increase of cycles wasted on a resource stall, but for that metric we couldn’t see a plateau over 24 threads, thus there should be at least another cause behind the higher stalls while running with 32 and 48 threads. Since the main suspect is the memory subsystem, we have further investigated in this direction. Plotting the TLB miss ratio, as shown in Fig. 8, we can appreciate that it is still increasing significantly when running with more than 24 threads, being strongly correlated with the IPC decrease indeed.

The above analysis shows that, for this architecture, the memory data layout in conjunction with a possible sub-optimal division of data domain among the threads may lead to a high-level of data and TLB caches trashing. In the implementation discussed in this work we have adopted the AoS (Array of Structure) data layout, coding with explicit vectorization using *intrinsics* instructions. However, as studied in detail in [34], on CPU architectures, more complex data organizations could be used for LBM, such as CSoA (Cluster Structure of Array) or CAoSoA (Clustered Array of Structure of Array). These
Fig. 7. Tracking of the clusters’ movement in the miss-ratio / IPC space, while increasing the number of OpenMP threads for the propagate function.

Fig. 8. Tracking of the clusters’ movement in the TLB-miss-ratio / IPC space, while increasing the number of OpenMP threads for the propagate function.

aim to reduce the L2 and TLB misses, increasing data locality, avoiding misaligned memory accesses, and enabling automatic compiler vectorization. For the same algorithm described in Sec. V-B, using the CAoSoA data layout, the propagate function could reach ~ 88% of the peak bandwidth on an Intel Xeon Phi 7230 using its high bandwidth MCDRAM memory [35].

In fact, adopting this implementation, exploiting the CAoSoA data layout – with just minor modifications allowing to compile it for the Arm architecture – we have succeeded to increase the propagate bandwidth on the ThunderX, reaching 20.5 GB/s, which is ~ 52% of the bandwidth measured with STREAM on this SoC.

VII. CONCLUSIONS

In this paper we have summarized the work which has been performed at the Barcelona Supercomputing Center to access the hardware performance counters of the Cavium ThunderX CN8890 SoC, with the aim to exploit these counters in standard HPC performance analysis tools on this platform. All the patches produced are now available in the respective projects’ upstream releases.

Thanks to simple micro-benchmarks we have been able to identify counters which do not conform with other Arm platforms, as reported in Tab. I. In particular the PAPI_VEC_INS counter should not be considered trustworthy on this architecture for the moment.

Working on a Cavium ThunderX node, we have demonstrated that it is possible also on Arm SoCs to perform advanced performance analyses leveraging tools already developed and used on other architectures, such as Extrae and Paraver, which exploit the PAPI library to read hardware performance counters. In particular, we have shown how these tools can be utilized, analyzing an actual HPC application implementing a Lattice Boltzmann model developed at INFN & University of Ferrara, running on the Cavium ThunderX.

Thanks to this analysis we have been able to identify inefficiencies which lead to an increase of the performances of this application on the Cavium ThunderX architecture (i.e., 62% increase in the propagate bandwidth). Further investigations may lead to other optimizations towards even better results.

Eventually we can state that on this platform is now possible to perform most of the performance analyses available on standard HPC machines. We have also shown that, for the fluid dynamics application considered in this paper, optimizations introduced for other many-core architectures (e.g., the Intel KNL), can be beneficial also on an Arm SoC, such as the Cavium ThunderX.

We plan to extend this work also to the second release of the ThunderX chip which is expected to be widely adopted in the HPC market [8] and moreover we expect to be able to access also non-standard power related registers embedded in this SoC [7], as done for other architectures [36]. The possibility to read power figures using PAPI [37], would enable also fine grained energy analyses [29], [38] without the need for external power-meters [39].
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