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ABSTRACT

Monthly rain amounts, MRA, recorded at Fabra Observatory (Barcelona, NE Spain) since 1917 to 2010, are analysed from two complementary points of view. First, mono- and multifractal characteristics of MRA are compared with those corresponding to the monthly Western Mediterranean Oscillation index, WeMOi, which affects the rainfall regime at the western Mediterranean region. Monofractality is analysed through Hurst and Hausdorff exponents, and a power law describing the dependence of MRA power spectra on frequency. The reconstruction theorem permits to quantify the complexity of the physical process by means of the correlation dimension and the Kolmogorov entropy. In agreement with this theorem, the predictive instability is also evaluated through the Lyapunov exponents. The multifractality is characterised by the critical Hölder exponent, as well as by the asymmetry and spectral width of the multifractal spectrum. And second, three predictive processes for MRA are tested. One of them is based on the assumption that MRA could be simulated by fractional Gaussian noise. The other two are, by one hand, an ARIMA(p,1,0) process for MRA; on the other hand, an adaptation of the ARIMA process for MRA taking as arguments preceding WeMOi. Finally, relationships between MRA and WeMOi confirm that outstanding MRA use to be coincident with negative WeMOi. An explanation is also proposed for the non negligible number of MRA corresponding to positive WeMOi.
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1. INTRODUCTION

Along last two decades, the pluviometric regime at the Fabra Observatory (Barcelona, NE Spain) has been analysed at local scale as also at regional and European scales, including different points of view as statistical distributions of daily, monthly and annual amounts (Burgueño et al., 2004; 2005, 2010), characterization of Standardised Precipitation Index (Lana et al., 2001), periodicities, irregularities and time trends of several pluviometric parameters (Lana et al., 2005; Martínez et al., 2007a; De Luis et al., 2009; González-Hidalgo et al., 2009; Gallego et al., 2011), extreme daily amounts (Lana et al., 1995; Beguería et al., 2009), monthly rainfall shortage (Martínez et al., 2010, 2012) and dry spell lengths (Lana et al., 2006, 2008a, 2008b, 2012; Serra et al., 2006, 2013, 2014). The Fabra Observatory rainfall data has also taken part in fractal analyses of monthly rainfall amounts, MRA, and dry spell lengths for Iberian Peninsula and Europe by considering nonlinear processes, taking advantage of monofractal theory based on self-invariance, self-affine series and reconstruction theorem (Martínez et al., 2007b; Lana et al., 2010).

The Western Mediterranean Oscillation index, WeMOi, was proposed by Martín-Vide and López-Bustins (2006) to detect atmospheric circulation patterns related to rainfall shortage or excess affecting the Eastern Iberian Peninsula (Martín-Vide et al., 2008; López-Bustins et al., 2008; Gonzalez-Hidalgo et al., 2009; Ríos-Cornejo et al., 2015a), being also used in other regional climatic applications (Azorín-Molina and Lopez-Bustins, 2008; Sánchez-Lorenzo et al., 2009; Vicente-Serrano et al., 2009; Ouachani et al., 2013; El Kenawy et al., 2015; Ríos-Cornejo et al., 2015b). Other atmospheric modes of low variability are also in play in this region, as the Mediterranean Oscillation, MO, which is an expression of the North Atlantic Oscillation, NAO, in the Western Mediterranean, except for the summer months (Palukitof, 2003; Dünkeloh and Jacobet, 2003). The NAO by itself keeps a low influence in this region and it behaves independently to WeMO (Martín-Vide and López-Bustins, 2006; Ciarlò and Aquilina, 2015).

The fractal nature of the rainfall processes is an accepted behaviour and numerous related studies have been published during the last decades. It can be cited in chronological order Lovejoy and Mandelbrot (1985), Rodríguez-Iturbe et al. (1989), Olsson et al. (1993), Hübert et al. (1993), Tessier et al. (1996), Harris et al. (1996), Veneziano et al. (1996), Svensson et al. (1996), de Lima and Grasman (1999), Mazzarella (1999), Mazzarella and Tranfaglia (2000), Sivakumar (2001a, b), Sivakumar et al. (2001), Salas et al. (2005), García-Marín et al. (2008), de Lima and de Lima (2009), Valencia et al. (2010), Capecchi et al. (2012), Verrier et al. (2011), Yonghe et al. (2012, 2013), Gires et al. (2013), Ghanmi et al. (2013), Rodríguez et al. (2013) and Mandapaka and Qin (2015), among many others. These references include a set of concepts (multifractality, chaotic behaviour, time persistence, predictability, fractal dimension, universal multifractal model, scale-invariance) applied to a variety of topics as rain intensity, annual amounts, precipitation caused by convective storms, characterisation and comparison of different climates and design and improvement of rain-gauge networks.
One of the main objectives of the present analysis is the fractal characteristics of MRA and comparison of their mono- and specially multifractal results with those obtained for the WeMOi (Lana et al., 2015), taking advantage of the known correlation between MRA and WeMOi (Martín-Vide and López-Bustins, 2006). In particular, the multifractal detrended fluctuation analysis (MF-DFA) allows a reliable characterization of multifractal non-stationary and stationary time series (Kantelhardt et al., 2002). The MF-DFA has been applied in many scientific fields such as, for example, biology (Dutta, 2010), human health (Shimizu, 2002), seismology (Ghosh et al., 2012) or climatology (Feng et al., 2009; Mali, 2014; Burgueño et al., 2014; Lana et al., 2015). A detailed description of steps for applying the MF-DFA method can be found in the last two references.

In addition, three predictive schemes of MRA are proposed and tested. The first is a simulation of MRA by means of fractional Gaussian noise, fGn (Mandelbrott and van Ness, 1968; Turcotte, 1997). The second is a classical ARIMA(p,1,0) process (Box and Jenkins, 1976; Asteriou and Hall, 2011) and the third is an adaptation of the ARIMA(p,1,0) process, taking previous WeMOi as arguments for the prediction of MRA. Both ARIMA forecasting types are also known as univariate and multivariate procedures respectively, being based on past observations or by taking observations on another variable (Chatfield, 1985). Indeed, ARIMA process is widely applied to model monthly precipitation series (Wang et al., 2014), as also other climatological time series as surface temperature (Triacca et al., 2014), surface pressure (Al-Awadhi and Jolliffe, 1998) and droughts (Pan Chun et al., 2013). The reason why a fGn simulation and ARIMA processes at monthly scale become important is the irregular rainfall regime in the North-Western Mediterranean, with quite frequent periods of consecutive monthly shortage (Serra et al., 2013, 2014).

The manuscript is structured as follows. Section 2 introduces briefly the main patterns of the MRA and WeMOi database. Section 3 describes the mono- and multifractal theory, introducing results concerning MRA and making comparison with previous WeMOi fractal analysis (Lana et al., 2015). It also includes a simulation of MRA in terms of fGn. The ARIMA(p,1,0) process is briefly described in Section 4 and the resulting predictions of MRA are compared when using previous MRA or WeMOi as arguments. The results, especially the improvements on the MRA prediction, are discussed in Section 5 and conclusions are summarised in Section 6.
2. DATABASE

2.1 MRA at Fabra Observatory

MRA consists on monthly amounts derived from daily rainfall recordings, without lack of data, at Fabra Observatory (41°25’N, 2°8’E, 413 m above sea level, located 7 km from the Mediterranean coast, with the city of Barcelona lying between it and the shoreline). That is, a continuous series of 1128 MRA since 1917 to 2010. The homogeneity of the MRA series was confirmed by the von Neumann ratio test and by using the filtering process proposed by Zurbenko (Lana et al., 2003).

Figure 1a shows the annual rain amount time series, being remarkable their variability, ranging from a minimum close to 400 mm/year to peaks above 900 mm/year and achieving a maximum slightly exceeding 1100 mm/year. This series of annual amounts has an average of 617.7 mm/year, a standard deviation of 150.3 mm/year and a coefficient of variation of 24.3%. Figure 1b shows the seasonal rain amount time series. As expected for a North-Western Mediterranean regime (Capel, 2000; Barry and Chorley, 2003), autumn (October, November, December) represents the main contribution to total rain amounts, and a third degree polynomial fit patterns is quite similar to that shown in Figure 1a. In spring, rain amounts are spread in the largest number of rainy days along this season. In summer, rain amounts use to be accompanied by rainstorms and in winter they are of minor contribution to annuals amounts (Lana et al., 2003). Rainfall shortage in autumn and spring hardly ever are balanced by copious rainfall in winter and especially in summer. Seasons have MRA averages of 66.0 mm/month (autumn), 43.4 mm/month (winter), 48.7 mm/month (spring) and 47.8 mm/month (summer). The standard deviations are 62.1, 41.9, 37.4 and 46.6 mm/month respectively.

2.2 WeMOi

The WeMOi is defined as the difference between the normalized monthly barometric series at San Fernando (Spain) (36°17’ N, 06°07’ W) and at Padova (Italy) (45°24’ N, 11°52’ E), with respective average and standard deviation being derived from the 1961-1990 period. WeMOi was accurately compiled and its quality data verified by Martín-Vide and López-Bustins (2006). Recordings since 1856 up to 2013 are available at http://www.ub.edu/gc/English/wemo.htm.

In agreement with its definition, this atmospheric circulation index is expected to be strongly linked to Mediterranean climate patterns in contrast with others well known indices, as the monthly North Atlantic Oscillation index, NAOi, with Atlantic climate influences. Positive phases of WeMOi are characterised by Azores anticyclone enclosing the south-west Iberian quadrant and low pressures over the Liguria Gulf. Negative phases are usually linked to Central Europe anticyclones (north of the Italian Peninsula) and low pressures at the south-west of the Iberian Peninsula. Neutral phases use to be coincident with north-eastern and south-western advections or low-pressure gradients over the Western Mediterranean. Very illustrative examples of synoptic maps concerning these WeMOi phases can be found in Martín-Vide and López-Bustins (2006).
The main time patterns of the WeMOi are shown in Figures 2a and 2b. The whole recording period, month by month, and a 13-months moving window are characterised by a clear decreasing trend since the first decade of the 20th century up to present. This behaviour would be in agreement with time patterns shown by WeMOi corresponding to spring and summer seasons, also characterised by similar decreasing trends.

### 2.3 Basic MRA – WeMOi connections

It is worth mentioning that trends affecting WeMOi moving window results (Figures 2a and 2b) are not detected on annual and seasonal rain amounts. This fact would strongly suggest that, as expected in a complex physical system as the atmospheric dynamics, MRA at the Fabra Observatory would be only partially governed by the time evolution of WeMOi. Another property to be considered for comparison between both signals is their statistical distribution. While MRA are gamma distributed, with discrepancies between empirical and theoretical model within the Kolmogorov-Smirnov 95% confidence bands all along the MRA range (Lana and Burgueño, 2000a, b), the WeMOi are Gaussian distributed (Lana et al., 2015). Only minor discrepancies on the MRA fit to the gamma model, without exceeding the confidence bands, are observed for MRA below or equal to 10 mm/month.

From a qualitative point of view, a relationship between Fabra Observatory MRA and WeMOi can be established from different synoptic atmospheric situations. Fabra Observatory, faced to the Mediterranean coast, is relatively protected against northern advections by the orographic barrier of the Pyrenees. Additionally, the long tracks of fronts travelling from the Atlantic to the Mediterranean coast, crossing the Iberian Peninsula, usually mitigate the effects of western advections on the Fabra Observatory pluviometric regime. Conversely, due to the vicinity to the Mediterranean coast, it may receive copious rain episodes associated with eastern advections. By taking into account these orographic and atmospheric constraints, and in agreement with Serra (1994), Fernandez Mills et al. (1994) and Serra et al. (1996), three synoptic situations generating rainfall episodes in Fabra Observatory, and connected to WeMOi, could be identified:

**a) Mediterranean advections.** The most copious rainfall episodes are associated with Eastern, North-eastern and South-eastern advections. They are usually characterised by low pressure nucleus, usually centred between the Balearic Islands and the South of the Iberian Peninsula, accompanied by strong anticyclones in Central Europe. At higher levels of the atmosphere the presence of a trough is quite usual. Although episodes of copious rainfall are not very frequent, they may generate outstanding run-offs and floods, especially in autumn, being not discarded such kind of episodes in winter and spring. All these Mediterranean advections would be linked to negative WeMOi.

**b) Frontal passages.** The rainfall episodes associated with frontal passages crossing the Iberian Peninsula from West to East or from North-west to South-east are many times almost
negligible. The long track from the Atlantic Ocean minimizes the possibility of copious rainfall episodes when fronts arrive to the Mediterranean coast, except for a few cases of robust cold fronts. These synoptic situations, linked to western or south-western advections, correspond to almost null or positive WeMOI.

c) Anticyclone combined with eastern advection. When the Azores anticyclone is slightly shifted towards the North, a weak eastern advection may be generated, which sometimes leads to very low or negligible rain amounts. These atmospheric patterns are compatible with small negative WeMOI.

Other situations, implying significant rainfall but without strong dependence on WeMOI phases, may be also considered. Heating of soil may generate convective phenomena favouring the vertical development of stormy clouds. These stormy episodes are usually observed at the end of summer, when a trough or cold air appear in mid-troposphere, then generating cellular storms. The rainfall episodes from these storms are usually very intense and copious but they use to happen at local scale and to be short-lived. A wider revision on the weather types in the western Mediterranean basin as also on their trends can be found in Grimalt et al. (2013), which apply an objective weather-type classification according to the Jenkinson and Collison procedure along the 1948-2009 period.
3. MONOFRACTAL AND MULTIFRACTAL ANALYSES

3.1 Monofractal theory.

The first analysed fractal parameter of MRA is the Hurst exponent, $H$ (Turcotte, 1997), which is defined as the exponent of the power law

$$\frac{R(\tau)}{S(\tau)} \propto \tau^{H}$$

being $R(\tau)$ the range of the different segments of length $\tau$ of the series and $S(\tau)$ the corresponding standard deviation. It should be remembered that $H$ close to 0.5 would imply a strong randomness of the series. Conversely, $H$ clearly lowering or exceeding 0.5 would suggest anti-persistence or persistence respectively. Figure 3a shows the evolution of the quotient $R(\tau)/S(\tau)$ with $\tau$ in log-log scales. The computed $H$ value is close to 0.54, so pointing to a notable randomness, with a very good confidence level in agreement with the square regression coefficient, $\rho^2$. In other words, future MRA would weakly depend on previous values, this fact possibly leading to consider high order autoregressive processes to improve predictions on MRA.

The self-affine behaviour of a series can be verified according to different methodologies. In agreement with Turcotte (1997), a classic box-counting method can be applied to obtain the Hausdorff exponent, $H_a$. According to this strategy, two relevant questions have to be considered. First, the fractal anisotropy of the series. This property would imply that a certain property $g(x, y)$ in a two dimensional space is not statistically similar to $g(rx, ry)$, where $r$ is a scale factor, but similar to $g(rx, r^{H_a}y)$. And second, the Hausdorff exponent is quantified as $H_a = 2 - D$, being $D$ the fractal dimension derived from the box-counting process. Alternatively, the semivariogram $\gamma(\tau)$ of the series depends on the segment length $\tau$ (Malamud and Turcotte, 1999) as

$$\gamma(\tau) = \gamma_0 \tau^{2H_a}$$

In such a way that the evolution of $\gamma(\tau)$ with the different lengths $\tau$ on a log-log scale permits a straightforward evaluation of $H_a$. Figure 3b depicts the semivariogram leading to a value of $H_a$ very close to zero ($H_a \approx 0.01$).

The reconstruction theorem (Diks, 1999) leads to obtain valuable parameters as the minimum number of nonlinear equations, $\mu$, describing a physical mechanism, the embedding dimension, $d_E$, necessary to obtain an asymptotic value, $\mu^*$, of the correlation dimension and the Kolmogorov entropy, $\kappa$, which is a measure of the loss of memory of the physical process along the time. All of them quantify the complexity of the physical mechanism governing the time series analysed. The reconstruction theorem process is based on the generation of a set of $m$-dimensional space vectors:

$$z(i) = \{x(i), x(i + 1), ..., x(i + m - 1)\}, \quad i = 1, ..., N$$
and on the definition of the correlation integral in terms of the Grassberger-Procaccia formulation (Grassberger and Procaccia, 1983a,b)

\[ C(m, r) = \lim_{N \to \infty} \frac{1}{N^2} \sum_{i,j=1}^{N} H[r - \|z(i) - z(j)\|] \]  

(4)

being \( r \) an Euclidean distance in the \( m \)-dimensional space and \( H(\cdot) \) the Heaviside function. Additionally, it is assumed that

\[ C(m, r) = A_m e^{-\mu(m) r} \]  

(5,a)

with \( \mu(m) \) the correlation dimension. After plotting the correlation integral (Equation 5,a) in terms of \( r \) on log-log scales, according to

\[ \log\{ C(m, r)\} = \log( A_m ) - m \kappa + \mu(m) \log(r) \]  

(5,b)

the corresponding slope is \( \mu(m) \) for every reconstruction dimension \( m \). It has to be underlined two factors which have to be carefully revised, as they could make erroneous \( \mu(m) \) estimation: the lacunarity (Turcotte, 1997) for small values of \( r \), and the saturation of \( C(m, r) \) for high values of \( r \), whatever the dimension \( m \). An example for several reconstruction dimensions \( m \) is depicted in Figure 3c. The almost flat evolution of \( C(m, r) \) for low values of \( r \), as well as the saturation for high values of \( r \), becomes quite evident. Increasing values of \( \mu(m) \) are estimated for reconstruction dimensions arriving up to 20, tending these correlation dimensions towards an asymptotic value, \( \mu^* \), close to 7.2 (Figure 3d). This magnitude of \( \mu^* \) is a first evaluation of the complexity of the signal: a minimum of seven nonlinear equations would be needed to describe the physical mechanisms governing the time series of MRA. The random component of MRA is also manifested by the high reconstruction dimension, \( m = 19 \) or 20, necessary to obtain asymptotic values of the correlation dimension. This required reconstruction dimension is also known as embedding dimension, \( d_e \), of the analysed series.

Another relevant feature of the reconstruction theorem is the quantification of the loss of memory of the physical system. Prediction of accurate future MRA will be difficult if the Kolmogorov entropy, \( \kappa \), is high. According to Equation (5,b), by naming the term \( \log\{ C(m, r)\} - \mu(m) \log(r) \) as \( \alpha(m) \), we obtain

\[ \alpha(m) = \log( A_m ) - m \kappa \]  

(5,c)

Equation (5,c) permits to make an easy estimation of \( \kappa \) by a least square regression of empiric \( \alpha(m) \) in terms of \( m \), provided that \( \log( A_m ) \) is constant. This constraint is only achieved for \( m \) tending to \( \infty \), for which it is exected that \( A_{m+1} / A_m \) tends to 1.0. This behaviour of \( \alpha(m) \) is shown in Figure 4a where the Kolmogorov entropy is estimated by taking into account the linear evolution of \( \alpha(m) \) for \( m \) ranging from 17 to 20. If lower dimensions \( m \) are included, linearity disappears. In agreement with this strategy, MRA would be characterised by a complex underlying mechanism submitted to a loss of memory quantified by \( \kappa \) close to 1.09.
The last relevant application of the reconstruction theorem is the quantification of the predictive instability of MRA. Taking advantage of \( m \)-dimensional vectors generated according Equation (3), in agreement with Wiggins (2003), the Lyapunov exponents, \( \lambda_j \) \((j = 1, 2, ..., m)\), can be computed according to the algorithms proposed by Eckmann et al. (1986) and Stoop and Meier (1988). Assuming that the addition of all the \( m \) Lyapunov exponents is positive, the trajectory in the \( m \)-dimensional space will consist of aperiodic orbits around a strange attractor with a Kaplan-Yorke dimension, \( D_{KY} \) (Kaplan and Yorke, 1979). This dimension is computed as

\[
D_{KY} = \ell_0 + \frac{1}{\lambda_{0+1}} \sum_{j=1}^{l_0} \lambda_j
\]  

(6)

with \( \ell_0 \) the maximum number of Lyapunov exponents in decreasing order accomplishing

\[ \lambda_1 + \lambda_2 + ... + \lambda_{l_0} \geq 0. \]

Figure 4b shows the evolution of the two first Lyapunov exponents towards asymptotic values, after a high enough number of iterations of the above mentioned algorithms. It is worth mentioning that, in agreement with Figure 4b, a minimum of 500 iterations is required and that the reconstruction theorem has to be applied at least up to \( m = 14 \) or 15 to assure the numerical stability of Lyapunov exponents. Predictive instability is confirmed given that the first Lyapunov exponent is positive. Additionally, taking into account Equation (6), the above mentioned strange attractor is characterised by a fractal structure with \( D_{KY} \) equal to 13.10.

3.2 Multifractal spectrum.
3.2.1 Singularity spectrum

According to Kantelhardt et al. (2002), the singularity spectrum \( f(\alpha) \) can be related to the generalized Hurst exponent, \( h(q) \), of the \( q \) order fluctuation function, \( F_q(s) \), via a Legendre transform

\[
\alpha = h(q) + q \frac{d|h(q)|}{dq} \quad \longleftrightarrow \quad f(\alpha) = q[\alpha - h(q)] + 1
\]

(7)

where \( \alpha \) is the singularity strength or Hölder exponent, while \( f(\alpha) \) denotes the dimension of the subset of the series. The multifractal scaling exponent is

\[
\tau(q) = qh(q) - 1
\]

(8)

\( \alpha \) being expressed as

\[
\alpha = \frac{d\tau(q)}{dq}
\]

(9)

The characteristics of the singularity spectrum provide a new way of comparing signals, because \( f(\alpha) \) describes the dimensions of subsets of the series characterized by the same singularity.
strength $\alpha$. Designing $\alpha_o$ as the singularity strength with maximum spectrum or simply critical Hölder exponent, a small value of $\alpha_o$ means that the underlying process “loses fine-structure”; that is, it becomes more regular in appearance; while a large value of $\alpha_o$ ensures larger complexity. In this sense, the Hurst exponent can be roughly related to the position of $\alpha_o$ (see for instance Burgueño et al., 2014). The shape of $f(\alpha)$ may be fitted to a quadratic function around the position $\alpha_o$,

$$f(\alpha) = A(\alpha - \alpha_o)^2 + B(\alpha - \alpha_o) + C$$

where $C$ is an additive constant theoretically equal to 1. Coefficient $B$ indicates the asymmetry of the spectrum, being zero for a symmetric spectrum. A right-skewed spectrum, $B>0$, indicates relatively strongly weighted high fractal exponents (with “fine-structure”), while left-skewed shapes, $B<0$, point to lower ones (more regular or smooth looking). The width of the spectrum, which is defined as the width of $\alpha$, can be obtained by extrapolating the fitted curve to zero. Width $W$ is simply defined as

$$W = \alpha_1 - \alpha_2$$

with $f(\alpha_1) = f(\alpha_2) = 0$, being $\alpha_1$ larger than $\alpha_2$, and the wider the range of the Hölder exponent, the stronger the multifractality. In other words, the wider the range of $\alpha$, the “richer” is the process in structure. A signal with a high value of $\alpha_o$, a wide range of fractal exponents and a right-skewed shape is more complex than one with the opposite characteristics (Shimizu et al., 2002). Consequently, the fine-structure of physical mechanisms governing a signal could be analyzed if complexity is high. On the contrary, if the complexity of a signal is low, only the smooth-structure of these mechanisms could be detected. For monofractal series, the width of the spectrum will be zero and $h(q)$ will be independent of $q$. Hence, from Equation (7), it is clear that there would be a unique value of $\alpha$ and $f(\alpha)$, the value of $\alpha$ being the Hurst exponent $H$ and the value of $f(\alpha)$ being equal to 1.

### 3.2.2 MRA multifractal spectrum

The characteristics of the multifractal spectrum of MRA after applying the MF-DFA procedure for $q$ ranging from $-15$ to $+15$ are shown in Figure 5a-5e. Figure 5a shows the $q$-order fluctuation function for $q = \pm 15$, where it can be observed that, in spite of some fluctuations, empiric values of $F_q(s)$ are fitted quite well to power laws with exponents given by generalised Hurst exponents $h(q)$. The dependence of these exponents, as well as Hölder, $\alpha$, and multifractal scaling exponents on $q$, $\tau(q)$, are depicted in Figures 5b-5d. Empirical values of $\tau(q)$ are well described by a second order polynomial on $q$ and the Hölder exponent depends almost linearly on $q$, at least for the $\pm 15$ range considered. The empiric multifractal spectrum is shown in Figure 5e. As expected, the critical Hölder...
exponent, $\alpha_0 = 0.52$, would be in agreement with the Hurst exponent, $H = 0.54$, obtained from the rescaled analysis, being confirmed the notably randomness of MRA. Additionally, a non null spectral width of $W = 0.44$ confirms the multifractal structure of MRA and a negative asymmetry ($B = -1.08$) suggests that a “fine structure” of the physical process leading MRA should be difficult to determine.

### 3.3 Power spectrum and fractional Gaussian noise.

The power spectrum computation is a previous and necessary step to analyse a possible fGn behaviour of a time series (Turcotte, 1997; Malamud and Turcotte, 1999). MRA autocorrelation, $C(\tau)$, as a function of lag $\tau$ given in months, and its power spectrum, $S(f)$, are shown in Figures 6a and 6b. Autocorrelation is characterised by a narrow range ($-0.1, +0.2$) of low values and signs of an increasing tendency on $C(\tau)$ for lags approximately above 360 months. This fact would suggest that autoregressive processes would need for a long series of preceding monthly values to reasonably predict the next MRA. In agreement with the spectral contents depicted in Figure 6b, two clear periodicities are detected: one year and half a year, the rest of periods remaining with low spectral amplitude. When comparing WeMOi periodicities (Lana et al., 2015) with those detected for MRA, only the one-year periodicity is coincident. Half a year periodicity does not appear in WeMOi and, conversely, 19.1 years periodicity for WeMOi is not found for MRA. Additionally, $S(f)$ has an almost null trend with frequency $f$, proportional to the power law $f^{-\beta}$, being $\beta$ equal to $+0.04$, after estimation based on the algorithm proposed by Malamud and Turcotte (1999).

After determining empiric values of parameters $H$, $H_a$ and $\beta$, MRA could be simulated by fGn (Turcotte, 1997). This hypothesis is based on the fact that fGn is compatible with Hausdorff exponents close to zero and $\beta$ parameters within the ±1 range. Moreover, fGn is compatible with a Hurst exponent close to 0.5 and an almost null value of $\beta$ (Turcotte, 1997). fGn may be then obtained after the following steps:

a) Generation of white Gaussian noise, wGn.

b) Discrete Fourier transform, DFT, of the wGn.

c) Application of the filter $\left\{\frac{m}{N-1}\right\}^{\beta/2}$ to the spectral compounds of the wGn, where $N$ is the number of samples of the wGn and $m$ the number of spectral frequencies.

d) Generation of fGn by applying the inverse Fourier transform to the filtered wGn.

The similarity between MRA and fGn is quantified in terms of the mean absolute deviation, MAD (Stephenson et al. 2000),

$$MAD = \frac{1.483}{N} \sum_{j=1}^{N} |MRA(j) - s(j)|$$  \hspace{1cm} (12)
where $MRA(j)$ is the empiric amount for month $j$, $s(j)$ the corresponding simulated value and $N$ the number of elements of the series. If $MAD$ is less than or equal to one standard deviation of $MRA$, the simulated $fGn$ of the empiric series could be assumed as right. Obviously, this possibility does not mean that the simulated series is necessarily a good month by month prediction of $MRA$. It would be only established that the self-affine character, persistence or randomness and power spectral contents are similar. Figure 6c depicts the first 500 empiric $MRA$ compared with a sample of $fGn$. According to the value of $MAD$ (61.6 mm/month) and the standard deviation of $MRA$ (48.4 mm/month), it has to be assumed that the $fGn$ is only a rough approach to the empiric $MRA$. Additionally, $fGn$ exceeding 150 mm/month (dashed line in the plot) are not generated. Then, about 4% of the data sample is not reproduced by the $fGn$. Though this percentage is low, a notable shortcoming of $fGn$ is that copious $MRA$ are not simulated. Autoregressive processes, developed in the forthcoming section, become necessary to improve $MRA$ prediction.
4. AUTOREGRESSIVE PROCESS

The autoregressive integrated moving average ARIMA(p,d,0) model (Box and Jenkins, 1976) assumes that

\[ \Delta^d x(i) = \theta + \mu x(i-1) + \sum_{k=1}^{p} \delta_k \Delta^d x(i-k) + a_i \quad (i = p+2, \ldots, N) \] (13a)

where \{x\} is a set of N empirical data and \( \Delta x \) is the set of first differences

\[ \Delta x(i) = [x(i+1) - x(i)] \] and \( \Delta^d x(i-k) = [x(i-k + 1) - x(i-k)]^d \). \( \{\theta, \mu, \delta, \ldots, \delta_p\} \) are the parameters of the autoregressive process, \{a\} is a noise series and \( d \) is a real number. Alternatively, the ARIMA(p,d,0) model, with \( d = 1.0 \), can be written as

\[ x(i) = \theta + \sum_{k=1}^{p} \delta_k x(i-k) + a_i \quad , \quad i = p+1, \ldots, N \] (13b)

where the time series \{x\} is directly used instead of first differences. With the aim of avoiding singularities in the linear system of equations used to estimate \( \{\theta, \mu, \delta, \ldots, \delta_p\} \), parameter \( \mu \) is implicitly included in parameter \( \delta_1 \). Equation (13b) is usually designed as autoregressive process of order p, AR(p). The resulting system of linear equations, disregarding the stochastic component \{a\}, can be represented in terms of matrix formulation as

\[ Z = AW \] (14a)

with \( Z \) the \( \{x(p+1), x(p+2), \ldots, x(n)\} \) vector, \( n \) the number of empiric elements belonging to series \{x\}, and the \((n-p-1, p+1)\) matrix A multiplying a \( p+1 \) dimension vector \( W \) containing the parameters \( \{\theta, \mu, \delta, \ldots, \delta_p\} \) to be solved from Equation (14a). The components of vector \( W \) can be estimated by multiplying Equation (14a) by the transposed A matrix, \( A^T \)

\[ A^T Z = A^T A W \] (14b)

Remembering that the symmetric matrix \( A^T A \) can be decomposed in two triangular matrices, it is straightforward to obtain the values of parameters \( \{\theta, \delta, \ldots, \delta_p\} \) taking advantage of the Crout’s algorithm (Press et al., 1992).

A convincing solution of Equation (13b) demands some criterion to decide the optimum autoregressive order, OAO. The decision can be taken by searching for the autoregressive order leading to a minimum of MAD (Equation 12).

4.1 Autoregressive process for MRA

The evolution of the MAD with the autoregressive order \( p \) is shown in Figure 7a. The reduction of the MAD is persistent with increasing order \( p \) but small, being finally chosen 145 as the \( p \) order with minimum MAD for \( p \) ranging from 2 to 150. Higher orders of \( p \) are not advisable given that computational instabilities appear when the above mentioned Crout’s algorithm is applied to solve Equation 13b for autoregressive orders \( p \) above 200. Figure 7b shows the time series of the MRA.
residuals, defined from the difference between a predicted MRA by the AR(p=145) and the corresponding empiric MRA. Positive (negative) residuals represent overestimation (underestimation) of MRA. Bearing in mind the standard deviation of the empiric MRA ($\sigma_{MRA} = 48.4$ mm/month) and of the residuals ($\sigma_{res} = 45.1$ mm/month), 76.7% of MRA residuals are included within the ($-\sigma_{res}$, $+\sigma_{res}$) interval. Extreme MRA residuals (out of $\pm 2.0\sigma_{res}$) represent a percentage of 3.7%. These last MRA residuals should be assumed as due to MRA predictions with excessive errors. The MRA residuals are distributed asymmetrically, without any value below $-2.0\sigma_{res}$ (Figure 7c). Although the MRA residuals are mostly distributed within the ($-\sigma_{res}$, $+\sigma_{res}$) interval ($\pm 45.0$ mm/month), positive residuals (overestimations) are a bit more numerous than negative residuals (underestimation), in such a way that MRA residuals are not Gaussian distributed, as the Kolmogorov-Smirnov test (Press et al, 1992) at 95% confidence level proofs. In spite of this, relevant biases on MRA estimations are not expected because the average of the MRA residuals is close to $-1.0$ mm/month.

4.2 Regressive process for MRA depending on previous WeMOi

A different strategy to search for reasonable predictions of MRA consists on adapting the AR(p) process changing the argument $x(i-k) = MRA(i-k)$ by $x(i-k) = WeMOi(i-k)$ in Equation (13b)

$$MRA(i) = \theta + \sum_{k=1}^{p} \delta_k WeMOi(i - k) + a_i, \quad i = p + 1, ..., N$$

(15)

Then, the assumed hypothesis is that a MRA depends on preceding WeMOi. Figure 8a depicts the evolution of the respective MAD with the autoregressive order $p$ up to 200, being finally chosen the OAO as 180. Similarly to the previous autoregressive process, the evolution of MAD tends to be monotonically decreasing, achieving a minimum close to 46.0 mm/month, slightly lower than that detected for the first autoregressive process. For this selected 180 order, $\sigma_{res} = 40.4$ mm/month and 74.9% of residuals keep inside the ($-\sigma_{res}$, $+\sigma_{res}$) interval (Figure 8b). Extreme MRA residuals out of the $\pm 2.0\sigma_{res}$ range represent a percentage of 3.5%. These last MRA residuals should be assumed again as due to MRA predictions with excessive errors. According to Figure 8c, the asymmetry of the MRA residuals is quite clear and once again they are not Gaussian distributed. Consequently, the regressive process based on the dependence of MRA on WeMOi would only represent small improvements on the MAD (a slightly better global fit) and a reduction of extreme discrepancies between real and predicted MRA (from close to 280.0 mm/month to 240.0 mm/month). Additional information can be obtained by searching for some relationship between MRA residuals and positive and negative WeMOi. Figure 8d shows a great percentage of MRA residuals within the $\pm 100.0$ mm/month range corresponding to WeMOi ranging from $-4.0$ to $+1.0$ (mainly negative WeMOi), while a low percentage of MRA residuals is associated with WeMOi ranging from $+1.0$ to $+4.0$. It is also worth mentioning that all MRA residuals exceeding 110.0 mm/month correspond to WeMOi within the ($-4.0$, $1.0$) range.
The relationship between MRA and WeMOi can be also characterised by means of their cross-correlation and their cross-power spectrum. Figure 9a shows the cross-correlations at seasonal scale. The four curves of cross-correlation depict a common pattern, which consists on small positive coefficients for the first lags and a tendency to negative coefficients for longer lags. This behaviour is especially evident for spring (April, May, June) and summer (July, August, September). Spring season is characterised by notable cross-correlation coefficients lower than \(-0.8\) for lags larger than or equal to 60 seasons. Remembering that every season is made up by three months, negative correlations between MRA and WeMOi would be expected after a lag of, at least, 180 months. Summer season depicts quite similar patterns. Nevertheless, negative correlation coefficients lower than \(-0.8\) are detected for lags close to 110 seasons, equivalent to an elapsed time of 330 months. Winter (January, February and March) and autumn (October, November and December) seasons are not characterised by a clear decreasing tendency of the cross-correlation coefficients. Notable negative cross-correlations are detected in winter for lags equal to 35 (105 months) and 115 (345 months). Autumn also depicts relevant negative cross-correlations for five lags from 50 (150 months) to 120 (360 months). Figure 9b describes the evolution of the cross-correlation coefficients at monthly scale. The similarities of monthly and summer and spring cross-correlations are quite evident. The cross-power spectrum for monthly series is shown in Figure 9c. Besides the expected periodicities of one year and half a year, other relevant periodicities have not been found.

An additional description of possible relationships between MRA and WeMOi are shown in Figure 10. A high percentage of MRA below 100.0 mm/month corresponds to WeMOi within the \((-4, +1)\) interval. Above 100.0 mm/month, a high number of MRA correspond to the same \((-4, +1)\) interval, and even some MRA with values within the (200.0 - 300.0 mm/month) range correspond to positive WeMOi ranging from 0 to +1. In short, notable MRA would not be always assigned to negative WeMOi.
5. DISCUSSION OF THE RESULTS.

5.1 Comparison of mono and multifractal results.

Although fractal parameters are not absolutely coincident, MRA and WeMOi fractals results (Table 1) are characterised by some coincidences, both signals keeping a remarkable complexity. First of all, it is worth mentioning that both series could be assimilated to fGn according to their Hurst and Hausdorff exponents and their $\beta$ parameters. MRA also manifest a notable randomness in agreement with its Hurst exponent, as well as clear signs of an uncorrelated stationary behaviour according to its $\beta$ parameter, close to zero. On the contrary, WeMOi depicts some signs of persistence. This fact would be in agreement with the Kolmogorov entropy, which suggests a stronger loss of memory of the physical process governing MRA in comparison with that associated with WeMOi. The complexity of the physical mechanisms, which can be quantified by the minimum number of nonlinear equations, $\mu^*$, governing them, is slightly higher for the WeMOi than for MRA. Nevertheless, the predictive instability, given basically by the first Lyapunov exponent, $\lambda_1$, is coincident for both series. Two other common features concerning the Lyapunov exponents have to be mentioned. First, the sum of all Lyapunov exponents is negative for both series. Therefore, the trajectories of both physical systems in the $m$-dimensional space will not collapse towards a fixed point neither diverge to infinite, but these trajectories consist on aperiodic orbits around a fractal structure, known as a strange attractor with a fractal dimension less than $m$. This fractal dimension, also known as Kaplan-Yorke, $D_{KY}$, dimension, is very similar for both series. Consequently, the predictive instability and the chaotic behaviours of both series are quite similar.

With respect to the multifractal behaviour of both series, it has to be mentioned the very close critical Hölder exponents obtained for MRA and WeMOi. Bearing in mind the linear relationship between $\alpha_0$ and the Hurst exponent (Burgueño et al., 2014), this similarity would agree with the close Hurst exponents derived from rescaled analysis. Additionally, according to Equation (15), both multifractal spectra are centred on similar $\alpha_0$. Nevertheless, their spectral width, $W$, and asymmetry, $B$, disagree. Remembering that $W$ quantifies the degree of multifractality ($W$ equal to zero would imply a pure monofractal structure), MRA depicts a larger multifractal structure than WeMOi. Bearing in mind the meaning of the asymmetry, whereas the fine-structure of WeMOi could be analysed ($B > 0$), a not so detailed picture of MRA could be obtained due to its negative $B$ parameter.

5.2 Fractional Gaussian noise simulation and autoregressive processes for MRA

In agreement with results obtained from the reconstruction theorem and parameters of the multifractal spectrum, it has to be accepted the prediction of MRA as complex, similarly to the WeMOi (Lana et al., 2015). By comparing the obtained values of MAD and the standard deviation of MRA, fGn are just simulation series reproducing mean, standard deviation, Hurst and Hausdorff
exponents and the $\beta$ exponent of the power law related to the power spectrum. Shortcomings of prediction based on fGn become evident in Figure 6c. First, a single time shift to match MRA and fGn is difficult to be obtained. And second, MRA above 150.0 mm/month are not generated by the fGn.

An alternative to the fGn simulation could be an ARIMA(p,1,0) process. In spite of a number of shortcomings (the number of non-linear equations suggested by the correlation dimension, the loss of memory associated with the Kolmogorov entropy, the Hurst exponent suggesting randomness and the predictive instability manifested by the Lyapunov exponents), the AR(p) process permits some improvements, basically a reduction of its MAD in comparison with the standard deviation of MRA. It is also worth mentioning that 13% (10.3%) of MRA are underestimated (overestimated) by amounts exceeding 50.0 mm/month. Additionally, all overestimations (ranging from 0 to 70.0 mm/month) are much more moderate than underestimations, which range from 0 to 280.0 mm/month. Consequently, the shortcoming of the AR(p) algorithm would be the underestimation of some MRA.

A question which could be in some way surprising is the high number $p$ of preceding MRA required to predict the $p+1$ value. This situation could be consequence of several factors such as autocorrelation coefficients within the ±0.1 range and with only some signs of increasing values (Figure 6a) for lags exceeding 300 months. Also, the high OAO could be due to the above mentioned loss of memory of the physical mechanisms (not null Kolmogorov entropy) and a Hurst exponent suggesting randomness. The evolution of MAD with the auto-regression order $p$ could be approximated by two decreasing linear trends (Figure 7a), with a change of slope for $p$ close to 60. In agreement with this Figure, notable improvements on MAD should not be expected for $p$ exceeding 150. Additionally, the above mentioned computational instabilities when solving Equation 13b for $p$ exceeding 200 should be taken into consideration. As a summary, in agreement with Table 2, the prediction of MRA in terms of previous WeMOi is characterised by the lowest MAD, with the lowest ratio $\sigma_{res}/\sigma_{MRA}$ among the three predictive processes. Although the MRA residuals are not small, improvements on predictability with respect to fGn simulations and the AR(p) process are quite evident.

5.3 Dependence of MRA on preceding WeMOi.

A first approach to the dependence of MRA on preceding WeMOi would be based on the assignment of rainfall episodes to negative WeMOi, in agreement with synoptic situations leading to rainfall in the Western Mediterranean coast (see Section 2). This hypothesis would be relatively confirmed by taking into account cross-correlations at seasonal and monthly scales (Figures 9a and 9b), where negative coefficients are quite usual. Nevertheless, the relationship between MRA and preceding WeMOi is a bit more complex. First of all, cross-power spectrum (Figure 9c) only clearly depicts two expected periodicities (one year and half a year), which do not contribute relevantly to a description of the relationship between both series. And second, the regression process based on the assumed dependence of MRA on preceding WeMOi depicts similar results to that obtained for the AR(p).
algorithm. These are: a high value of $p$ is needed again, the OAO being similar to that obtained for
the AR($p$) process. The percentages of MRA residuals below or above $\pm \sigma$ and $\pm 2\sigma$ are also similar
and predictions are once again unbiased (the expected value of the MRA residuals is very close to
zero). Nevertheless, a difference has to be mentioned: the vicinity to a Gaussian distribution of MRA
residuals is closer than that obtained from the AR($p$) process. Additionally, as Figure 8d depicts, the
quite complex relationship between MRA residuals and WeMOi can be summarized after the
regression process. A high ratio of MRA residuals, mostly lowering 80.0 mm/month, are associated
with WeMOi within the (−4.0, +1.0) range. Conversely, a short number of residuals mostly below
80.0 mm/month correspond to WeMOi larger than or equal to +1.0

Another point of view of the complex relationship between MRA and WeMOi is shown in Figures
10a. In spite of numerous examples with MRA linked to negative WeMOi, a non negligible number of
MRA below 200.0 mm/month corresponds to positive WeMOi and only amounts exceeding this
threshold are restricted to WeMOi within the (-4, +1) range. These facts would not be completely
explained by a simple relationship between high MRA and negative WeMOi. A quite similar
distribution can be observed at seasonal scale (Figures 10b), especially in autumn, season for which
MRA above 200.0 mm/month are a bit more frequent than in the rest of seasons, very likely due to
the contribution of eastern advections. The monthly scale of the analysis would be a possible
explanation to this lack of a clear expected relationship between high MRA and negative WeMOi.
Synoptic situations generating rainfall episodes may change in a few days, in such a way that MRA
might result from events with different meteorological conditions. This fact does not necessarily
imply a negative WeMOi, which is deduced from the summary of daily barometric records in two
different meteorological stations along a month. An example could be a month with persistent high
pressures (anticyclonic situation), interrupted by a few days with eastern advection accompanied by
copious rainfall. The result would be a notable MRA and, possibly, a moderate positive WeMOi. It is
also worth mentioning that seasonal averages of MRA (mm/month) and WeMOi are 48.7 and 0.39
(spring), 47.8 and 0.22 (summer), 66.0 and -0.01 (autumn) and 43.4 and 0.03 (winter) respectively.
According to these quantities, winter and especially autumn would be the seasons with more
concordance between MRA and negative WeMOi. Conversely, this concordance would be more
debatable for spring and summer.

The significance of the daily WeMO index on the monthly index, WeMOi, and its impact on
outstanding MRA may be derived from three selected months (Table 3). October 1965 is
characterised by the most negative WeMOi (-3.21) of the series. This is a month with a notable
number of rainy days and negative daily WeMO indices. It keeps very similar expected and standard
deviation of daily amounts, suggesting persistent synoptic situations in agreement with negative
WeMOi. A revision of daily synoptic surface charts (www.netweather.tv) shows a quite persistent low
pressure at the SW or W of the Iberian Peninsula and a Central Europe anticyclone. This synoptic
situation generates E or SE advection on the NE Spain, leading to heavy and persistent rainfall in Fabra Observatory. This is an example for which high MRA and negative WeMOi would be in almost perfect concordance.

December 1971 (Table 3) is characterised by a moderate negative WeMOi and a high number of high pressure days on the Iberian Peninsula (almost null or positive daily WeMO index). Nevertheless, a few days at the beginning and at the end of the month had negative WeMO index, with a low at the south of the Iberian Peninsula and a high centred on British Islands. This synoptic situation led to copious rainfall at the Fabra Observatory due to eastern advection. For instance, 196 mm/month were recorded on December 8th, 1971.

September 1993 (Table 3) corresponds to a positive WeMOi and a remarkable MRA of 248.1 mm/month. A close revision of daily WeMO indices manifests that only six days had negative WeMO index. The analysis of synoptic surface and 500 hPa charts shows that rainy days are not linked to a particular daily WeMO index sign. At surface level, the main pattern is an almost null pressure gradient over the Iberian Peninsula, whereas 500 hPa charts manifest the presence of a through. This through, combined with a relative low pressure in the Mediterranean coast, produced intense convective precipitation of short life, quite common at the end of summer. It is outstanding the maximum daily amount recorded on September 30th at Fabra Observatory (90.9 mm/month). It is worth of mention that all these three synoptic situations leading to notable daily amounts, whatever the sign of WeMOi, are in agreement with clusters obtained by Martín-Vide et al. (2008).

Discrepancies at monthly scale between MRA and WeMOi could be also consequence of other factors. The Fabra Observatory pluviometric regime is governed by a complex dynamic atmospheric mechanism, which could be sometimes clearly linked to WeMO index, but without neglecting the influences of other indices such as the NAO, MO and Artic Oscillation, AO, among others (Gonzalez-Hidalgo et al., 2009; Ríos-Cornejo et al., 2015). Additionally, the geopotential height for 500 hPa, characteristic not considered by these circulation indices, could be another relevant factor governing some rainfall episodes, especially at the end of summer and in autumn.

A complementary point of view of these facts is shown in Figures 11a and b. The ratio of positive WeMOi related to different MRA is shown in Figure 11a. It is worth mentioning that this ratio exceeds 50% up to 80 mm/month, it fluctuates around this percentage up to 140 mm/month and clearly it decreases to 10-20% for MRA exceeding 140 mm/month. Consequently, even for the highest MRA, a non-negligible number of MRA are linked to positive WeMOi. Quite similar patterns are detected for the evolution of the average WeMOi, <WeMO>, shown in Figure 11b. Whereas <WeMO> fluctuates around zero for MRA from 80 to 140 mm/month, it becomes clearly negative for MRA exceeding 140 mm/month.
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6. CONCLUSIONS.

A detailed analysis of the mono- and multifractal properties of MRA recorded at the Fabra Observatory (Barcelona, Spain) has permitted to ascertain the complexity of the physical mechanisms and the predictive instabilities of this rainfall series. All these properties have been compared with those corresponding to the WeMOi. In concordance with the meaning of the multifractal parameters, a fine structure of WeMOi should be easier determined than for MRA.

The prediction of MRA has been attempted from three points of view: fGn, ARIMA(p,1,0) on preceding MRA and ARIMA(p,1,0) on preceding WeMOi. Results of the fGn simulation are improved by both ARIMA regressive processes, which obtain a better match between real and predicted MRA, with MAD smaller than those obtained for the fGn model and with a reduction of the standard deviations of the MRA residuals. In short, the best predictive regression would be that based on the dependence of MRA on previous WeMOi.

The hypothesis of a relationship between MRA and negative WeMOi has been evaluated taking into account MRA-WeMOi cross-correlations and diagrams representing relationships between different MRA ranges and WeMOi. Both evaluation techniques are not conclusive with respect to the proposed hypothesis. Negative cross-correlations are not very relevant. Additionally, some notable MRA and a non negligible number of moderate MRA are associated with positive WeMOi. As proposed in Section 5, this behaviour should be the consequence of series being evaluated at monthly scale but including rain episodes only a few days long. Shorter recording time scales could be then convenient to establish a more clear relationship between rain amounts and WeMOi.

Additionally, as mentioned in Section 5.3, other indices based on atmospheric pressure at sea level, sea surface temperature or geopotential height at 500 hPa should not be discarded as factors conditioning recorded MRA series.
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List of Figures

Figure 1. MRA time series recorded at Fabra Observatory since 1917 to 2010 at a) monthly scale and b) along spring, summer, autumn and winter seasons.

Figure 2. Time series of the WeMOi at (a) monthly scale and (b) for spring, summer, autumn and winter seasons.

Figure 3. MRA monofractal analysis. a) Hurst. b) Hausdorff exponents, where black points are the selected values for an optimum log-log regression in agreement with Malamud and Turcotte (1999). c) correlation integral and d) correlation dimension.

Figure 4. a) Kolmogorov entropy and b) the two first Lyapunov exponents ($\lambda_1 = 0.16$ and $\lambda_2 = 0.11$) deduced from the reconstruction theorem.

Figure 5. MRA multifractal analysis based on the MF-DFA. a) Examples of $q$-order fluctuation function, $F_q(s)$, as a function of segment length $s$ and for $q=\pm 15$. b) Dependence of the generalised Hurst exponent, $h(q)$, on $q$. c) and d) Evolution of the Hölder exponent, $\alpha_q$, and $\tau(q)$ on $q$. e) Multifractal spectrum, shown by the open circles and centred on the critical Hölder exponent, $\alpha_0$, and its second degree polynomial fit (solid line). Straight dashed line depicts the theoretical upper limit of the multifractal spectrum.

Figure 6. a) Auto-correlation and b) power spectrum of MRA recorded at the Fabra Observatory. c) Comparison between MRA and fGn.

Figure 7. Results of the AR($p$) process for MRA. a) Evolution of MAD with the autoregressive order, $p$. b) Time series of the MRA residuals. c) Histogram of the MRA residuals.

Figure 8. MRA regressive prediction by assuming dependence on WeMOi. a) Evolution of MAD with the autoregressive order, $p$. b) Time series of the MRA residuals. c) Histogram of the MRA residuals. d) Relationship between MRA residuals and WeMOi.

Figure 9. (a) Spring, summer, autumn and winter cross-correlations, (b) monthly cross-correlation and (c) cross-power spectrum for MRA and WeMOi.

Figure 10. Relationship between MRA and WeMOi for a) the whole recording period and b) spring, summer, autumn and winter seasons.

Figure 11. a) Evolution of the percentage of positive WeMOi with increasing MRA. b) Average WeMOi, $<\text{WeMO}>$, for different MRA intervals of 15 mm/month.
<table>
<thead>
<tr>
<th>Monofractal parameters</th>
<th>MF-DFA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H$</td>
<td>$H_2$</td>
</tr>
<tr>
<td>MRA</td>
<td>0.54</td>
</tr>
<tr>
<td>WeMOi</td>
<td>0.67</td>
</tr>
</tbody>
</table>

**Table 1.** Summary of monofractal and multifractal parameters of MRA (this research) and WeMOi (Lana et al., 2015).

<table>
<thead>
<tr>
<th>MAD (mm/month)</th>
<th>fGn</th>
<th>ARIMA$_{MRA}$</th>
<th>ARIMA$_{WeMOi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>61.6</td>
<td>47.1</td>
<td>46.0</td>
<td></td>
</tr>
<tr>
<td>55.6</td>
<td>45.1</td>
<td>40.4</td>
<td></td>
</tr>
<tr>
<td>1.15</td>
<td>0.93</td>
<td>0.83</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2.** Summary of MAD, standard deviations of MRA residuals, $\sigma_{res}$, and the ratio $\sigma_{res}/\sigma_{MRA}$, where the standard deviation of MRA, $\sigma_{MRA}$, is 48.4 mm/month, for the three applied predictive processes.

<table>
<thead>
<tr>
<th>Month</th>
<th>WeMOi</th>
<th>MRA</th>
<th>ndW+</th>
<th>ndW-</th>
<th>ndW0</th>
<th>nrd</th>
<th>Rmax</th>
<th>$&lt;R&gt;$</th>
<th>$\sigma(R)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>October 1965</td>
<td>-3.21</td>
<td>285.3</td>
<td>0</td>
<td>27</td>
<td>4</td>
<td>16</td>
<td>50.0</td>
<td>17.8</td>
<td>17.1</td>
</tr>
<tr>
<td>December 1971</td>
<td>-0.99</td>
<td>365.6</td>
<td>6</td>
<td>13</td>
<td>12</td>
<td>12</td>
<td>196.0</td>
<td>30.5</td>
<td>55.8</td>
</tr>
<tr>
<td>September 1993</td>
<td>1.00</td>
<td>248.1</td>
<td>12</td>
<td>6</td>
<td>12</td>
<td>7</td>
<td>90.9</td>
<td>35.4</td>
<td>31.6</td>
</tr>
</tbody>
</table>

**Table 3.** Three selected months with different WeMOi signs and high MRA (mm/month). The number of days with positive, negative and almost null daily WeMO index are designed by ndW+, ndW- and ndW0 respectively. nrd is the number of rainfall days, Rmax the maximum daily rainfall (mm/day) and $<R>$ and $\sigma(R)$ the average and standard deviation (mm/day) of daily rainfall amounts.
Annual rainfall (mm/year)
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