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ABSTRACT

This paper introduces a recovery type error estimator yielding upper bounds of the error in energy norm for linear elastic fracture mechanics problems solved using the extended finite element method (XFEM). The paper can be considered as an extension and enhancement of a previous work in which the upper bounds of the error were developed in a FEM framework. The upper bound property requires the recovered solution to be equilibrated and continuous. The proposed technique consists of using a recovery technique, especially adapted to the XFEM framework that yields equilibration at a local level (patch by patch). Then a postprocess based on the partition of unity concept is used to obtain continuity. The result is a very accurate but only nearly statically admissible recovered stress field, with small equilibrium defaults introduced by the postprocess. Sharp upper bounds are obtained using a new methodology accounting for the equilibrium defaults, as demonstrated by the numerical tests.
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1. Introduction

The eXtended Finite Element Method (XFEM) is currently a well established very efficient numerical technique for modelling inclusions and cracks [1,39]. With respect to the standard Finite Element Method (FEM), XFEM has the advantage of making the finite element mesh independent of the crack geometry. Thus, the mesh does not need to be modified during the crack propagation process. The XFEM uses the partition of unity concept [2] to add new interpolation functions that enrich the mathematical representation of the solution in the vicinity of the crack.

The first developments in this method [1,39] were soon followed by a considerable amount of publications as described in [3]. Thanks to all these developments and to the latter contributions in this field (see for example [4,11]) the XFEM is now considered to be a robust and highly accurate tool to analyze Linear Elastic Fracture Mechanics (LEFM) problems.

As in the FEM, the results obtained using the XFEM are affected by the discretization error associated with the finite size of the elements. In fact, this technique tends to be used with coarse discretizations. Thus, it is necessary to quantitatively assess their quality and, consequently, error estimation techniques are also required in the XFEM context.

1.1. Error assessment in the FEM

The error assessment tools for Finite Element analysis are already standard. These tools are classified [12,13] mainly into two families: residual type error estimators and recovery based error estimators.

Although the a posteriori implicit residual type estimators have a sounder mathematical basis, the recovery based estimates, based on the ideas of Zienkiewicz and Zhu [14] and, in particular, those based on the Superconvergent Patch Recovery technique (SPR) [15,16], are often preferred by practitioners due to their simple implementation and robustness [17,18].

Since the publication of the SPR technique [15], numerous authors [19,21] have proposed new recovery techniques based on the results obtained from the FE analyses. Xiao and Karihaloo [22] presented an extensive literature review of this kind of techniques. Refs. [23] and [24] are especially relevant for the developments presented in this paper.

Ref. [23] presents the SPR C recovery technique. It consists in enforcing internal and boundary equilibrium equations and the compatibility equation at each patch. These additional constraints in the stress patch recovery are implemented using the Lagrange multipliers technique.

Ref. [24] describes the SPR C technique which is an adaptation of the SPR C technique to linear elasticity problems with singularities solved with FEM. This adaptation is based on two fundamental aspects:

a) The stress field is decomposed into a singular field and a smooth field (smooth + singular stress field splitting) around the crack tip.
Then, a different recovery technique is used for each component: the SPR C technique for the smooth part, and a reconstruction of the singular field using the stress intensity factors (SIFs) $K_1$ and $K_2$ computed from the interaction integral [25,26] for the singular part.

b) Use of the conjoint polynomial enhancement proposed by Blacker and Belytschko [21]. This is a PUM based technique that adequately weights the different values of recovered stresses obtained at each point from different patches.

1.2. Upper error bounds in the FEM

The residual type error estimators build up a statically admissible stress field and furnish upper bounds of the energy norm of the error [12,13,27,28]. This has been a traditional advantage of the residual type estimators over recovery based error estimators which were unable to produce guaranteed upper bounds of the error in energy norm.

Other approach aims at obtaining upper error bounds involving dual analysis that directly provides an equilibrated solution. This solution is compared with the standard and compatible solution in order to assess the error [29,30]. The obtained estimate is therefore an upper error bound.

Ref. [31] introduces a recovery based technique that provides practical upper error bounds for the FEM framework. The technique is based on obtaining a recovered equilibrated stress field. The technique proposed in this reference provides a very accurate estimation of the error in energy norm and, additionally, a practical upper bound of the error that shows a good behaviour in problems with smooth solutions. Nevertheless, if this approach is used in problems containing singularities, the effectivity of the estimate is not guaranteed in a mesh refinement procedure.

1.3. Error assessment tools in the XFEM

The literature on error estimation methods for mesh based PUMs, however, is very limited. Xiao et al. [10] propose an approach based on the use of the Moving Least Squares (MLS) technique adapted to the XFEM framework and the use of statically admissible basis functions to obtain a recovered stress field that improves the accuracy of the stresses obtained by XFEM. In any case, these authors do not use the recovered stress field to obtain an upper estimate.

Strouboulis et al. [9] propose the use of a recovery type error estimator for the Generalized Finite Element Method (GFE) yielding good results for $h$ adapted meshes. A later proposal includes two new a posteriori error estimators for GFE [32]. The first one is based on patch residual indicators and provides an accurate theoretical upper bound estimate, but its computed version severely underestimates the exact error. The second one is an error estimator based on a recovered displacement field and its performance is closely related to the quality of the GFE solution.

Bordas and co workers [33 35] have recently developed recovery techniques adapted to the XFEM framework yielding very accurate estimations of the error in energy norm but lacking from the equilibrium constraints needed to guarantee the upper bound property. The first technique is a MLS approach that introduces a visibility criterion and a MLS basis enriched with crack tip functions, and the second one is a global derivative recovery formulation extended to XFEM problems.

Recently, a technique that provides local error bounds on quantities of interest for problems in the XFEM context has been presented in [36]. This new technique is an extension to enriched approximations of the constitutive relation error (CRE) concept previously used to obtain error bounds for FEM formulations.

Rõdenas et al. [37] developed a modification of the SPR technique, specifically adapted to the XFEM framework, that makes use of a singular + smooth stress field splitting technique around the crack tip similar to that described in [24] for FEM. Ref. [37] uses a simplified version of the SPR C technique [23] to enforce the boundary equilibrium equation. This simplified SPR C technique imposes the fulfillment of the boundary equilibrium equation in boundary nodes but does not impose the satisfaction of the internal equilibrium equation.

1.4. Objective and outline of the paper

Although a few techniques to obtain upper bounds for XFEM approximations have been developed through a residual approach, to the authors’ knowledge, there are no available recovery based techniques to evaluate upper error bounds in XFEM.

This paper proposes an improvement of the technique described in [31] and its adaptation to XFEM in order to obtain sharp upper bounds of the exact error in energy norm for linear elastic fracture mechanics (LEFM) problems solved with this technique.

The remainder of the paper is organized as follows: Section 2 briefly introduces the problem and presents the XFEM and the interaction integral used to evaluate the stress intensity factors (SIFs) $K_1$ and $K_2$. The main concepts exposed in [31] are resumed in Section 3 and serve as the basis for the development of the technique for error bounding in XFEM presented in Section 4. The numerical examples included in Section 5 demonstrate that the proposed strategy provides very sharp and reliable practical upper error bound estimates for XFEM. Finally, Section 6 provides a summary and some concluding remarks.

2. Problem statement and XFEM solution

Consider the 2D linear elasticity problem. The unknown displacement field $\mathbf{u}$, taking values in $\Omega \subset \mathbb{R}^2$, is the solution of the boundary value problem

\[
-\nabla \cdot \mathbf{\sigma}(\mathbf{u}) = \mathbf{b} \quad \text{in} \quad \Omega \quad \text{(1a)}
\]

\[
\mathbf{\sigma}(\mathbf{u}) \cdot \mathbf{n} = \mathbf{t} \quad \text{on} \quad \Gamma_N
\]

\[
\mathbf{u} = \mathbf{0} \quad \text{on} \quad \Gamma_D
\]

where $\Gamma_N$ and $\Gamma_D$ with $\partial \Omega = \Gamma_N \cup \Gamma_D$ and $\Gamma_N \cap \Gamma_D = \emptyset$, are the Neumann and Dirichlet parts of the boundary. The Dirichlet boundary condition (1c) is taken homogeneous for the sake of simplicity.

The weak form of the problem reads: Find $\mathbf{u} \in \mathbf{V}$ such that

\[
\mathbf{a}(\mathbf{u}, \mathbf{v}) = l(\mathbf{v}) \quad \text{for all} \quad \mathbf{v} \in \mathbf{V} \quad \text{(2)}
\]

where $\mathbf{V}$ is the standard test space for the elasticity problem and

\[
\mathbf{a}(\mathbf{u}, \mathbf{v}) := \int_{\Omega} \mathbf{\sigma}(\mathbf{u}) : \mathbf{e}(\mathbf{v}) \, \mathrm{d}\Omega = \int_{\Omega} \mathbf{\sigma}(\mathbf{u}) : D^{-1} : \mathbf{e}(\mathbf{v}) \, \mathrm{d}\Omega \quad \text{(3a)}
\]

\[
l(\mathbf{v}) := \int_{\Gamma_D} \mathbf{b} \cdot \mathbf{n} \, \mathrm{d}\Gamma + \int_{\Gamma_N} \mathbf{t} \cdot \mathbf{n} \, \mathrm{d}\Gamma \quad \text{(3b)}
\]

where $D$ is the Hooke’s tensor, $\mathbf{\sigma}$ and $\mathbf{e}$ denote the stress and strain operators.

The bilinear form $\mathbf{a}(\cdot, \cdot)$ can also be expressed in terms of stresses by formally introducing $\mathbf{\sigma}(\cdot, \cdot)$ such that

\[
\mathbf{a}(\mathbf{\sigma}, \mathbf{\tau}) := \int_{\Omega} \mathbf{\sigma} : D^{-1} : \mathbf{\tau} \, \mathrm{d}\Omega \quad \text{(4)}
\]

Note that $\mathbf{a}(\mathbf{u}, \mathbf{v}) = \mathbf{a}(\mathbf{\sigma}(\mathbf{u}), \mathbf{\tau}(\mathbf{v}))$.

LEFM problems are characterized by the singularity at the crack tip. The following expressions show the first term of the asymptotic
expansion of the solution for mixed mode load conditions in 2D [38]:

\[
\begin{align*}
\{u\} &= \frac{K_{II}}{2\mu \sqrt{2\pi}} \left\{ \begin{array}{c}
\cos \frac{\phi}{2} \left[ \kappa - 1 + 2 \sin \frac{\phi}{2} \right] \\
\sin \frac{\phi}{2} \left[ \kappa + 1 - 2 \cos \frac{\phi}{2} \right]
\end{array} \right\} \\
&\quad + \frac{K_{II}}{2\mu \sqrt{2\pi}} \left\{ \begin{array}{c}
\sin \frac{\phi}{2} \left[ \kappa + 1 + 2 \cos \frac{\phi}{2} \right] \\
- \cos \frac{\phi}{2} \left[ \kappa - 1 - 2 \sin \frac{\phi}{2} \right]
\end{array} \right\}
\end{align*}
\]  
(5)

\[
\begin{align*}
\left\{ \sigma_{\text{sing.11}} \right\} &= \frac{K_{II}}{2\mu \sqrt{2\pi}} \left\{ \begin{array}{c}
1 - \sin \frac{\phi}{2} \sin \frac{3\phi}{2} \\
\sin \frac{\phi}{2} \cos \frac{3\phi}{2}
\end{array} \right\} \\
\left\{ \sigma_{\text{sing.12}} \right\} &= \frac{K_{II}}{2\mu \sqrt{2\pi}} \left\{ \begin{array}{c}
- \sin \frac{\phi}{2} \left[ 1 + \cos \frac{\phi}{2} \cos \frac{3\phi}{2} \right] \\
\cos \frac{\phi}{2} \left[ 1 - \sin \frac{\phi}{2} \sin \frac{3\phi}{2} \right]
\end{array} \right\} \\
\left\{ \sigma_{\text{sing.22}} \right\} &= \frac{K_{II}}{2\mu \sqrt{2\pi}} \left\{ \begin{array}{c}
\sin \frac{\phi}{2} \cos \frac{3\phi}{2} \\
\cos \frac{\phi}{2} \sin \frac{3\phi}{2}
\end{array} \right\}
\end{align*}
\]  
(6)

where \( r \) and \( \phi \) represent polar coordinates with respect to the crack tip, \( K_I \) and \( K_{II} \) are the stress intensity factors (SIFs) for modes I and II, \( \mu \) is the shear modulus, and \( \kappa \) is the Kolosov constant, defined as functions of \( E \) (Young’s modulus) and \( \nu \) (Poisson’s coefficient) according to the following expressions

\[ \kappa = \frac{3 - 4\nu}{1 + \nu} \text{ plane strain} \]

\[ \kappa = \frac{3 - \nu}{1 + \nu} \text{ plane stress} \]

2.1. The extended finite element method (XFEM)

In the XFEM formulation used to solve the problem stated above, the displacement discontinuity across the crack is introduced by means of the use of additional degrees of freedom in the nodes of elements that contain the crack. This precludes the need for a conforming mesh to describe the geometry of the crack [39,40]. The XFEM formulation also introduces singular enrichment functions to represent the singular behaviour of the solution around the crack tip that reduce the need for the use of adaptive analysis techniques to improve the accuracy of the results. Thus, the XFEM displacements interpolation for point \( x \) in a 2D model is given by:

\[ u_x = \sum_{i} N_i a_i + \sum_{j} N_j H(x) b_j + \sum_{m} N_m \sum_{k} F_k(x) \kappa_m \]

(7)

where \( N_i \) is the shape function associated with node \( i \), \( a_i \) and \( b_i \) are nodal degrees of freedom corresponding to displacements. In the equation above, \( i \) set is the set of all the nodes in the mesh, \( M \) is the subset of nodes enriched with crack tip functions and \( J \) is the subset of nodes enriched with the Heaviside function, see Fig. 1. The Heaviside function \( H(x) \) in Eq. (7), with unit modulus and change of sign on the crack faces, describes the discontinuity of the displacements field in elements intersected by the crack. The \( F_k(x) \) singular functions represent the first term of the asymptotic expansion of the displacement field, see Eq. (5), in the vicinity of the crack tip. The \( F_k(x) \) functions for the 2D case are:

\[ (F_k(r, \phi)) = r \left\{ \begin{array}{l}
\sin \frac{\phi}{2} \cos \frac{\phi}{2} \sin \frac{\phi}{2} \cos \frac{\phi}{2} \sin \phi, \\
\cos \frac{\phi}{2} \sin \frac{\phi}{2} \cos \frac{\phi}{2} \sin \phi.
\end{array} \right\} \]

The XFEM implementation used to obtain the numerical results presented in this paper is described in detail in [37]. Summarizing, the main characteristics of this implementation are:

- Use of bilinear quadrilaterals.
- Decomposition of elements containing the crack into integration subdomains, that do not contain the crack [1].
- Use of the quasi polar integration proposed by Laborde et al. [7], with a 5 × 5 quadrature rule, in triangular integration subdomains of elements containing the crack tip (see Fig. 1).
- Use of a circular fixed enrichment area \( B(x_0, r_c) \) with radius \( r_c \) with its centre at the crack tip \( x_0 \) (see Fig. 1) as proposed in \([7,8]\) to improve the convergence rate of the XFEM solution.

2.2. Evaluation of stress intensity factors (SIFs)

The Stress Intensity Factors (SIFs) \( K_I \) and \( K_{II} \) are characterizing parameters in linear elastic fracture mechanics problems. Global methods used to extract the values of the SIFs are usually considered to be the most accurate and efficient \([41,42]\). Global methods based on the equivalent domain integral of path independent integrals (EDI methods) are especially appropriate for FEM or XFEM frameworks.

The interaction integral described in \([25,26]\) has been used in this paper. This method provides accurate values of the SIFs \( K_I \) and \( K_{II} \) for mixed mode problems using auxiliary extraction fields. The reader is referred to \([37]\) and the references therein for further details.

3. Upper bounds of the error in FEM

The upper bound property of the error requires the recovered stress field to be statically admissible. In the technique described in \([31]\), devoted to the evaluation of upper bounds of the error in FEM using recovery based estimates, equilibrium is obtained locally at each patch. Later, a postprocessing technique based on the Partition of Unity concept is used to enforce continuity. However, this postprocess slightly modifies the global equilibrium. As a result, the final stress field is continuous but the statical admissibility is only obtained approximately. The technique proposed in this reference takes into account the equilibrium defaults of the recovered stress field to
evaluate an upper bound of the error. A summary of the theoretical basis of this technique is outlined below:

### 3.1. Statically admissible stress field and upper bounds

The basis of the technique proposed in [31] is Proposition 3. Let \( \sigma^*_i := \sigma^* - \sigma(\mathbf{u}^i) \) be an error estimate of the stress field \( \sigma(\mathbf{u}) \) evaluated using FEM, where \( \sigma^* \) is a recovered statically admissible stress field. Let \( |\mathbf{e}| \) be the exact error in energy norm and \( \sqrt{a(\sigma^*_i, \sigma^*_j)} \) the energy norm associated to \( \sigma^*_i \):

\[
|\mathbf{e}|^2 = \int \mathbf{T} \left( \mathbf{\sigma} - \mathbf{\sigma}(\mathbf{u}^i) \right) \mathbf{T}^{-1} \left( \mathbf{\sigma} - \mathbf{\sigma}(\mathbf{u}^i) \right) \, d\Omega
\]

(9)

\[a(\sigma^*_i, \sigma^*_j) = \int \mathbf{T} \left( \mathbf{\sigma}^* - \mathbf{\sigma}(\mathbf{u}^i) \right) \mathbf{T}^{-1} \left( \mathbf{\sigma}^* - \mathbf{\sigma}(\mathbf{u}^i) \right) \, d\Omega \]

(10)

Under these circumstances and recalling that \( \mathbf{u}^i \) is kinematically admissible one gets:

\[
|\mathbf{e}|^2 \leq a(\sigma^*_i, \sigma^*_j)
\]

(11)

### 3.2. Nearly statically admissible stress field and upper bound of the error

Ref. [31] proposes the use of the SPR C technique [23] to obtain interpolation polynomials \( \mathbf{\sigma}^* \) that describe the recovered stress field in the patch of elements associated to each vertex node \( i \). The SPR C technique ensures the satisfaction of the internal and boundary equilibrium equations and also the satisfaction of the strains compatibility equation.

**Remark 1.** Body loads \( \mathbf{b} \) are approximated by a 1st order Taylor’s expansion around the patch assembly node, whereas boundary tractions \( \mathbf{t} \) are approximated by a 2nd order Taylor’s expansion around the same point. The results obtained using this approximation are very accurate.

The global continuous recovered stress field \( \mathbf{\sigma}^* \) is obtained from the local descriptions of stresses in each patch \( \mathbf{\sigma}^*_i \) using the Partition of Unity concept as indicated in the following equation:

\[
\mathbf{\sigma}^* = \sum_{i=1}^{n_v} N_i^* \mathbf{\sigma}^*_i(\mathbf{x})
\]

(12)

where \( n_v \) is the number of vertex nodes in each element and \( N_i^* \) are the linear version of the shape function corresponding to each vertex node. This technique to obtain \( \mathbf{\sigma}^* \) was termed the **conjoint polynomial enhancement** in 1994 by Blacker and Belytschko[21].

The divergence of \( \mathbf{\sigma}^* \) is:

\[
- \nabla \cdot \mathbf{\sigma}^* = - \sum_{i=1}^{n_v} N_i^* \cdot \nabla \mathbf{\sigma}^*_i - \sum_{i=1}^{n_v} \mathbf{\sigma}^*_i \cdot \nabla N_i^* = \mathbf{b} - \sum_{i=1}^{n_v} \mathbf{\sigma}^*_i \cdot \nabla N_i^*. \]

(13)

This equation shows that despite of the fact that the local representation of stresses at each patch \( \mathbf{\sigma}^*_i \) satisfies the equilibrium equations, the \( \mathbf{\sigma}^* \) stresses are not equilibrated due to the term \( \mathbf{b} \). Thus, \( \mathbf{\sigma}^* \) is a nearly statically admissible stress field that satisfies the boundary equilibrium equation (each \( \mathbf{\sigma}^*_i \) satisfies this equation) but does not exactly fulfill the internal equilibrium equation. In fact, it fulfils a slightly modified version of this equation:

\[
- \nabla \mathbf{\sigma}^* = \mathbf{b} + \mathbf{s}
\]

(15)

Under these circumstances Proposition 5 in Ref. [31] provides the following expression for the upper bound of the error in energy norm

\[
|\mathbf{e}|^2 \leq a(\sigma^*_i, \sigma^*_j) - 2 \int \mathbf{e} \cdot \mathbf{s} \, d\Omega
\]

(16)

And using the Cauchy Schwartz inequality:

\[
|\mathbf{e}|^2 \leq a(\sigma^*_i, \sigma^*_j) + 2 \int \mathbf{e} \cdot \mathbf{s} \, d\Omega \leq a(\sigma^*_i, \sigma^*_j) + 2 |\mathbf{e}| |\mathbf{s}| \leq E_{\text{iso}}
\]

(17)

According to Strouboulis et al. [32] we have to distinguish between a theoretical upper estimator, its computed version and a computable upper estimator. It is possible to have a theoretical upper estimator with good effectivity greater than one while its computed version can, under certain circumstances, severely underestimate the norm of the exact error (specially in the context of the GFEM, XFEM and other similar methods). By computable upper estimator the authors refer to a corrected version of the computed estimate so that it can guarantee the upper bound property.

According to the definitions given by these authors, the expression shown in Eqs. (16) and (17) are theoretical upper estimators. A procedure to obtain a computed version of Eq. (17) was presented in Ref. [31].

In Eq. (17) the terms \( S(\sigma^*_i, \sigma^*_j) \) and \( |\mathbf{s}| \) are computable. Diez et al. [31] proposed a technique that can be used to obtain an accurate estimation of \( |\mathbf{e}|_L \). The convergence rate of \( |\mathbf{e}|_L \) is higher than the convergence rate of \( |\mathbf{e}|_E \), therefore the use of a good approximation to \( |\mathbf{e}|_L \) is enough to provide good quality upper bounds for \( |\mathbf{e}|_E \), as proven by the numerical examples. The technique used to estimate \( |\mathbf{e}|_L \) consists of using the last mesh of the sequence of meshes as the reference solution for the evaluation of \( |\mathbf{e}|_L \) in the rest of the meshes. Finally, the value for the last mesh, \( N \), is obtained by extrapolation from the value calculated for mesh \( N-1 \). The technique provided good quality computed upper bounds for \( |\mathbf{e}|_E \) in problems with smooth solutions. However, inaccurate upper bounds were obtained for problems with singular solutions as a result of the increase of the \( |\mathbf{s}|_L \) term with the mesh refinement.

### 4. Upper bounds of the error in XFEM

This section presents a new theoretical upper bound of the error in energy norm, more general than Eq. (16), and adapted for LEMF problems solved with the XFEM.

The proposed technique, as in the FEM case, is based on the evaluation of a nearly statically admissible recovered stress field \( \mathbf{\sigma}^* \) and the consideration of the defects of equilibrium through the use of a correction term. For the evaluation of \( \mathbf{\sigma}^* \) we propose the use of a recovery technique specially adapted to the XFEM called SPR CX, derived from the SPR technique and described in Section 4.1.2. Regarding to the consideration of the equilibrium defaults, and in order to obtain the computed version of the theoretical bound, we propose the use of a technique that noticeably outperforms the behaviour of the technique described in Section 3. This new technique, which provides very sharp upper error bounds, is presented in Section 4.2.
4.1. The SPR CX stress recovery technique

The SPR CX technique described here, derived from the stress recovery technique exposed in [23,24,37], will be used to obtain the recovered nearly statically admissible $\sigma^i$ field.

4.1.1. Equilibrated recovered stress field at patches based on a singular + smooth stress field splitting

The exact stress field can be expressed as the sum of two fields, a smooth stress field $\sigma_{\text{smo}}$ and a singular stress field $\sigma_{\text{sing}}$:

$$\sigma = \sigma_{\text{smo}} + \sigma_{\text{sing}}.$$  \hfill (18)

Considering the above expression, the recovered stress field $\sigma^*$ required to compute the error estimate given in Eq. (10) can be expressed as the contribution of two recovered stress fields, smooth $\sigma^*_{\text{smo}}$ and singular $\sigma^*_{\text{sing}}$:

$$\sigma^* = \sigma^*_{\text{smo}} + \sigma^*_{\text{sing}}.$$  \hfill (19)

The stress field represented by the first term of the asymptotic expansion in the vicinity of the singular point given in Eq. (6) will be used to obtain the recovered singular stress field $\sigma^*_{\text{sing}}$. This equation provides an accurate representation of the singular stress field at patches based on a singular + smooth field.

$$\left\{ \begin{array}{l}
\sigma^*_{\text{sing}, 11} = \frac{K_{\text{I}}^*}{\sqrt{2\pi r}} \cos \frac{\phi}{2} \left( 1 - \sin \frac{\phi}{2} \sin \frac{3\phi}{2} \right) \\
\sigma^*_{\text{sing}, 12} = \frac{K_{\text{I}}^*}{\sqrt{2\pi r}} \sin \frac{\phi}{2} \left( 1 + \sin \frac{\phi}{2} \sin \frac{3\phi}{2} \right) \\
\sigma^*_{\text{sing}, 22} = \frac{K_{\text{II}}^*}{\sqrt{2\pi r}} \sin \frac{\phi}{2} \cos \frac{\phi}{2} \left( 1 - \sin \frac{\phi}{2} \sin \frac{3\phi}{2} \right) \\
\end{array} \right.$$  \hfill (20)

The smooth stresses directly obtained using the XFEM for this type of problems are a finite element approximation of the stress field $\sigma$. An FE type stress representation of the smooth field $\sigma_{\text{smo}}$ can be obtained using the following equation:

$$\sigma^*_{\text{smo}} = \sigma^* - \sigma^*_{\text{sing}}.$$  \hfill (21)

Therefore, assuming that $\sigma^*_{\text{sing}}$ is a good approximation of $\sigma^*_{\text{sing}}$, $\sigma^*_{\text{smo}}$ can be calculated using the following expression:

$$\sigma^*_{\text{smo}} \approx \sigma^* - \sigma^*_{\text{sing}}.$$  \hfill (22)

Once the $\sigma^*_{\text{smo}}$ field has been obtained, the SPR C technique [23] is used to obtain an equilibrated description of the smooth solution at each patch $\sigma^*_{\text{smo}, i}$, where $i$ indicates the $i$th patch assembly node. Both, a discrete and a continuous approach can be used for the least squares fitting [43]. In the discrete formulation, which is the traditional approach, the stresses are sampled at the superconvergence points. In the continuous formulation, the functional representing the $L_2$ norm of the difference between the XFEM (or FEM) solution gradient $\sigma^b$ and the polynomial expansion representing the recovered field $\sigma^*$ is minimized. This procedure implies sampling the stresses at the integration points of the quadrature rule but also the use of the weighting factors given by the quadrature rule at each of these points. Our numerical experience has shown a better performance of the error estimator using the continuous formulation, which has been the approach used in our implementation.

Finally, the recovered stresses at each patch are evaluated as

$$\sigma^i = \sigma^*_{\text{smo}} + \sigma^*_{\text{sing}}.$$  \hfill (23)

This decomposition recovery technique is particularly effective in the vicinity of the singularity, although it does not need to be used in the whole domain of the problem. Far from the singularity, the equilibrated stress field at each patch can be adequately recovered using the SPR C technique. In the proposed procedure, if the patch contains an enriched node, the singular + smooth stress decomposition method, described above, is used to compute $\sigma^i$, otherwise the SPR C technique is used to directly obtain $\sigma^i$ from $\sigma^b$. Thus, in patches outside the decomposition area $\sigma^i$ is stress interpolation polynomials, whereas in patches within the decomposition area $\sigma^i$ represents stress interpolation functions that contain a polynomial part $\sigma^*_{\text{smo}}$ and a singular part $\sigma^*_{\text{sing}}$.

Fig. 2 illustrates how the patch stress interpolation functions $\sigma^i$ are obtained in the different domain areas of the problem.

Remark 2. The recovered stress field at each patch $\sigma^i$ is obtained by the addition of two functions that, individually, satisfy the equilibrium equations. On the one hand the SPR C technique enforces $\sigma^i$ to satisfy the internal equilibrium and boundary equilibrium equations; on the other hand $\sigma^i$ also satisfies the internal equilibrium equation because it is evaluated using Eq. (20), derived from Eq. (6) which is the first term of the asymptotic expansion that describes the stress field in the vicinity of the crack tip. Therefore, adding these two terms produces a statically admissible stress field.

Remark 3. Using the argument exposed in Remark 2 we can also justify that $\sigma^i$ also satisfies the compatibility equation. Note that the
satisfaction of this equation is not necessary for the upper bound property. Thus, it is only used to improve the quality of $\sigma^s$.

**Remark 4.** Observe that the use of this technique can be directly extended to deal with problems with multiple crack tips, as long as they do not interact with each other or with the boundary, because the singular + smooth stress field decomposition technique is only used in the vicinity of the crack tip.

### 4.1.2. Patch assembly

As in the standard SPR technique, the patches are composed by the elements that surround each of the vertex nodes of the mesh. However, for patches containing the crack it is not convenient to use one single function $\sigma^s_i$ to represent the stress state in the whole patch. In these cases two different patches are created, one at each side of the crack. Each of these two patches is composed by the integration subdomains of the elements of the original patch of elements located at each side of the crack. This allows the use of different functions to represent the stress state at each side of the crack.

In the SPR CX technique crack surfaces are treated as any other external boundary. Assuming that there is no contact between the crack surfaces, these surfaces will be free of external tractions. The procedure used to obtain $\sigma^s_i$ in patches located along the boundary of the domain is described in [23]. According to this procedure, the boundary equilibrium equation can be easily imposed along the external boundaries. To do this we will use a local Cartesian reference system used to describe $\sigma^s_i$ with the origin located over the patch assembly node and with the axes aligned with the normal and tangential direction with respect to the surface. This procedure cannot be directly applied on the crack because in the general case there are no nodes along the crack. In this case, the local Cartesian reference system used to describe $\sigma^s_i$ will be located on the point of the crack (or its prolongation) closest to the patch assembly node, as described in Fig. 3.

**Remark 5.** Some of the subpatches next to the crack can even be composed by a single integration domain. Rank deficiency during the least squares fitting is avoided in these cases if the number of Gauss points used in the integration subdomains is equal to or greater than the number of polynomial terms used to describe each stress component.

### 4.1.3. Nearly statically admissible continuous recovered stress field $\sigma^s$

The stress values at each point into the elements are evaluated from different patches because patches overlap each other. More precisely, the stress values at each point into the elements are evaluated from $n_v$ patches, being $n_v$ the number of vertex nodes in the element. As in the FEM context, a continuous recovered stress field $\sigma^s$ will be evaluated from the stress contribution corresponding to each patch $\sigma^s_i$ by means of the Partition of Unity procedure indicated in Eq. (12).

Again, in the XFEM context this process introduces defects in the equilibrium and compatibility equations. These lacks of equilibrium will be considered in the evaluation of the upper bound of the discretization error.

### 4.2. Correction of the estimated error in energy norm: The theoretical upper bound of the error.

The technique previously described provides a field $\sigma^s$ that does not fully satisfy the internal equilibrium equation, but verifies the slightly modified version of this equation shown in Eq. (15).

**Remark 1.** Exposed that with the SPR C technique [24] body loads $b$ are approximated by a 1st order Taylor’s expansion around the patch assembly node, whereas boundary tractions $t$ are approximated by a 2nd order Taylor’s expansion. In the examples presented in Section 5 body loads are assumed to be null, therefore, the approximation does not introduce further equilibrium defects in the internal equilibrium equation. The second assumption related to the approximation of $t$ using a 2nd order Taylor’s expansion around the patch assembly node can be considered as very accurate in the FEM framework. However, the lack of equilibrium along the boundary must also be taken under consideration in XFEM, where the size of the elements tends to be bigger than in FEM.

**Proposition 1.** Let $\sigma^s$ be such that $\sigma^s \cdot n$ is continuous almost everywhere (a.e.) along any interior curve $\Gamma \subset \Omega$ (being $n$ the unit normal to $\Gamma$) and

$$- \nabla \sigma^s = b + s \quad \text{a.e. in } \Omega$$

$$\sigma^s \cdot n = t + r \quad \text{a.e. on in } \Gamma$$

Note that if $s = 0$ and $r = 0$, $\sigma^s$ is statically admissible. For small $s$ and $r$ (when compared to $b$ and $t$, respectively) $\sigma^s$ is said to be nearly statically admissible, up to the equilibrium default terms.

Then, the following expression holds:

$$a(\sigma^s, \sigma(v)) = l(v) + \int_{\Omega} \mathbf{v} \cdot \mathbf{s} \, d\Omega + \int_{\Gamma} \mathbf{v} \cdot \mathbf{r} \, d\Gamma$$

for all $v \in V$ (25)

and, as a direct consequence assuming that the Dirichlet boundary conditions are homogeneous

$$||u||^2 = a(\sigma(u), \sigma(u)) \leq a(\sigma^s, \sigma^s) - 2 \int_{\Omega} u \cdot \mathbf{s} \, d\Omega - 2 \int_{\Gamma} u \cdot \mathbf{r} \, d\Gamma$$

Moreover, the error approximation $\sigma^s := \sigma^s - \sigma(u^h)$ is also providing an upper bound of the error norm, up to the equilibration default terms

$$||e||^2 = a(e, e) = a(\sigma_s, \sigma_s) \leq a(\sigma_s^s, \sigma_s^s) - 2 \int_{\Omega} e \cdot \mathbf{s} \, d\Omega - 2 \int_{\Gamma} e \cdot \mathbf{r} \, d\Gamma = E_{eq}^2$$

and this latter property stands also for non homogeneous Dirichlet boundary conditions, up to oscillation terms.

These results are valid even if $\sigma$ exhibits singularities. Note however that in the presence of singularities, the equilibrium default associated with a post processed solution $\sigma^s$ is possibly large unless $\sigma^s$ has a singularity of the same kind.

**Proof.** The expression (25) is derived by the standard weighted residuals technique combined with the usual integration by parts.
from Eq. (24) (using Eqs. (24a) and (24b) and the fact that the test function \( v \) vanishes on \( \Gamma_0 \):

\[
\int_{\Omega} v \cdot (b + s)\,d\Omega = - \int_{\Omega} \nabla \cdot \sigma^*\,d\Omega
\]

\[
= - \int_{\Omega} \nabla \cdot (\sigma^* + v)\,d\Omega + \int_{\Omega} \nabla v \cdot \sigma^*\,d\Omega
\]

\[
= - \int_{\Omega} \nabla \cdot (\sigma^* + v)\,d\Omega + \int_{\Omega} (\nabla v + \nabla^T v) \cdot \sigma^*\,d\Omega
\]

\[
= - \int_{\Omega} \nabla v \cdot (\sigma^* + v)\,d\Omega + \int_{\Omega} \nabla^T v \cdot (\sigma^* + v)\,d\Omega
\]

Then Eq. (25) follows by considering the definition of \( l(v) \).

Thus, the proof of Eq. (26) is straightforward by considering in Eq. (25) \( v = u \) (this requires that in the original problem, the Dirichlet boundary conditions state that \( u = 0 \) on \( \Gamma_0 \):

\[
a(\sigma^*, \sigma(u)) = l(u) + \int_{\Omega} u \cdot s\,d\Omega + \int_{\Gamma_0} \mathbf{n} \cdot (\sigma^*)\,d\Gamma
\]

and therefore

\[
0 \leq a(\sigma(u) - \sigma^*, \sigma(u) - \sigma^*) = a(\sigma(u), \sigma(u)) - 2a(\sigma^*, \sigma(u)) + a(\sigma(u), \sigma(u)) - 2\int_{\Omega} u \cdot s\,d\Omega - 2\int_{\Gamma_0} \mathbf{n} \cdot (\sigma^*)\,d\Gamma + a(\sigma^*, \sigma^*)
\]

The proof of Eq. (27) is similar, by considering in Eq. (25) \( v = e \) (this can be done, up to oscillation terms, even in the original problem the Dirichlet boundary conditions are non homogeneous). Thus,

\[
a(\sigma^*, \sigma(e)) = l(e) + \int_{\Omega} e \cdot s\,d\Omega + \int_{\Gamma_0} \mathbf{n} \cdot e\,d\Gamma
\]

that results on

\[
a(\sigma^*, \sigma(e)) = a(\sigma(e), \sigma(e)) + \int_{\Omega} e \cdot s\,d\Omega + \int_{\Gamma_0} \mathbf{n} \cdot e\,d\Gamma
\]

Note that the following error representation has been used

\[
a(\sigma(e), \sigma(e)) = l(e) - a(\sigma(u^0), \sigma(e)).
\]

Thus, Eq. (27) is proved using the same idea as before by simply considering the positiveness of \( a(\sigma(e) - \sigma^*, \sigma(e) - \sigma^*) \).

The expression shown in Eq. (27) is a theoretical upper estimator. Its computed version remains to be calculated.

In Eq. (27) the value of \( s \) is evaluated using Eq. (14). On the other hand, the value of \( r \), that represents the residual of the boundary equilibrium equation, can be evaluated using

\[
r = \sigma^* \cdot n - t = \sum_{i=1}^{N} N_i^* \cdot e_{hi}^* \cdot n - t.
\]  

Diez et al. [31] propose the evaluation of the upper bound of the error in energy norm by using Eq. (17), based in the use of the Cauchy Schwarz inequality and the evaluation of the \( L_2 \) norms of \( e \) and \( s \). Here, we propose the direct use of Eq. (27) to obtain sharper bounds of the error avoiding the use of the Cauchy Schwarz inequality, which introduces a too pessimistic approximation, as it is shown in the numerical examples. Eq. (27) requires the value of the error \( e \) at any point of the mesh. A procedure to obtain an approximation of \( e \) is presented below.

The displacement field \( u_h \) obtained as the solution from the last mesh of the refinement process can be considered as an approximation to the exact solution of the problem, \( u \approx u_h \). This allows the evaluation of an approximation of \( e \) for the first \( N - 1 \) meshes of the sequence:

\[
e_{hi} = u - u_h = u_{hi} - u_h = e_{hi}.
\]

The use of Eq. (29) in the evaluation of \( e_{hi}, i = 1, \ldots, N - 1 \), requires the projection of the displacements field of mesh \( h \) on mesh \( h_i \). Finally, it is possible to obtain an estimate of integrals \(- 2 \int_{\Omega} e \cdot s\,d\Omega \) and \(- 2 \int_{\Gamma_0} \mathbf{n} \cdot e\,d\Gamma \) using the Richardson extrapolation technique.

As the evaluation of \( e_{hi} \) introduces an approximation, the results obtained using Eq. (27) cannot be taken as guaranteed upper bounds. However, Section 6 will show that the technique used to estimate \( e \) at each mesh provides very accurate approximations of the correction.
tractions one can generate stress states in pure modes I or II, or in mixed mode [37].

A finite portion of the domain (\(a = 1\) and \(b = 4\) in Fig. 5) was included in the numerical model and the projection of the stresses corresponding to the analytical Westergaard solution for modes I and II, given by the expressions below, were applied to the boundary [44].

**Mode I.**

\[
\begin{align*}
\sigma_{in}^I &= \frac{\sigma_m}{\sqrt{\pi t}} \left( x \cos \frac{\phi}{2} - y \sin \frac{\phi}{2} \right) + y \frac{\sigma_\infty}{|t|} \left( m \sin \frac{\phi}{2} - n \cos \frac{\phi}{2} \right) \\
\sigma_{in}^\prime &= \frac{\sigma_m}{\sqrt{\pi t}} \left( x \cos \frac{\phi}{2} - y \sin \frac{\phi}{2} \right) - y \frac{\sigma_\infty}{|t|} \left( m \sin \frac{\phi}{2} + n \cos \frac{\phi}{2} \right) \\
\tau_{xy}^f &= y \frac{\sigma_\infty}{|t|^2 \sqrt{|t|}} \left( m \cos \frac{\phi}{2} + n \sin \frac{\phi}{2} \right).
\end{align*}
\]

**Mode II.**

\[
\begin{align*}
\sigma_{in}^II &= \frac{\tau_m}{\sqrt{\pi t}} \left[ 2 \left( y \cos \frac{\phi}{2} + x \sin \frac{\phi}{2} \right) - y \frac{\sigma_\infty}{|t|} \left( m \cos \frac{\phi}{2} + n \sin \frac{\phi}{2} \right) \right] \\
\sigma_{in}^{\prime II} &= y \frac{\tau_m}{|t|^2 \sqrt{|t|}} \left( m \cos \frac{\phi}{2} + n \sin \frac{\phi}{2} \right) \\
\tau_{xy}^{f II} &= \frac{\tau_m}{\sqrt{\pi t}} \left[ x \cos \frac{\phi}{2} - y \sin \frac{\phi}{2} \right] + y \frac{\sigma_\infty}{|t|^2} \left( m \sin \frac{\phi}{2} - n \cos \frac{\phi}{2} \right).
\end{align*}
\]

In the above equations, the stress fields are expressed as a function of the coordinates \(x\) and \(y\), whose origin is in the centre of the crack, where \(t, m, n\) and \(\phi\) are defined as:

\[
t = x^2 - a^2 = (x + iy)^2 - a^2 = (x^2 - y^2 - a^2) + i(2xy) = m + i n
\]

\[
m = \text{Re}(z^2 - a^2) = x^2 - y^2 - a^2
\]

\[
n = \text{Im}(z^2 - a^2) = 2xy
\]

\[
\phi = \arg t = \arg (m - in) \text{ with } \phi \in [-\pi, \pi].
\]

The exact SIF values for this problem are defined as:

\[
K_{\alpha} = \sigma_m \sqrt{\pi a} \quad K_{\alpha} = \tau_m \sqrt{\pi a}.
\]

Bilinear elements with a smooth + singular decomposition area of a radius \(\rho = 0.5\) equal to the radius \(r_0\) of the fixed enrichment area have...
been considered in the numerical analyses. Young’s modulus was $E = 107$, and Poisson’s ratio $\nu = 0.333$.

The sequences of meshes shown in Figs. 6 and 7 have been used in the numerical examples.

Three cases of the Westergaard problem were considered: pure mode I, pure mode II, and mixed mode. The geometric models and boundary conditions considering mode I, mode II and mixed mode are shown in Figs. 8-10.

Various approaches for the evaluation of the upper bounds of the error in energy norm have been implemented based on Eq. (27). The first one is the adaptation to XFEM of technique developed by Díez et al. [31] given by Eq. (17), which has been shown below for convenience:

$$
|\varepsilon|^2 \leq a \left( \sigma_x^*, \sigma_y^* \right) + 2 \int_{\Omega} \mathbf{e} \cdot \mathbf{s} \, d\Omega \leq a \left( \sigma_x^*, \sigma_y^* \right) + 2 |\mathbf{e}|_\infty \mathbf{s} = E_{UB}^0
$$

The second technique to be implemented is the technique proposed in this paper for the evaluation of the error in energy norm as described by Eq. (27), which is also shown here for convenience:

$$
|\varepsilon|^2 \leq a \left( \sigma_x^*, \sigma_y^* \right) - 2 \int_{\Omega} \mathbf{e} \cdot \mathbf{s} \, d\Omega - 2 \int_{\Gamma_N} \mathbf{e} \cdot \mathbf{r} \, d\Gamma = E_{UB}
$$
5.2. Accuracy of the recovered stresses $\sigma^*$

The technique proposed for the computation of the upper bound of the error in energy norm is based on the evaluation of a highly accurate recovered stress field $\sigma^*$. Fig. 11 shows the exact errors $\sigma^{ex} - \sigma^*$ and $\sigma^{ex} - \sigma^*$ for each of the stress components $\sigma_{xx}, \sigma_{yy}, \sigma_{xy}$ and for the von Mises stress $\sigma_{vm}$. It can be clearly observed that $\sigma^*$ is, approximately, one order of magnitude more precise than the raw XFEM solution. The circle shown in the graphs represents the contour of the enrichment area that coincides with the radius of the singular + smooth splitting area.

The graphs shown in Fig. 11 represent the values of the error at the integration points in the second uniform mesh with 800 elements. Fig. 12 represents the results for a more general case considering mixed mode and a non uniform mesh of 818 elements. To obtain these graphs, the value at each integration point has been represented as a constant value in a prescribed area surrounding each integration point.

Fig. 11 shows that $\sigma^*$ is less accurate in the crack front. This is not a surprising result because of the proximity of the crack tip. However, the lack of accuracy is also strengthened by the process followed to impose the satisfaction of the boundary equilibrium. At each patch, $\sigma^*$ is forced to satisfy the boundary equilibrium Eq. (1b) along $\xi = 0$ (see Fig. 3). For patches containing the crack tip, this implies forcing $\sigma_{\xi\xi}^* = 0$ and $\sigma_{\xi\eta}^* = 0$, not only along the crack surface but also along the prolongation of the crack located after the crack tip (see patch for node $i$ in Fig. 3). Although the accuracy of $\sigma^*$ is reduced, the use of this procedure is necessary to impose the satisfaction of the boundary equilibrium equation required to obtain the upper bound property.

Fig. 13 shows the evolution of the exact error of the solution provided by XFEM $\|\textbf{u} - \textbf{u}^*\| = \|\textbf{e}\|$ and that corresponding to the recovered solution $\|\textbf{u} - \textbf{u}^*\| = \|\textbf{e}^*\|$. The first conclusion extracted from this figure is that $\sigma^*$ is more accurate than $\sigma^h$ in all the analyzed examples. Furthermore, Fig. 13 shows that the rate of convergence in $\|\textbf{e}^*\|$ is higher than the rate of convergence in $\|\textbf{e}\|$, due to the high accuracy of $\sigma^*$. According to Zienkiewicz and Zhu[16] this proves that the error estimator $\overline{\alpha}(\sigma^e, \sigma^e)$ is asymptotically exact.

5.3. Accuracy of the upper bound $E_{UB0}$

Fig. 14 shows the evolution of the global effectivity index $\theta$ defined as

$$\theta = \frac{\|\textbf{e}_n\|}{\|\textbf{e}\|}$$

(34)

considering Mode I for the error estimator $E_{SPR-CX}$ and for the bound $E_{UB0}$. The results regarding the accuracy of these errors are similar to those shown by Díez et al.[31] using the FEM. Note that as the $\sigma^*$ field used to evaluate the $E_{SPR-CX}$ estimate does not fully satisfy the equilibrium requirements this estimate does not provide upper error bounds, as can be seen in Fig. 14 and more clearly in Fig. 15.

![Fig. 11. Mode I, uniform mesh 2. Exact error in $\sigma_{xx}$, $\sigma_{yy}$, $\sigma_{xy}$ and $\sigma_{vm}$ obtained by XFEM and by means of the SPR-CX technique. Under each graph is indicated the range of the error in stresses.](image-url)
5.4. Accuracy of the proposed upper error bound considering the exact error in the displacements

Fig. 15 shows the evolution of the error estimator $E_{\text{SPR-CX}}$ and for the bound $E_{\text{UBex}}$ defined as in Eq. (27) and using the exact value of the error in the displacements field $\mathbf{e}$, for Mode I.

The results displayed in Fig. 14 show effectivities of $E_{\text{UB0}}$ in the range (1, 1.80) whereas the results displayed in Fig. 15 show much more accurate results for $E_{\text{UBex}}$, with effectivities in the range (1, 1.04), of the same order of magnitude than the results obtained for the error estimator $E_{\text{SPR-CX}}$.

The lack of accuracy of the results obtained through the use of Eq. (17) is mainly due to the use of the excessively conservative Cauchy-Schwarz inequality in the evaluation of this expression, which strongly penalizes the evaluation of the upper bound.

5.5. Effect of the correction terms due to lacks of equilibrium

This section is used to analyze the effect of the integrals used to account for the equilibrium defects of $\sigma^*$, into the domain and along the boundary, over the value of the upper error bound $E_{\text{UB}}$ see Eq. (27). Fig. 16 shows, in a logarithmic scale, the evolution of the absolute values of the correction terms when calculated both, using the exact values of the error in the displacements field $\mathbf{e}$ and its estimation $\mathbf{e}_s$ evaluated as described in step 4 of Fig. 4, Section 4.2. The graph shows that the results obtained considering the estimate $\mathbf{e}_s$ accurately reproduce those obtained with $\mathbf{e}$, demonstrating the validity of the technique used to obtain the estimate $\mathbf{e}_s$. The graph also shows that the correction term due to lack of equilibrium along the boundary, associated with $\int_{\Gamma} \mathbf{e} \cdot \mathbf{r} \, d\Gamma$ is about two orders of magnitude smaller than the correction term due to the lack of internal equilibrium, associated with $\int_{\Omega} \mathbf{e} \cdot \mathbf{s} \, d\Omega$. Thus, one can reduce the computational cost of the proposed procedure assuming that $\int_{\Gamma} \mathbf{e} \cdot \mathbf{r} \, d\Gamma \approx 0$, and rewriting Eq. (27) as

$$|\mathbf{e}|^2 \leq a \left( \sigma^* \cdot \sigma^* \right) - 2 \int_{\Omega} \mathbf{e} \cdot \mathbf{s} \, d\Omega = E_{\text{UB}}^2. \quad (35)$$

Note that the value of $\int_{\Gamma} \mathbf{e} \cdot \mathbf{r} \, d\Gamma$ can be neglected because the boundary equilibrium residual, $\mathbf{r}$, is very small as the recovery technique guarantees that $\sigma^*$ exactly represents a 2nd order Taylor's expansion of the stresses applied over the surface. This approximation is very accurate. In fact, this approximation ensures the exact satisfaction of the boundary equilibrium equation along the crack surfaces assuming that they are not in contact. On the other hand, the type of loads that cannot be represented by a second order polynomial, as those used in the numerical example (see Eq. (30)), will only appear in exceptional cases. In practical applications, the load distribution along the boundary, in general, can be exactly represented by a second order polynomial. Therefore, in these cases

![Fig. 12. Mixed mode, non-uniform mesh 2. Exact error in $\sigma_{xx}$, $\sigma_{yy}$, $\sigma_{xy}$ and $\sigma_{vm}$ obtained by XFEM and by means of the SPR-CX technique. Under each graph is indicated the range of the error in stresses.](image)
there will be no residual associated with equilibrium defaults along the boundaries. If a less accurate recovery technique along the boundaries is used, the residual $r$ will be higher. The evaluation of \( \int_{\Gamma} e \cdot r \, d\Gamma \) would then be required.

5.6. Effectivity of the upper bound

The accuracy of the upper bound of the discretization error has been studied in this section using the effectivity of the error estimator.

![Fig. 13. Evolution of errors in energy norm.](image)

![Fig. 14. Mode I. Evolution of the error estimator $E_{\text{pre-CX}}$ and the upper bound $E_{\text{UB0}}$.](image)
in the 3 problems under analysis (modes I and II and mixed mode) considering both, uniform and non uniform meshes. Four effectivity curves have been represented in each of the graphs of Fig. 17:

a) $E_{SPR-CX}$ curve: the effectivity of the error estimator,
b) $E_{UBex}$ curve: the effectivity of the upper error bound given by Eq. (27) evaluated using the exact value of the error of the displacement field $e$,
c) $E_{UB}$ curve: the effectivity of the upper error bound evaluated using Eq. (35) and the estimated error in the displacements field $e_\text{es}$ obtained from the last mesh of the overall refinement sequence, i.e., from the 5th mesh in all the problems analyzed,
d) $E_{UBs}$ curve: the effectivity of the upper error bound in Eq. (35) using the estimated error in the displacements field $e_\text{es}$ considering the last mesh available at each refinement step.

Remark 6. It is clear that using the last mesh of a refinement sequence to project the estimated error in the first mesh will provide good results. However, what it is interesting is to estimate the error in the best solution available at each refinement step. To evaluate $E_{UBs}$ we would need at least 3 meshes in order to obtain the convergence rate from the first 2 meshes and then to extrapolate the values of the correcting terms for the last mesh.

The following conclusions can be extracted from Fig. 17:

• The $E_{SPR-CX}$ curves show the high precision of the recovery technique used to evaluate $\sigma^*$ both for uniform and non uniform meshes.
• Although $\sigma^*$ is very accurate, the error estimator $E_{SPR-CX} = \underline{\alpha} (\sigma^*, \sigma^0)$ cannot be considered, by itself, as an upper error bound. While the effectivity of the error estimator is very close to 1, in many cases is smaller than 1.

• The $E_{UBex}$ curves numerically show that, for the different problems analyzed, Eq. (35) always provides an upper bound of the discretization error in energy norm.
• The $E_{UB}$ curves, obtained using the estimation of the error in the displacements field described in Section 4.2, accurately reproduce the $E_{UBex}$ curves evaluated with the exact values of the error. These results validate the use of the displacement error estimation technique, although the accuracy slightly diminishes in the last mesh of the sequence due to the Richardson extrapolation technique used in this mesh (see Table 1).
• The $E_{UBs}$ curves verify the accuracy of the proposed technique when the solution for a highly refined mesh used to project the displacement error is not available. The effectivity in such cases is evaluated at each refinement step, obtaining values close to the effectivity of $E_{UBex}$. Note that only in one case the computed version of the theoretical bound given by Eq. (27) provides effectivity values below unity ($\theta = 0.996$).

6. Conclusions

This paper presents a theoretical upper bounded estimator for the error in energy norm and a strategy to evaluate its computable version for LEFM problems solved using XFEM. The technique here proposed is an enhancement of a previous technique developed for FEM [31] and an adaptation to XFEM approximations.

The proposed procedure consists of two phases: a) evaluation of a nearly statically admissible recovered stress field that provides a very accurate estimation of the error in energy norm; and b) correction of the error estimation to account for the equilibrium defects of the nearly statically admissible field, which guarantees that the error obtained is an upper bound of the exact error.

The recovery technique providing the nearly statically admissible stress field is based on the SPR technique and the use of a splitting...
A new technique for the evaluation of the correction terms associated with the lack of equilibrium has also been presented. The technique requires the problem to be solved using a sequence of refined meshes. The numerical experiments show the high accuracy of the proposed technique. The need for a mesh sequence and the lack of accuracy in the last mesh suggest developing new procedures for the estimation of the error in the displacement field, without using any mesh sequence. This is left for future research.

The numerical results show that the estimation of the discretization error is very accurate, with effectivities within the range \((0.95-1.01)\). Despite of the fact that \(E_{\text{SPR-CX}}\) is not an upper bound of the exact error, the numerical results indicate that this value could be considered as a low cost computed version of the theoretical upper bound where the effect of all the correction terms due to equilibrium defects has been neglected.
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