Time-Recursive Segmentation of Image Sequences
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Abstract. This paper presents a segmentation algorithm for image sequences. The se gmentation produces in a recursive way
a three dimensional (3D = 2D plus time) partition of the sequence. The main issue of the process is to get a segmentation that
is coherent in time and that solves the region correspondence problem. The method is completely based on morphological
tools, which are very efficient to deal with object-oriented techniques such as segmentation. In order to extract visually

important regions, the segmentation relies on size and contra

very low bit rates video coding applications,

1. Introduction

Image sequence segmentation is an important issue in image
processing for a large number of applications and, in
particular, for second generation video coding techniques. For
this purpose, a good segmentation should extract the visually
important regions of the scene, be coherent in time, avoid as
much as possible random fluctuations of the contour and solve
the region correspondence problem. This last requirement
indicates that one should be able to follow the time evolution
of a given region (a given object). With these requirements, it
is very difficult to obtain a good segmentation if the process is
only 2D or intra-frame. Indeed, if frames are segmented
independently, both the time coherence and the region
correspondence problem will be difficult to solve. Somehow,
the temporal relationship between frames must be exploited,

In this direction, a first solution consists in dealing with the
sequence as a 3D (2D plus time) signal and in performing a 3D
segmentation. This approach implies to split the sequence into
3D blocks of a given number of frames and to segment these 3D
blocks. Examples of this approach can be found in [1], [2] and
[3]. However, these techniques have some drawbacks. Indeed, if
the temporal size of the blocks is large, major drawbacks
appear: huge memory requirement, high computational load and
introduction of a large processing delay discarding any
interaclive applications. By contrast, if the temporal size of
the block is small, the temporal correlation between frames
will be ignored at each block transition, that is very often.
However, most of the information contained in a frame is
already present in the previous frame. The changes are mainly
due to object motion and the appearance of new objects. This
point of view leads to a segmentation process that can be called
time-recursive. This approach involves two modes of
operation: intra-frame and inter-frame segmentation. During
the intra-frame mode, the first frame is segmented. It is a purely
2D process. Then, during the inter-frame mode, each frame is
recursively segmented using the segmentation of the previous
frame. Two different steps can be distinguished in the inter-
frame mode: first, define the time evolution of the regions that
are present in the segmentation of the previous frame and
second, detect the appearance of new regions. Using this
methodology, the drawbacks of purely 3D methods no longer
apply: the memory requirement and computational load
increase are moderate and the processing delay is minimized.
This paper presents a time recursive segmentation algorithm
based on morphological tools. Morphological tools are
particularly efficient when dealing with object-oriented
techniques. Furthermore, they are computationally very
efficient. The organization of this paper is as follows: Section
2 presents the intra-frame mode of the segmentation whereas

st criteria. This method is particularly suitable for object-based

section 3 is devoted to the inter-frame mode. Scclion 4
describes some resulls of segmentation. Finally, conclusions
are reported in section 5.

2. Intra-frame Segmentation

The intra-frame segmentation rclies on the hierarchical method
proposed for still images in [4]. The algorithm first produces a
simplified segmentation in the sense that it involves a reduced
number of regions. Then, the segmentation is progressively
improved by introducing more regions. Typically four
segmentation steps are used. In the following, the principles of
this method are summarized. More details can be found in [4].
Each scgmentation step involves four basic transformations
shown in figure 1: simplification, marker extraction, decision
and modeling.

- Simplification: In this step, images are simplified to make
them easier to segment. The simplification controls the
amount of information that is kept for segmentation at this
level of the hierarchy. Different simplification tools can be
used depending on the segmentation criterion. For coding
applications, two visually important criteria are used: size and
contrast. A "size" segmentation means that all regions larger
than a given limit are segmented. Using a contrast criterion,
regions of high contrast are extracted. Morphological filters
by reconstruction or area filters are very efficient for size
simplification. Rh-maxima or minima operators are suitable
for contrast simplification [5]. These operators are very
altractive for segmentation purpose because they simplify the
signal by removing small or poorly contrasted regions without
corrupting the contour information. Moreover, they belong to
the class of "connected operators” [6] which are known to
produce flat zones (zones of constant gray level value). The
concept of flat zones is very useful for the marker extraction
step.
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Figure 1: Intra-frame segmentation



- Marker extraction: This step is aimed to detect the presence of
homogeneous regions. It produces markers identifying the
interior of the regions that are going to be segmented. The
marker extraction technique depends on the segmentation
criterion. As explained in [5], for size oriented segmentation,
the marker extraction consists in labeling the interior of large
regions after the simplification. This can be easily done thanks
to the simplification process which has produced flat zones.
For contrast oriented segmentation, the marker extraction
relies on the labeling of specific flat zones produced by the Rh-
maxima / minima operators [5].

- Decision: After marker extraction, the number and interior of
regions to be segmented are known. However, a large number
of pixels are not assigned to any regions. These pixels belong
to the so-called uncertainty areas. Assigning these pixels to a
given region can be viewed as a decision process that precisely
locates the contours between regions. The classical
morphological decision tool is the watershed [7). Generally it
works on the morphological gradient of the image to segment.
However, as discussed in [1] the use of the morphological
gradient results in a loss of information on the contour
position of *1 pixel which i generally too high for coding
application. To solve this problem, it was proposed in [1] to
use a different version of the watershed algorithm working on
the original image. The idea of using the watershed algorithm
directly on the signal to segment was first proposed in [8] to
deal with color images. Our approach follows these principles
with some slight modifications. The resulting algorithm is a
kind of region growing process: the set of markers is extended
until they occupy all available space. During the extension
pixels of the uncertainty areas are successively assigned to a
given marker. A point is assigned to a specific region because
it is in the neighborhood of at least one marker and it is more
similar (in the sense defined by a specific criterion) to this
marker than to any other marker of its neighborhood.

- Modeling: The next hierarchical step in the segmentation
process will have to deal with the regions that cannot be well
represented by the coding process. In order to have information
.about these regions, each region is texture-coded, that is, filled
with a gray level function which represents the coded version
of the region the receiver will have. Then, the difference
between the coded image and the original one, called the
modeling residue, is computed. Since this residuc concentrates
all the information about the badly coded region, it is used as
signal to segment by the next segmentation steps.

Typically four segmentation steps are used for the intra-frame
processing. The three first ones deal with the size criterion and
the last one with the contrast criterion. This hierarchical
procedure has the following main advantages: it produces a
good segmentation of the image taking into account the
possibilities of the texture coding (it segments the coding
residue). It allows the progressive cstimation of the
segmentation parameters, size and contrast, to get a
segmentation result compatible with the coding objective
(appropriate number of regions or of contour points, etc.).

3. Inter-frame segmentation

After the intra-frame segmentation, a time-recursive procedure
has to be performed in order to segment the successive images
in a coherent way. As discussed in the introduction, two main
steps can be distingnished: first, extension of the previously
segmented regions into the current frame to segment and,
second, extraction of new regions that might have appeared in
the scene. These two points are discussed in the following:

2.1 Extension of the previous segmented regions into the
current frame.

This process is basically a projection problem. Denote Fry
and Fy the frames at time t-1 and t. Assume that the
segmentation at time (-1, S¢_j, is known. Qur goal is to find
the segmentation, S, at time t without introducing new
regions. For this purpose, two 3D signals are going to be
constructed. Frames Fi_j and Fy are grouped together to form a

temporal block ¥ of size 2 in the time direction. Similarly, the
frame Sy_1 is grouped with an empty frame S, representing an

entire frame of uncertainty, The resulting 3D signal denoted §
is considered as the set of markers that should be used 1o
segment the signal ¥

The extension itself is achieved by the decision algorithm used
in the intra-frame segmentation. The only difference is the
nature of the signals that are 3D signals. The watershed extends
the markers defined by S_y into the emply frame S,. Each
pixel of the uncerlainty area (that is of frame Sq) is assigned to
a region of frame S;.| based on a similarity criterion. The
similarity consists mainly of the gray tone difference between
the pixel of ¥ under consideration and the mean of the pixels
that have already been assigned to the region.

This basic similarity measure has to be modificd to take into
account the shape of the contours. Indeed, for video coding,
where the gray level transition between two regions is not very
strong, it is interesting lo have simple contours, even if some
precision on the position is lost. Similarly, in the time
dimension, it is convenient (o have stable regions, This
requirement can be also seen as a contour straightness.
Therefore, the objective is to have straight contours where the
transition between regions is not very strong, both in the
spatial and time dimensions. For this aim, the similarity
measure is modified. The similarity is the weighted sum of the
gray level difference between the pixel and the mean of the
region plus a penalty term corresponding to the contour
complexity:

Similarity = o Difference in gray tone

+ (1-a) . Contour complexity
The measure of contour complexity is made by counting the
number of contour points that are added if the pixel is assigned
to that region. A 6-neighborhood is used for this aim, 4 pixels
in the spatial dimension and 2 for the temporal. This measure is
weighted and added to the gray level distance of the pixel to the
region under consideration. The weighting factor & allows to
give more importance to the gray level measure or to the
contour complexity. The whole extension technique is
illustrated in figure 2.
2.2 Extraction of new regions.
Once the labels of the previously segmented regions have been
propagated in the current image, new regions have to be
extracted. From now on, the process is purely intra-frame. First
of all, the residue image is computed. As for the intra-frame
processing discussed previously, the residue image is obtained
by texture-coding of the segmentation obtained from the
extension of the past regions. Then, the difference with the
original image gives the residue, where new appeared regions
can be detected,
The segmentation of new regions is performed with the method
used for the intra-frame segmentation. That is, it consists on
the basic segmentation steps: simplification, marker
extraction and decision. The segmentation can be performed
according to a size or a contrast criterion, Qur experience has
lead us to use a contrast segmentation only since, most of the
time, large and non contrasted regions of the residue are not
visually important,
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Figure 2: Time extension of regions

4. Results

We present in this section two examples of the segmentation
process and its results. In Figure 3 the intra-frame process is
shown, The first picture represents the original image and the
following ones the successive steps after the modeling
process. The first three images correspond to a size criterion
for the segmentation, and the last one (o a contrast criterion,
The parameters used for the simplification at every step are
automatically computed from the final number of contour
points which is required. In this example the requirement was
4500 contour points and the resulting segmentations contain
9,24,61,and 105 regions successively. The modeling step has
been performed using a second order polynomial to model the
inside of each region.

Figure 4 presents an example of the inter-frame process. The
first row shows 3 original images from the sequence "foreman".
The second row shows the segmentation which would be
obtained using only the projection step. Thal is, the regions of
the first image are extended into the new frames, but no new
region is introduced. This segmentation is modeled with a first
order polynomial and the residue is computed (that is, the
difference of each image with the corresponding image in the
upper row). From this residue the contrasted regions can be
extracted. The result after this extraction of new regions, coded
with a second order polynomial is shown in the third row. Only
one new region has appeared in the third frame. It corresponds
to the teeth. The good quality of this segmentation for coding
purposes can be observed in these images, even using simple
models for the texture as the second order polynomials.
Finally, in the forth row we have represented every region in
the final segmentation with a different gray color to make it
easier to follow the behavior of the regions along the time.

5. Conclusions

We have presented in this paper a time-recursive methad based
on morphological tools. It works in two different modes: intra

and inter frame. After an initial segmentation, a lime recursive
procedure is iterated which first extends the previously
segmented regions and then extracls new regions that might
have appeared in the actual frame. The extension of old
regions, which is the only 3D process in the segmentation,
allows to exploit the temporal information present in the
image sequences. The watershed algorithm has proved to be
very efficient to extend the segmentation of the previous frame
into the current one. Furthermore, it allows to have a control
on the shape of the contours and on the temporal stability,

Itis shown in this way that it is not necessary to use purely 3D
methods o exploil the temporal information, which have
different drawbacks and usually become more complicated as
they segment the entire 3D block from scratch instead of
strongly relying on previous segmentation information.

This method is being used in a segmentation-based coding
scheme designed for very low bit rates applications [9]. Bit
rates of the order of 10-20 Kbits are achieved within this
framework.
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Figure 4: Example of inter-frame segmentation. First row: original sequence. Second row: modeled segmentation without extraction of
new regions. Third row: modeled segmentation with new regions. Fourth row: JSinal segmentation.



