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SIGNALS AND REVISIONS IN ECONOMIC TIME SERIES:
A CASE STUDY
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The paper estimates how much short-run monetary control may be affected by data noise and
revisions, such as the ones implied by seasonal adjustment. The effects of the different
types of data error are illustrated, and results on their empirical relevance and analytical
properties are presented. The paper can be seen as an exercise that combines some elements
of econometric, time series and economic analysis to answer a "real world" problem.
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1. INTRODUCTION,

In Maravall-Pierce /12/ revisions in the mo-
ney supply series were analyzed and an at=-
tempt was made to measure the effect that re-
vision errors could have on short-run mone-
tary policy. This was done by estimating how
often the preliminary measure of the rate of
growth of the money supply Ml may give a
wrong signal of whether M1 is growing as de-
sired or not, the desired growth being the
one lying inside the tolerance range set by
the Federal Open Market Committee (FOMC) at
each monthly meeting. Using actual data, we
computed the number of times a preliminary
figure was misleading over the period of the
seventies. That frequency turned out to be
surprisingly high (close to 40%), and most
of the wrong signals could be attributed to
seasonal revisions. In fact, the tolerance
range used in policy could be interpreted as
a relatively narrow confidence interval,
under the hypothesis that the final rate of
growth of Ml is equal to the preliminary
measure.

Next, we estimated the probability of a wrong
signal under the "ideal" situation in which
there are no errors other than seasonal revi-
sions and these revisions are associated with
optimal and concurrent seasonal adjustment.
about 20% . Thus,
although the proportion of wrong signals

This probability was

could be considerably decreased through im-

~ Agustin Maravall ;
~ Article rebut el Maig de 1984

proved seasonal adjustment methods, the exis-
tence of seasonal revision error sets a non-
trivial lower bound to the precision of short
run monetary policy.

However, it does not follow that in terms of
setting policy the FOMC is necessarily misled
by errors in preliminary data. In this paper
it is found that noise in the data induces
relatively little "noise" in actual policy.
The results suggest that the incoming figures
are not taken entirely at face value, but
rather than in effect a signal-plus-noise se-
that,
on average, for a unit unexpected deviation

paration is made. In fact, we conclude

in the rate of growth of Ml with respect to
its target, measured with preliminary data,
to a close approximation one-third of the de-
viation will represent transitory noise which
should be ignored, one-third an undesired de-
viation which should be compensated, asso-
ciated mainly with money supply shocks, and
one-third an unexpected deviation which should
be accomodated, primarily associated with

It is
seen how the different reaction towards de-
mand and supply shocks, together with the
signal extraction, explain why noise in the
data have little effect on the setting of mo-
netary targets.

shocks stemming from the demand side.

The analysis includes some econometric results

David A. Pierce - Banco de Espafia - Federal Reserve Board - Alcald, 50 - Madrid -4

~ Aquest treball es una ponencia invitada al "First Catalan International Symposium on Statistics" a Barcelona
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on errors-in-variables models, which are
presented in an Appendix. It should be noted
that since 1979, some modifications in month-
ly operating procedures and in the defini-
tions of the series have been made. As a con-
sequence, the targeted series and the target-
ing procedures are not identical today to
those during the period we consider. However,
the present study is still of current inte-
rest. Experience with the redefined aggrega-
tes is limited and financial innovation 1is
proceeding apace, so that it will be several
more years before enough sufficiently well-
behaved preliminary data and revisions are
available to enable a comparable study to be
performed using contemporary aggregates. Of
greater significance, the historical satatis-
tical characteristics (sizes, variances and
autocovariances) of the old and new defini-
tions of the Ml series are broadly similar,
the seasonal factor revision process is essen-
tially unchanged, and tolerance ranges akin
to those described continue to be used in
monetary policy design. Thus, to a conside-
rable degree inference from the 70's expe-

rience to¢ the current outlook is warranted.

2. THE DATA SERIES AND THE TARGETS

Since the early 1970's, short run monetary
policy has been characterized by the monthly
setting of targets for the rate of growth of
Ml (seasonally adjusted) over a two-month
period, and for the level of the federal
funds rate that should prevail until the

next FOMC meeting.

The monthly value of Ml seasonally adjusted
will be denoted Mt' Let m, represent the

monthly series of annualized rates of growth
of M1, seasonally adjusted, calculated for
month t of
the FOMC meeting. The series of montly ave-

the two-month beginning with the

rages of the Federal funds rate will be de-
noted L

While the FOMC sets a range of tolerance for
m, without specifying a point estimate, the
midpoint of this tolerance range, which we
denote ﬁt, can be reasonably interpreted as
a point target. This interpretation is im-
plied by the wording of the FOMC Record of
1)

Policy Action. It is also supported, as

we shall see, by empirical evidence. For the

funds rate a point target is specified, to-
gether with a relatively narrow range, and
only occasionally does the point target dif-
fer from the midpoint of the range.

To summarize, approximately midway through
month t there is a meeting of the FOMC, at
which a target ﬁt is set for the growth of
M, over the months t and (t+1).
for the funds rate is set,

Also a target
shall

ny Thus, in terms of monthly series,

which we
denote r

when mt and rt are set, information is avai-

lable up to (and including) month (t-1).

In addition to this short-run target, during
most cf this period a tolerance range for the
long run or annual growth of Ml was usually

given as well. The long run targets were set
from quarter to quarter, though they were
tipically maintained constant for periods
longer than three months. We shall use as

point target the midpoint of this range,which
LR

we shall denote me. For the

(when long run targets were not made explicit)

first months

the series was set equal to the first avai-

lable target value.

Since the subscript t refers to the time of
the meeting, the first measure of m will be

available at the meeting held at (t+2). This

preliminary estimate, denoted n®, will be re-

tl
vised over a period of approximately three

years. When all revisions have been completed,
the estimate becomes final and shall be deno-
ted mi. Because of the time needed to complete

the revision process, our analysis covers the
five year period 1974—78.3).
m r and mLR
Tt t’ ° t £
series m and m_ are displayed in Figure 2,

The three series

are shown in Figure 1. The

together with the tolerance range. Finally,

Figure 3 shows T, and its tolerance range.

3, AM FOR THE SHORT RUN ETS.

The long run target miR is primarily set in
accordance with what is believed to be con-
sistent with such macroeconomic targets as
GNP growth, employment, and inflation, and
is fairly constant within a year. Thus for
now we shall assume that, when setting ﬁt and
;t’ miR is exogenously given. Our model sim-~
ply states that, when setting short run tar-
gets, the FOMC should aim towards the long

run one, correcting for undesired deviations
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as they occur. We shall assume that the full
correction extends over a period of several
months. Such a gradual response is in agree-
ment with the wording of the FOMC Record of
Policy Action. Likely, it reflects mistrust
of the preliminary measure on one hand and
FOMC concern with orderly markets on the
other. This concern typically translates
into avoiding unexpected short run fluctua-
tions in the Federal funds rate-see De Rosa-
Stern /5/ and Lombra-Torto /11/. In this
sense, short run targeting should react both
to recent deviations in the growth of M1 with
respect to its target (so as to be able to
meet the long run target) and to deviations
in the funds rate with respect to its target

(in order to avoid disorderly markets).

Letting
dmp = m - m (12)
dry =1, - T, (1b)

represent both deviations, we shall assume
that the targeted money growth rate and in-

terest rate are given, respectively, by

B, = (L) dmy + A(L) arpy +ym® 4w L (2a)
and
T = all) dmey + 8(L) drpny + 7ol 4 v . (o)

where w(L), A (L), af(L), and B(L)

mial distributed lags

are polyno-
(DLs) in the lag ope-
rator L.

5.1 SUPPLY AND DEMAND SHOCKS

To a significant extent the targets' varia-
bility is assumed to be explainable by
whether M1 growth is as desired. We may
distinguish three conceptually different
reasons for the existence of the discrepan-

cies dmt between actual and targeted values:

a) an unexpected shock in the money demand

function, Dt;

b) an unexpected shock in the money supply

function, St;

c) an unexpected shock in the IS function.

Policy responses to these different shocks

should, in principle, be different. (See for
example, Friedman /7/, Davis /4/, and Lindsey
/10/, and Section 9 of this paper.) For our

purposes, we may group {(a) and (c) together,

and refer to them as "Demand shocks".

The differential effects of supply and demand
shocks are illustrated in Figure 4. The tar-

gets set are ﬁt and ;t’ the eguilibrium values
associated with the demand and supply fuctions
Dt and St'
in demand,

Assume there is an unexpected shock
so that Dt moves to Dé . The equi-
librium point attained will then be B instead
of A. Hence the deviation in money growth is
Alter-
natively, assume the shock affects supply, and

dmt and that in interest rates is drt.

St moves to S'. The deviations are now dmt and
)
drt

If only dmt is included in equation (2}, the
two different shifts in Figure 4 would 1lead
to the same response. However, this will not
be the case if drt is included: an unexpected
increase in demand induces a positive drt,
while an unexpected increase in supply induces
a negative drt. Hence the two types of shifts
can be differentiated.

Other variables are of course also relevant
in explaining the setting of targets. For ex-
ample, if monthly FOMC forecasts of income
were available, together with monthly measure-
ments, unexpected deviations in income could
then be incorporated into equation (2). 1In
principle this would allow us to identify the
three different sources of shocks (i.e., to
separate money demand from IS shocks). However
some of those relevant variables (such as in-

come) are not observed monthly. Even when
monthly values are available, or when monthly
estimates can be determined, monthly FOMC
targets or forecasts are not available. Reaso-
nably, the informational value of new data to
the FOMC depends on the underlying target of
forecast implicit in its behavior (Duesen-
berry, /6/). Hence for analyzing policy

monthly information is of little value.

such

Equations (2a, 2b) attempt to capture the dy-
namic reaction to deviations with respect to
short run targets. They are in part implied
by declared FOMC behavior, and they allow for

different reactions to supply and demand

shocks. Also, through ;t’ ﬁt, and miR ;  po-

licy changes due to shifts in other variables
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(had they happened or been anticipated) would
be incorporated.

Obvicusly, we cannot expect the equations to

account for all variation in targets. But our
objective is to estimate how preliminary-data
error

(noise in data) translates into errors

in the setting of the targets ﬁt and ;t ("po-
licy noise"). This we hope to capture through
the distributed lags on dmt.

4, THE MODEL IN TERMS OF PRELIMINARY DATA.

Final monetary aggretate estimates would be

used in the setting of targets if this were
possible, and hence equations (2a, 2b) were
formulated in terms of final data. However,

as described in Section 2, at time t the fi-

£ £ _ f =
nal values m_ and dnt (—mt mt) are unknown,
as are the lagged values mi_j and dmf__j for

all j up through the length 12 of the DLs.

(We assume that the preliminary observation
on r, contains no error). Instead,
t only a preliminary growth-rate estimate,

°
say mg,

at time

is available, and the targets must

be set using preliminary data.

4,1 REVISION ERRORS

The relation between preliminary and final
data may be expressed as

f °
mt-mt+5t N (3)

where Gt is the revision error, or the error
in preliminary data, due to seasonal and non-

seasonal sources, which is corrected in sub-

sequent revisions in the series. It is assum-

ed that Gt and the preliminary value m®  are

t
independent, and that 6t can be expressed as
a moving average of future innovations of m

(see Pierce /13/).

t

In addition to equation (3), which relates
original and final data via the total revi-
sion error at, there are relations involving
intermediate revisions of the data. In gene-
ral, denote by mt_k the best estimate .of
mi_k available at time t (which implies,
that concurrent seasonal
adjustment 1s employed). Then the "lag-k re-
vision error", 5éfk is defined by the rela-
tions

among other things,

E o owp(k) 4 k)
ek ek * t=k

Substracting m__, from both sides in (2), it

is then seen that all dmf___j

gressors can be written as:

appearing as re-

ol = aw®) 4 s(®) (4)
tk  tek

éEL is a function of innovations up

X } k
to time t, while 5é_;,

still unremoved from the estimate of m__, at
time t, only depends on future innovations.
Dropping the superscript Xk when the context

(2a)

where dm

the revision error

is clear, equation can be rewritten as:

&, = (L) (dmd_jH,op) + A(L) dre) + yalR + u

LR

= w(L) dm;_l + A(L) dr._y + Yog + u: , (5)

where

u: =-u, + w(l) 6:-1

is in general autocorrelated but is indepen-
dent of all regressors;3) similarly for the
(2b) . Thus, a least squares estima-
(2), with or without an ARMA
model for the disturbance u*, would result in
the

equation
tion of equation

consistent estimates of parameters

4,2 BENCHMARK AND SEASONAL REVISIONS

At time t, when the FOMC sets ﬁt, growth of
M, for month (t=k) is known for kz1;

mi_k, k22, is known. Hence m

hence
2_1 is not known,

although it can be easily forecasted since the
first month of the two-month period is already
the

known. The series of

one-period-ahead
ARIMA forecasts will be denoted dm®

1t (Notice
; 2 f _ o €= .
that at time t, dmt-l = dmt_l). Again, since
dmg.; = dﬁ{-l + ey (6)
where €, is orthogonal to dmi_l, the use of
dm:_l, instead of dm1°:_1 will not pose any
serious estimation problem. Also, at time t

the FOMC knows dr k21,

t-k’
Concerning the revisions in dmi, it is assumed
that

(1) The seasonal revision is "up to date",
that is, concurrent adjustment is employed.

Because of the once-a-year adjustment used
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in practice, the value of dm as used in

the regression contains a co;pﬁnent that will
have been revised once. However, this would
affect most the more distant regressors,

which are likely to be the least

ones.

important

(2) The non-seasonal revision is removed from
the data with an average four-month delay. In
this regard, we note that benchmark revisions
are made every three months with some addi~
Also,
reasonable alternative hypotheses concerning

tional months of processing involved.

the delay were examined, with practically no
effect on the results.

Thus, letting mg

the preliminary data corrected for non-seaso-

be the rate or growth of

nal revisions, it follows that the actual re-
gressors in equations (2a, 2b) are contained

in the vector [dmi_ ] defined by

1

[dng_y] =

Ao ~ ~o
= (dnf.y, dnioy, ..., dmg_s, dmfog, «.., dmg_y2) ,
’ (7)
where, for any t,

~ ~

dmz = m?

t” M -

4,3 FINAL MODEL

Two further (minor) modifications were made

to the model (2). First, while at

as white-noise, dmg and drt have low-order
. LR

autocorrelation and mt

Thus we allow for an ARMA error term; and

when identified and fitted, an AR(1l) error

behaves

is trend dominated.

term, or equivalently a single lagged endo-

genous variable, was found sufficient. Second
since 12 consecutive monthly releases of M
span 13 lagged values of dmt, an additional
term is added to the two DLs. Thus, the fi-

1

nal model can be written as the system of two
stochastic difference equations.

(14 L)F, = w(Ldngy + A(L)dr,; + val® +a_ / (ga)
(1-45L)VF, = a(L)dmg; + B(L)dr,_; + 7ab® + b, (gb)

where the first difference VEt is introduced
to remove nonstationarity (as was in effect
already done with M in computing rates of
growth m and mt), w(lL), A (L), o(L), and
8(L) are the corresponding DLs, and
(at,bt) ~ NID(Q,Q) with

brium constant rate of growth. When dﬁg = dr, =

%ab

2
%ab 9%

denoting the contemporaneous covariance ma-
trix. The model (8)

associated with a loss which depends on the

is a reaction function

deviations from both the money target and

the funds rate target. This pair of equations
can also be seen as a reasonable starting mo-
del within a "Comfac" approach (see Harvey /8/,

Chapter 8). Notice that, since m is a rate

t
of growth, both targets appear in differenced
form, one in logs and one in levels, which is
sensible & priori.

The system (8) can be rewritten in the form

B = 0™(L) dngy +A%(L) dryy +v* ol 4w (%)

Vft = u*(L) dm;_l + B*(L) dr,_; + % m%R +v, (%)

where the asterisk denotes the modified DIL.
Since miR is fairly constant, y* and 7* can
be assumed to be constant. The residuals in
(9) then follow the AR(1l) process

1-¢ 1L 0 Uy ag

0 1=¢ oL, Ve be

Equations (8) and (9) are two alternative re—
presentations of the model we employ in this
paper. The latter has the advantage of direct-
ly yielding the distributed lag effects of
the exogenous variable; hence the gains (Sec-
tion 6) are given by w* (1), A (1), «*(1) and
B*(l). It also removes from the explained va-
riance that part which is attributable to re-
sidual autocorrelation.

There are some constraints that should be sa-
tisfied by this model on & priori grounds.

Considering (9a), let mER = m* be an equili-

=u, = 0 for all t, consistency of the short
and long run targets implies ﬁt = m* ;  hence
v* = 1. Next, let v, = 0. If, in the absence
of external shocks, a constant level of m*

t
implies a constant level for r;, then V5t=0;

hence n* = 0.
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Table 1
Mean and Variance of Target and Target-Deviation Series
Series m, vt dm? dry
Mean 5.65 .01 24 .05
(21.7) (.08) (.29) (.98)
Variance 2.02 .28 20.40 .05
Table 2
x2 ~ Values for Series Cross Correlations
dmg 4 dreqy
_ k<0 35.4 35.7
e
k>0 14.5 4,4
_ k<0 40.8 45.2
Vrt
k>0 9.6 24.4
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Table 3

Summary of Model Estimation Results

Money Target

Funds Rate

Equation Target Equation
RZ .84 .86
F-statistic 4,51 5.30
Variance of
Residuals .35 = (.59)2 .020 = (.14)2
ACF Q(12) 8.3 11.6
of
Residuals Q(24) 14.2 17.7
Lagrange Xé 28.5 35.9
Multiplier 2
Test pt 18.3 25.5
~o A% Ak
Gain For dm/_, w (1) = -.30 o (1) = .22
of
Ak
DL For dr,_; (1) = 1.65 B (1) = -.83
Coefficient T=.73 T =0
of m{ (4.24) (.63)
Coefficient $l = ,28 oy = .27
of mp.3 (1.72) (1.41)

(t-values are given in parenthesis.)
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There are additional constraints related to
the values of the four gain functions, which
are discussed later. The model is first es-
timated without constraints, and the cons-
traints are then used as checks on the reaso-

nableness of the results.

5, EMPIRICAL RESUITS.

In this section some statistical characte-
ristics of the series of data and targets
are established, following which the model

of section (4) is estimated.

5.1 DYNAMIC STRUCTURE OF THE SERIES.

The Autocorrelation Functions (ACFs) of the
individual series are displayed in Figure 5.
The means and variances appear in Table 1,
where the numbers in parentheses represent
the asymptotic t-values corrected for the
presence of autocorrelation. From the figure
y has the
over-all characteristics of univariate white

it is seen that the money target, m

noise. The funds rate target, ;t' is highly
non-stationary, with a strong trend. The va-
riable vEt appears stationary, with some low-

order autocorrelation.

The series [dmi] measures the difference
between actual and targeted growth of M

a two-month period. The target m

1 for
" is set with
information up to (t-1) and refers to growth
over periods t and (t+l). It can be interpre-
ted as a two-period-ahead forecast; otherwise
policy would be expected to miss the target
by some predetermined amount. Specifically,
since at time (t+2) the best estimate avai-
lable of m, is mi, ﬁt can be seen as a two-
period-ahead forecast of mg. However, it will
not be a univariate ARIMA forecast since,
when setting targets, the set of information
considered by the FOMC (including its own
ability to influence mi) is much wider than
simply the past values of mi. It follows that
dmi, given by

dmi = mi - ﬁt ,

should resemble a two-period-ahead forecast
error, and hence its ACF should also resem-—
ble that of an MA(l) process. This is 1in

agreement with the ACF of the actual [dmg]

series, except for a small lag-12 autocorre-
lation (which can evidently be attributed to
the fact that, 12 period later, there is a

better estimate available, the first-year re-

vision having been performed).

The series [drt], a monthly series of devia-

tions in monthly averages, can be interpreted,
in a similar way, as a series of single-period
although

forecast errors. However, clearly

stationary, the series displays low-order
autocorrelation. Evidently there is reluctance
in incorporating a systematic component in
funds rate misses. Nevertheless, comparing Fi-
of the

gures 2 and 3, control funds rate

appears to have been tighter than that of m,
although the standard deviation of drt (about

25 basis points) is by no means negligible.

Finally the cross correlation functions

(CCFs) between the variables m, and Vft, on

t
one hand, and the variables dmi and drt, on
the other, were clearly one-sided, as shown

in Table 2 which gives values of

2o =1 1 AR
k=1

Sk denoting the lag-k sample cross correla-

tion. This result is in agreement with the

hypothesis of exogeneity of dmz and drt with

respect to the targets.

The CCFs were also in agreement with the
assumptions made concerning the timing of in-

formation (in particular, was close to

Po
zero in all cases).

5.2 ESTIMATION OF THE MODEL.

The model (8) is seen to be in the form of a
SURE system, with a common set of regressors,
so that OLS is a suitable procedure. Table 3
summarizes the estimation results. Comparing
the variance of the two series of targets
(2.02 and 0.28 - see table 1) with the va-
riances of the two series of residuals (0.35
and 0.02), the two equations illustrate a
case in which a regression model represents

a substantial improvement relative to a uni-
variate time series model for the same series.
(The ACF of ﬁt was seen in figure 5 to be
close to that of white noise). The ACF's of
the residuals ag and bt indicate that both

series are essentially white noise, with the
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corresponding Q-statistics insignificant.
Lagrange multiplier tests for the four DL
components were carried out, and we detail
the derivation for the first of them. Let-
ting

By ¢ w(l) =20 (wg = 0, ¥1)
it is easily seen that, under Ho,

8l = By - $1@,y = MLMdr,y - wiR

dap : _ day } oo
e = WMy _— = =dm?_
94 | Hy t-1 duwy | H, t-1
aat I aﬂt I

— = -dr__ and  o— | = LR
aki l Ho t=1 Y | Ho t

. : o
Then, in the regression of a, onm

t=-1'
o] LR
[dmt_lj B [drt_l] and me
2.2
TR Xiz -+

Thus, it is seen in table 3 that deviations
in money growth with respect to its target
are highly significant (at the 1 percent le-

vel) in the ﬁt-equation, while deviations

in the funds rate are borderline at the 10

percent level. For the ¥ -ecguation , both DL

t
components are higly significant.

5.3, ROLE OF THE FEDERAL FUNDS RATE.

The difference in the significance of funds-
rate deviations in the two equations may
have a reasonable explanation. Assume, for

example, that at time (t-1), m__, and T _,
are set and that, being in equilibrium,

at—l = mER . Further assume that, shortly
after the meeting, incoming data indicate
that m__, will be larger than desired. If
by increasing the funds rate (within the to-
lerance range) the growth of M, is brought

back to the desired path, then there would

be no reason to modify m, at the next meet-

t
ing, assuming miR remains unchanged. What
.. = . LR = .=
could be expected is m = my and L >y -

In this case, m,

while obviously ry would.

would not depend on dr._,,

On the other hand, if the increase in the
£ to the desired
path is judged too large, then some deviation

funds rate needed to bring m

in money growth would be accepted and, likely,
5t<at-1 (in order to meet miR) and I >T, .
Thus, although m, may depend on dr this
g L1,
eventually, the target is not met and dmt_l#O,
then both targets would be modified. Hence de-

viations in money growth should be signifi-

t-1'
dependence is stronger for the case of r

cant in both equations.

5.4 ESTIMATED LAG DISTRIBUTION.

The shapes of the four DLs are given in Figure
6. The w*-weight tends to decrease as the co-
rresponding lag increases, except for a small
peak at lag 12.%). The 2*-weights behave fol-
lowing a more erratic pattern, 1in accordance
with the fact that A(L) was estimated with
less precision. The o and " -weights both
gradually decrease, exhibiting negative corre-
lation between adjacent values. This correla-
tion is also present in w(L) and A (L) and can
be attributed to the lag-l autocorrelation in
the [dmi] and [drt] series. The correlation
between adjacent coefficient estimates within
a particular DL is not a matter of concern to
us since we shall not be interested in indi-
vidual coefficient estimates. Of more interest
to us are the values of the gain functions, or
total multipliers.

6. THE GAIN FUNCTIONS

Deviations of monetary aggregates from their
targets were seen in Section 3 to be caused
by different types of unanticipated shocks,
for which different policy responses were
appropriate. During the period we consider,
FOMC intended behavior was, for a supply
shock, adherence to the monetary aggregate
target, offsetting therefore the money growth
deviation (see Lindsey /10/ and references
in section 3.1). For a shock originating on
the demand side, the Fed considered it a more
adeqguate response to accommodate, at least
partly, the change.

Assume an equilibrium situation, satisfied at
all times before t, when there have been no
shocks, and dmi, = drt.=0, t'<t. Such a system
is growing at the rate

- *
A - S
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with the funds rate set at the level
- - *
I‘tl rt' =r ’

so that VEt,=0. The values (m",r*) are cons
tant and are the equilibrium values asso-
ciated with an underlying supply-demand sys-—
tem, S and D, such as in Figure 7.

e = m* and Et = r* , but
there is an unexpected (one-period) shift in

supply, so that S moves to St.

At time t, m assume

The new equi-

librium values will be m, and Fio hence
O_ - * - - *
dmt = m m >0, drt Ty r < 0. (11)

Assume that m is computed over periods of

one month, and that deviations with respect
to targets are also offset in one month. The
exogenously given long-run target (measured
quarterly) remains unaffected, so that in

period (t+1l) the monetary authority will
have to decrease the money supply in such

a way as to compensate for the undesired

supply shocks. Thus the authority will
attempt to move the supply towards St+l and
the new targets will be o and M,y -

- %, _= *,__ LR
Therefore, ro.1>T (—rt) and m., <m (—mt )
so that
Vft+1 >0, miyy <O , (12)

mt = m _LR i -
where Mg,y =m  ,-m £+l Moving from the com
parative statics framework to our model
written as (9), expressions (11) and (12)
imply that the total multipliers should sa-
tisfy the constraints
w*(1) <0 , A%(1) >0
and
e*(1) >0 , B*1) <o .
If the unexpected shift is in demand, inso-

far as it is partly offset, similar reasoning
yields

w1y <0 , AW <o
and
a*(1) >0 , 8*1) >0 .

Thus in both cases the gain of the DL which
applies to deviations in money growth has
the same sign whether the unexpected shift

is in demand or in supply, while the one
corresponding to deviations in the funds rate

has different signs in each case. Therefore:

1. The value of w*(l) should be less than

zero. However, it is difficult to specify

a priori a numerical value, since such a
value depends on the relative importance
of the deviations that are accomodated. We
shall simply require
-1 <w*(1) <0 . (13a)
2. Since the numerical value of o (1) depends
on the units of measurement of money growth
and interest rates, we simply require
N
a’ (1) >0 . (13b)
3. The expressions A" (1) and 8* (1) should have
opposite signs, although which is positive
depends on whether supply shocks or demand
shocks dominate in the short run. Thus

sgn [A*(1)] = - sgn [B*(1)| . (13c)

Estimated values of the four gains are dis-
played in Table 3, where it is seen that the
constraints (13) are satisfied.

Also, from the signs of A*(1) and 8" (1), it
is evident that the short run is mostly cha-
racterized by supply shocks.s) In fact, it
is for this type of disturbances that inter-
mediate money stock targeting is more ade-
quate (se Davis /4/.

Given that in the short run money supply is
more volatile than money demand, we would ex-
the
the
estimated

pect negative correlations both between
residuals a, and bt of (8) and between
targets ﬁt and Vft. In fact the

cross~correlation between a,

and that between the targets is 80 = -.30.

and bt is po=—.22

Finally, the coefficients of mLR are also in

t
agreement with the' "a priori" values. For
the m, eguation, ? =.72, $1 = .28 and
¥(1) = 1.02, so that y* = 1. For the VEt equa-

tion, 7*= 0, hence w* = 0.
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Z. THE TARGETS WITH PRELIMINARY AND FINAL
DATA. ~

Orthogonality of the revision error and the
preliminary money stock measure imply that
the model estimated with preliminary data can
be applied to the final data. Thus we can
infer what the targets would have been if the
final data had been known. First, for the pre-

liminary data, using the sequence [dii] and

setting ¢l = ,30, ¢2 = 0, fitted values of
ﬁt and ;t’ denoted ﬁg and fz, were computed
through (9) with u_ = v_ = 0.

t t

Second, replacing the seguence {dmg} in (7)
data
(the first element being dﬁi_l, the one-pe-

with the corresponding one for final

riod ahead ARIMA forecast, since for final
data M1l is still assumed unknown next month),
we obtain estimates of the targets that would
have been set if final data had been availa-
ble, ﬁg and Ei. Figures 8 and 9 show the se-
ries of actual and fitted targets, together
with the (actual) tolerance ranges.

In order to assess the effect of the revi-
sions, we note first that the difference
between the two sets of fitted values is

=f

Xe womp - @y = - wX(L)§, (15)

Similarly, for the funds rate the estimated

revision effect is

=f _ = *

Ve =Ty = Tg = -a (L), . (16)
Note that in (15) and (16), 6t is 62 and

3 ; (3)
L 6, is 6t—j'
Figures 10 and 1l compare [mi] with [ﬁi]
and [Ei] with [fi] , respectively. Practi-
cally all the targets that vould have been

set if final data had been available lie
within the tolerance range, set when only
preliminary information on recent money
growth is available.
Comparing Figures 2 and 10, it is seen that
although preliminary and final data often
give conflicting signals as to whether growth
of Ml is as desired or not, the effect of
these conflicting signals on the setting of
short-run targets is rather small. The tar-
gets would not have been much different if

the (revision) error in preliminary data had
not been present, in spite of its size.

This smoothing effect is also evidenced by
the fact that, while the standard deviations
of 6t and Gs, the total and seasonal revi-
sion errors, are 3.57 and 2.72, the standard
deviation of the difference in M-targets is
(15),
to w"(L). To get a better understanding of
this mechanism,

.69. The smoothing, according to is due
let us assume first that all
deviations dmt are fully offset (a "pure"
monetary aggregate targeting policy). If zy
denotes the annualized monthly rate of growth

of M1 (in percent points), so that

zy = 1200 Vlog My4g

’

then since
me = 600(1+L)(1-L)log Mey1

it follows that

If implicit in the two-month targets there
are monthly targets, then

= 1+L
dmg =S A (an

where dzt represents the monthly deviation.
Hence the term "w*(L)dmt" of (9a) becomes

1
W(L)dz, = ;(1+L)m*(L)dzt . (18)

It is easily seen that, if an undesired
change in the level of Ml is offset by exact-
ly the same amount, then

W) =-1 .

Hence setting L = 1 in (18) yields

w*(1) = -1 .

However, our estimate of (1) was -.30,
which implies that, for a deviation of 1,
only .30 of it would eventually be offset
It seems quite unlikely that money demand
shocks that should be accomodated can account

6)

for 70 percent of target misses. An explana-
tion of the numerically low value of w*(l) is

given in the next section.
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Figure 12: Autocorrelation functions of (St and X
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8. NOISE EXTRACTION.

Growth of the money supply is subject to
erratic, transitory movements that tend to
cancel out over relatively short periods
(see Pierce et.al. /14/. Such movements are
present in both demand and supply shocks.
In terms of policy, it could be reasonable
to ignore them, focusing instead on a
smoother component, presumably some type of
trend. Similar approaches have been taken
for other variables followed closely by po-
licy makers--see, for example, Blinder /2/

and Davidson /3/.

Thus, assume the FOMC intends to react to a
signal ui in the final data, where

f
et

and the noise ni
If consequently the targets are set for the
signal, then

£f . auf f
dmt duc +n,

where dpi = up - m,. In terms of the preli-

minary data,

dmg = dug + ng , (19)

where dui and nO are the undesired devia-

tion of, and the Eoise in, the preliminary
signal. From (5), if Ve is the signal com-
ponent in dt, then

duf = dug 4+ v, .
The noise-reduction effect then follows
easily: the revision in the data is large,
but the revision in the signal contained in
it is relatively small. Since targets are
set for the signal, the difference in tar-
gets induced by revisions in the data is
also small7). This explanation is also in
agreement with the dynamic features of the

series of differences in targets, and

Xt,

the series of revisions, § Figure 12 com-

pares the ACF of Xy and 6t% The shape of

both functions is similar; hence the large
difference in variance can be attributed to
a large noise component in the revision se-

ries.

If the preliminary growth measure is not

taken at face value and the targets express

is orthogonal to the signal.

the desired growth of a signal contained in
the data, then in equation (9a) the variable
dmi should be replaced by dug; and similarly
for (9b). Having used dmg, we have incurred
(EIV)

is correlated

in a traditional Errors-in-Variables
situation, and the error u.
with dmi(through nz). Therefore, our parame-

ter estimates are inconsistent. However
LR

t
are approximately orthogonal, the estimates

]

since the regressors [d&o], [dr,]1, and [m
g t t

of A¥(L) and Y* will be essentially unaffect
ed by the presence of error in dmi (see the
Appendix) .

Of greater importance, since our purpose was
to compare fitted values obtained with (9a),
our interest is in estimating Et(ﬁt), which
is the conditional expectation of m
tamg_,1 , fdr__,J, and R
in the Appendix that this conditional mean is

€ given

It is shown

correctly estimated by using OLS on (9%9a), and

more generally, that EIV assumptions do not

cause any harm to either the fits or the fore-

casts. In other words, the OLS inconsistent
estimates applied to the noisy data do pro-
vide consistent estimates of Et(ﬁt).

Therefore, the comparison we performed bet-
ween m- and ﬁf

t t
if the final data had been available) is

(i.e., the change in targets

still valid, despite the EIV structure of the
model.

As for the estimates of the parameters in
m*(L) and of the gain w*(l), it is also shown
in the Appendix that the effect of the EIV

is to reduce their values by a factor inverse-

ly proportional to the signal-to-noise ratio.

An analysis of the noise component of the Ml
series, based on univariate statistical tech-
niques, is contained in Pierce et.al./l14/,
where it is assumed that whatever part of the
Ml series is serially uncorrelated should be
considered transitory noise. While such a
method of noise extraction is unlikely to be
used in the conduct of monetary policy, where
considerations other than past values of Ml
are also relevant, it is interesting to com-
pare our results with their findings. For
the month-to-month rates of growth of Ml
(seasonally adjusted), the estimated standard
deviation of the noise is 4.5; when the two-~
month rates of growth are considered, this
estimate becomes 2.5. The resulting variance

ratio (see equation A.8) is .31, so that the
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plim of the estimate of the gain would be
attenuated by a factor of (1-.31), or .69.

Consequently, for a unit unexpected devia-
.30 would
be offset and .31 could represent irrelevant

tion in the rate of growth of M1,

transitory movements. The rest represents
that
should be accommodated, plus biases due to

deviations due to money demand shocks

other sources of error such as the use of
once-a-year rather than concurrent seasonal
factor estimation. (Based on results report-
ed in Bayer and Wilcox (1981), a reasonable
value for the asymptotic downward bias on
the estimate of the gain would be in the or-
der of .1.) Therefore, even if most transi-
tory deviations represent supply shocks, the
proportion of demand shocks that are accom-
modated seems large. Since accommodation of
(non-transitory) demand shift would eventual-
ly show up in cnanges in m%R, the steady de-
crease of miR over our periocd may be partly
related to a downward move of money demand
associated with institutional and technolo-
gical changes in financial markets (see
Simpson and Porter, 1980).

To summarize, roughly 1/3 of Ml target misses
can be attributed to transitory noise, 1/3

to deviations that are offset, and 1/3 to
deviations that are accommodated. The extrac-
tion of noise and the accommodation of the
demand-induced deviations explain why rela-
tively large revisions in the data have re-
latively small impact on the setting of tar-
gets.

9. A FINAL COMMENT ON THE MEASUREMENT OF
THE GROWTH OF M1.

It has been seen that the effective series

on which monetary policy is based can be
viewed as the result of a smoothing of a two-
month rate of growth of seasonally adjusted
Ml. Since self-cancelling, transitory noise
should be removed irrespective of the source
of the shock, it makes sense, first, to re-
move the noise and seasonality, extracting
from the series a signal (presumably, some
type of trend), and second, to identify which
part of tne deviation in the signal should

be accommodated.

The point may be quite relevant. For example,

if the two-month targets are assumed to hold
for the first of the two months (all targets
expressed as annualized percent points), then
the ACF of the series of monthly deviations

in preliminary data resembles that of white

noise, with variance of 38.85. Using as an
estimate of the variance of the noise the one
20.25, the

ratio of the signal variance to the

in Pierce et.al./14/, equal to
series
variance is .52. If the series of deviations
is white noise and the signal and noise in-
dependent, the latter two also have to be

white noise. Hence, by a well-known result,

E(dug|dmg) = .5 dm§

where dui and dmz are as in (16), but for
month-to-month deviations. Thus, prior to any
policy response, a new preliminary measured
monthly deviation should be cut in half.

Finally, while seasonal adjustment relies
heavily on statistical estimation, noise ex-
traction is mostly judgemental. However, in
general, signal (or trend) extraction within
a model based approach offers several advant-
ages. First, it facilitates systematic analy-
sis, hence methodological improvements. Se-
cond, it could simplify seasonal adjustment,
avoiding possible inconsistencies in the pre-
sent procedure. Finally, it makes "political
bias" more difficult to use. This bias 1is
reflected in a tendency to consider a large
undesired increase in Ml a statistical aber-
ration when interest rates are high, and a
large decrease an indication of the FOMC com-
mitment to anti-inflation policy in periods

of high inflation.

0. IX: SOM
Let the model be

y=X8y +287+u ,

where Z represents a set of variables observ-
ed without error and X is not directly obser-
vable. Instead, observations are available on
a variable W related to X by
W=X+ V. (A.1)
i

The shock u is assumed NID(OKJi), uncorrelated
with X, Z, and V. The errors in V are uncorre-

lated with X and Z. All random variables are
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assumed Normal with zero mean. The variables
X, V, and Z have finite limiting variance-
covariance matrices, denoted ZX, Zv' and ZZ.
Let @, Z, and Zw denote the covariance ma-
trices of (W,Z), (X,Z) and W, respectively.

)
Let b = (b;,b,)' be the OLS estimators of
8 = (B;, B,)' in the regression of y on
(W,2). Then it is well-known (see, for exam-
ple, Levi /9/ that

plimb =071 28 .

If W and Z are uncorrelated, it is easily seen that

-1
b. LI B
=1 w =1
plim b = plim - * (a.2)
b2 82
and hence the OLS estimator of §2 is consis-
tent. In what follows, we shall not consider

variables measured without error.

A.l Consistency of OLS Fits

Let the true model be:

y=X8+u ,
where (A.l) holds, together with the rele-
vant assumptions of the previous section.
For a particular set of observations W, con-
sider the estimation of E(y|W), and let b

denote the OLS estimator of B in the regres-

sion of y on W.

Lemma :

E(y|W) = Wplim b .

Proof:

Woplin b = W plin(W'W)~1W' (X8 + u) =
=¥ plin ((W'W)~lw'X}p .

Since (W,X) are jointly Normal,

E(X[W) =w1 ,

where T is estimated consistently by
wow "

X on W). Hence

W'X, (i.e., by an OLS regression of

W plin b = Wrg = E(X|W)B = E(y|W) , q.e.d.

The results tells us that, although an EIV

assumption produces inconsistent OLS parame-

ter, it does not cause much harm to the OLS
fits as estimators of the conditional mean
of y. The inconsistent parameter estimators
applied to the noisy data are consistent es-
timators of the expected value of the endo-
genous variable, for a given set of observa-
tions. (For the case in which X has one va-

riable,

E(y|W) = BE(X[W) = B(c2/02) .

2

) . B 2
Since plim b = B(OX/GW

), E(y|W) = plim b W.)
The proof is easily extended to show that

E(y|Wg) = Wg plim b,

where We represents out of sample values of
the exogenous variables. Thus the Lemma ap-
plies equally to forecast computation.

Effect on Individual Parameters and on the

Gain.
From the first subset of equations in (A.2),

-l
pliim b =z} 1,

A
-

(A.3a)

and, since Zw = Zx + ZV, this can also be

expressed as

plimb = (1271 18 . (A.3D)
For the model we consider in the paper, W

denotes lagged values of the observed varia-
ble dmi. The true unobservable variable X is

the signal dui, and V is the noise no where

tl
dmg = dug + ng , (a.4)
with uncorrelated signal and noise. In sec-
tion 5 we saw that dmg could be assumed to
be an MA(l) process. In fact, since the lag-l
autocorrelation of dmi is approximately .5,
the MA parameter should be equal to -1. This

is also in agreement with the following argu-
ment. From (17),

>

dmg = 1 (dzp + dzpag)
2

and hence

dmg = 1 [(zp=2p) + (2 o)) -
2

Since both are successive l-period ahead
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forecast errors, it follows that dmi has

approximately the MA(l) representation

dmg = 1 (ap +ag-1) (A.5)
3

where at

invertible MA(1l) process.

; . . o .,
is white-noise. Thus dmt is a non-

The three variables in (A.4) are monthly
series of two-month periods. Hence each se-

ries "overlaps" one month. The noise con-

tained in one month appears in two succes-

. o
sive values of n2. Thus n°

t
an MA(l) process. Since dmi

should also be
is also an MA(1l),
the same should be true of the signal duz
Therefore, the three variables in (A.4) are
MA (1) 's. The following Lemma allow us to
identify uniquely the parameters in the

signal and noise process.

Lemma: Let Y be the sum of several indepen-
dent components, each an MA(l) process. If
Yy is non-invertible, then all components
are also non-invertible.

Proof: Write

Ve = L xgi) s
i

where

(1)

(1) = (D)
Xe ag + 61 a,_y

(1) 2
N ~ NID(O, Oi).

MA (1) process, of the type

with a Obviously Yy is an

t = bt + th_l .

Since yt is non-invertible, =1o0r 6 =-1,

8
Consider first the case 6 = 1.

Then
Ly o2
py (1) -i*ii_=_ . (2.6)
Z(1+92)u 2
. 2,2 )
Letting ki = ci/cl, i 2 2, expression (A.6)
yields
(1-8,)2 4+ T (1-0)2, = 0
1 . (A.7)
222 i i
Since ki>0’ ¥i, this implies ei =1, ¥i.
When 6 = -1, the 1/2 of expression (A.6)

becomes ~1/2 and (A.7) is replaced by

(+6?) + (1+6,)%k; = 0
1>2

which implies ei = ~1, ¥i, finishing the

8)

proof.
Applying the Lemma to our model, we have that
the three series in (A.4) are MA(l) processes
with unit root, and parameter equal to 1.

Therefore, expressions (A.3a and b) can be
greatly simplified. The three matrices Zw,

ZX, and Ev

all cases, H is the matrix:

can be expressed as hH, where, in

1 .5 0...0

5 1 .5 0
H = S

0 .5 - 5

)0 .5 1

X 2 2 2 )
and h is O’ gt and O respectively.

after simplification (A.3) becomes

Thus,

pnmz-_x B8 (1- v

Therefore the EIV assumption has an identical
effect on each of the parameters, namely,

to shrink the numerical value toward zero.

In terms of the gain, letting

gp =1

g =18

where 1' = (1...1), it is easily seen that
o2 g

plimgb=_§ga-gs(l-_v> (3.8)
ol 02
w

so that the same shrinking effect takes place.
The net effect is seen to depend on the re-

lative contributions of the signal and noise

to the variance of the observed series. Since
o2
=1
g2 1
w

where v = oi/oi, the asymptotic bias can be
expressed in terms of the signal~to-noise
ratio. The smaller the signal, the larger the

bias will be.

In the termlnology used in the paper,

2
= -.30, = =
9y 9 w (1), Uw var (dm ) and
2 _ o)
o, = Var (nt).
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12. NOTES.

1)

A typical statement reads "If it appears
that the growth rate over the two-month
period will deviate significantly from

the midpoint of the indicated range, the
the Federal
funds rate shall be modified in an order-

ly fashion..."

operational objective for

The original series and the computation

of mz, mi and the intermediate series are
described in Maravall and Pierce /12/.

The orthogonality of uz and the regressors
in (5) is based on the assumption of con-
current adjustment whereas in practice sea-
sonal revisions are computed once a year.
This will introduce some inconsistency in

the parameter estimates, but the effect is
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8)

likely to be small (see section 9).

This peak could be attributed to the fact
that some of the more distant lagged
dmi_j values would not be used as such
when setting targets, since the first
year seasonal revision would already be
available. Roughly, what is likely to
happen is that some corrections are made
after the preliminary measured deviations
in money growth are modified after 12
months of additional data have become

available.

Consistent with this finding, Poole /15/
states "my guess is that the vast bulk of
weekly and monthly money~growth surprises
reflect money-supply disturbances rather
than either IS or money-demand distur-

bances".

The standard deviations of the estimates
of w"(1) and o*(1) were .15 and .04,

respectively.

This interpretation is, on occasion, con-
tained in press coverage of monetary po-
licy. For example, the lack of reaction

to self-cancelling noise is implied by
the following quotation: "The Fed is view-
ing the April M-1 growth as an aberration,
and is willing to give it some time to be
reversed in coming weeks" (International
Herald Tribune, May 3, 1982). The use of

a signal which is less affected by revi-
sions is implicit in the following excerpt
from an editorial in The Washington Post:
"The rule of wisdom,... for people who
make policy, is to pay more attention to
general trends over the months than to

the latest flash number. An unexpected
number may mean that a trend is changing.
Then again, as time passes, it may also

be the number that gets changed", (March
17, 1982).

An obvious corollary is the following:
under the same assumptions, if there 1is
at least one invertible component, the

aggregate will also be invertible.
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