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We present a functiop (Fy, F», t) which contains Matusita’s affinity and
express theaffinity» between moment generating functions. An interesting
result is expressed through decomposition of ttaffinity» p (Fy, Fy, t)
when the functions considered ake-dimensional normal distributions.
The same decomposition remains true for others familiegstfilalition
functions. Generalizations of these results are also priesk
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1. INTRODUCTION AND PRELIMINARIES

Let F; andF;, be two distribution functions defined @and let us denote by; () the
probability density function of’; with respect to a measure in R, fori = 1, 2.

We find in the literature several forms of defining distandsveen distributions of a sa-
me class. Matusita (1955) by making use of the distanceifumdenoted byl (Fy, F»)
and expressed by

A, ) = { (A7) - 52, 120 - 12@))

introduced in the statistical literature the concept ofndffi between the distributions
Iy and F, denoted by, (Fy, F») and defined by

p2 (P, Bo) = (£°(@), 1))
which is related tal (Fy, F) through the expression
d? (F1, F2) =2{1 — p2 (F1, F»)}

where(f, ¢g) denotes the inner product ¢fz) andg(z) defined by:

<ﬂm=4fwman

The importance and usefulness of the notions of distancaffinidy between distribu-
tions, in statistics, were stressed in a series of papersdtydta (1954, 1955, 1956,
1961, 1964, 1967b, 1973), Matusita & Motoo (1955), Matu&itakaike (1956), Khan
& Ali (1971) and others.

Concrete expressions for the affinity between two multaternormal distributions we-
re established by Matusita (1966). As a following step, Ma#ti(1967) extended the
notion of affinity to cover the case where there ardistributions involved and esta-
blished concrete expressions when thaistributions aré:—dimensional normal.

Our work is characterized by the introduction of the conad function, denoted by
P(t), functionally expressed through the moment generatingtions relative to the
distributions considered and another expression dengted by, F», t) that contains
as a particular case the affinity between the distributioctions/} andF5, or in other
words, express theaffinity» between the moment generating functions relativé'to
and F,. We also present a result that express the decompositipQFaf F», t) in a
product of two factors identified as the affinity and the motrgemerating function
when F} and F» are k—dimensional normal distributions. This result is extendzd
cover the case where there are—dimensional normal distributions.
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In this same way, the concept of a more general fundiiofs,, ..., s,; t )is introdu-

ced, and the results obtained through it contains thosdajeee in this Saper as those
ones established by Matusita (1966, 1967a) and Campos)(1978

2. RESULTS

Definition 1. Let F; and F; be two distribution functions belonging to the same class
and letf1(x) and f2(x) their respective probability density functions with resipe

a measuren defined onR. Let us suppose that there isa scdlarh < t < h

(h > 0) such that the integral below, defined through the inner mhds absolutely
convergent.

Now, we define:
(2.1)

P(t) = (exp {ta/2} { 112 (@) = £/ (@) } sexp {to/2} {12 (@) = 7@ })

where(f, ¢g) denotes the inner product ¢fx) andg(z), defined by:

(f.9)= [ f@)gla)dm
From (2.1), we obtain:
P(t) = Ml(t) + Mg(t) — 2p(F1, F27 t)
where:

M;(t) represent the moment generating function for the distiobuf; whose probabi-
lity density function isf;(x), i = 1, 2;

and
(2.2) p(F1, Fy, t) = (exp {tx/2} fll/Z(m), exp {tz/2} f21/2(x))

From (2.1) and (2.2) we verify that:

) P(0)=d? (I, F),

iy Fy = FyimpliesP(t)=0forall—h <t < h
i)y p(Fy, Fy, 0) = pa (F1, Ib)

iv) Fy = Fy, = Fimpliesp(F, t) = M(t)

where:

& (5, o) = (£(@) - 1@, /7@ - £ @)
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andp, (Fy, F) is the affinity between the distributio§ and F; as defined by Matu-
sita (1966).

Teorema 1. Let F; andF; bek—dimensional nonsingular normal distributions, whose
probability density functions are given by:

(2m) 1412 exp {-1/2(47 @ - 0), 2~ 0)}

and
(2m) 2 (Bl exp {~1/2B7 (= 1), 2~ )},

respectively, where:

x is ak—dimensional (column vector);
A and B are covariance matrices de degféand
a, b arek—dimensional mean (column) vectors.

In these conditions, we have:
p(Fi, Fa,t) = pa (F1, Fa) - Mg(t)

where:

t is k—dimensional (column) vector and
M (t) is the moment generating function okadimensional normal distribution with
mean vectoC (A~ 'a + B~' b) and covariance matrixC ', given by

(2.3) Mo(t) = exp {(CHA ™ a+ BT 0), )+ (C 't 1)}

withC =41+ B %

Proof: From (2.2), we have:

@4) PPy, Fat) = 20) PPLAB [ exp(-1/4Q) dar, . diy
R,

where:
Q=(A"2—a),z—a)+ (B '(z-b), z—b) —4(z,,t)
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By working with this algebraic sum of inner products, we afota

(25) Q= (A" +B V) z,2) —2(A "a+ B 'b+2t,2) + (4 "a,0) + (B~ b.b)

If we define the transformation:
y = 01/2 T

with C = A=' + B! and Jacobian equal tomod |C|~'/2, (2.5) may be written as
follows:

Q=(y.y)—2C (A 'a+ B 'b+2t),y) + (A 'a,a) + (B 'b, b)

That is,

(2.6) Q = Q—(C™ (A a+B 7' b+2t), A a+ B 0+2)+(A " a,a)+(B b, b)

where:

and

(B™'b,b)=(B7'b, CT" AT 0) +(B™'b, CT' BTN

By using these results in (2.6), we obtain, after same asgebnanipulations:

2.7)
Q = Q- (C'B 0, AT (CTM AT e, BTN + (A7 e, CT BT a)+

(B0, A7) + (CT (AT a+ B0 +21),2t) — (207 't, Ala+ B7'D)
From (2.7), it follows that:

Q = Qi+ ((BCA) b, b—a)—((ACB) 'a,b—a)-
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SinceC = A~' + B, we have:
ACB=BCA=A+B

Or,

(2.8) Q = Q1+ ((A+B) " (b—a), b—a)~4CT (A" a+B7'0), ) ~4(C™' L, 1)

Using (2.8) in (2.4), we obtain:

(2.9)
p(Fr, Fot) = (2m) M2 4BV exp{~1/4((A+ B) " (b—a), b— o)}

exp{(CH A a+ BT), 0+ (7t 1)}
1
/ eXp{—Z Ql} OV dy, ..., dyi
Rk

We easily verify that:

1
/ exp {4 Ql} dys, ..., dye =22 (2m)"/*
RF

Or,
(2.10)
1 —1/2
p(FL, Foyt) = [ABVY|S(A+B)| e {-1/4((4+B)" b-a),b-0)]
ep{(CT (AT a+ B, )+ (CT )]
since

CI7Y2 = A2 |4+ B~ /2| B|Y/?

It follows from theorem demonstrated by Matusita and (2ha} {2.10) may be written
as:
p(F1, Fo, t) = pa(F1, F2) Mc(t)

Corolary 1. WhenA = B it follows that

p(Fi, Fat) = exp {—1/8(A7 (b~ a).b—a) } Me(t)
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where:

My (t) = exp {(1/2(a +b), 1) +1/2(4, 1)}

Corolary 2. If ¢ = b it follows that:

p(Fi, Fat) = |AB

Corolary 3. For I} = F», = F, we have:

p(F, 1) = exp {(a, 1) +1/2(A1, ) } = My (1)
whereM « (¢) is the moment generating function bf
The conclusion (result) of theorem 1 is naturally geneeaifor » k—dimensional
normal distributions. To accomplish this objective, wetfgeneralize the concept of
p(Fy, Fs, t), by considering: distributionsF, ..., F,., defined over the same space

R, with probability density functiong; (x), ..., f.(x) with respect to a measure &
and let us suppose that the integral below be absolutelyecgant. Then we define:

Definition 2
1/r
p(Fy, ..., F. t) :/ H exp(tx) f;(x) dm
R |

If Fi, ..., F,. denoter k— dimensional non singular normal distributions whose pro-
bability density functions are given fgr=1, ..., r by

@) oA P en {124 a0 )00 )]
J J J J
whereA is the covariance matrix and the mean vector of;, respectively, we have

J J
the following result whose proof we omit:

Theorem 2

p(F17"'7FT7t):p7‘(Fla--~7FT)MG(t)
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—1/2
T 1 T
pT(Fh 7FT) = H |A |_1/2T - A_l
j=1 7 "=
exp{ —1/2r > ((ADA)'a,a —a-
— J i J o i
j=2
1 <i<j

is the affinity between k—dimensional normal (non singular) distributions obtained
by Matusita (1967a) and expressed in another form by Cand@¥8j; and

i 1
Mg (t) = exp D! Z Ala |t += (erl t, t)
) ) =1 i 2

is the moment generating functions of adimensional normal distribution with mean
T T
vectorD ! Z A~'a | and covariance matrix D! with D = Z A" andt a
=1 7 7 =1 7
k—dimensional (column) vector.

With the objective of generalizing these results, as thdseioed by Matusita (1966,
1967a) or Campos (1978) we introduce the following definitio

Definition 3. Let F}, ..., F,. be multivariate distributions defined on the same space
R and letfi(x), ..., f-(z) be their respective probability density functions. Let us
suppose that there arescalarssy, ..., s, such that:

,
d si=1 and 0 <s; <1 for j=1,...,n
j=1

In these conditions, and if the integral below is absolutelgvergent, we define:

DoGorsevosnt) = [ ] exp{sj@,z; )} @) da . da
i e i
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wheret is ak—dimensional (column) vector with components, ..., ¢, ,j =1, ..., r.
J

If Fi, ..., F. denotek—dimensional normal (non singular) distributions defined as
(2.11) we establish the following result:

Theorem 3
(212) DT(SD "'7ST;§ ):D’F(sla "'787“) MG Zsjt

J =
where:
(2.13)

—1/2
Dy(st, ..oy s0) = S[[IAIT720 Y s;47"
j=1 7 =1 7

- > (sisi(ACA)a,a —a)
’L'<7Ij

AN

T

-
and M Z sjt | is the moment generating function foka-dimensional normal
Jj=1 J
r
distribution with mean vectaf ' | Y " s; A" a | and covariance matri€ ", ex-
J=1 Jj o J

pressed by:

.
expq ([CTH( D sidA a |, D st |+
= j j

J j=1

<

.
Mo | D sit
=1 7

(2.14)
T T
+ (120t (DSt | D st
=t ) =1
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withC' = "s; A7".

Jj=1

Proof: By the definition 3, we have:

(2.15)
o T- 1
Dy(s1, .., 55t ) =(2m) *2 ] 14 I‘SJ‘/Q/ exp{——@} day ... dwy,
j e RF 2
where
Q=) sj (A‘I(H;—@ ) 26-@,) —2) iz, t)
= J J J =
That is,

(2.16) Q= (Cz, z)—2(b, z) —2(t z) +Zr: (Sj A7, q_)
J

with
and

After the transformation

Q
|
N
N
|
Q
L
~
(V]
—~
o
+
e N
S—
NS
|
Q
L
~
(]
—
IS2)
+
1
N2
~_
|
/N
Q
L
o
e N
~—
|

(2.17)
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One may also prove that:

On applying this result, (2.17) is expressed as:

(2.18) Q=Q+Qi-Q—2(C"bt) = (C 't t)

where:

Qs - (y L),y cl%w)

Q1 = (51‘53'(4 CA)'a,a —@) and
= P M B
1< i< j
r—1
Q2 = > (sisj(él CA)'a,a —@>

By substitution of (2.18) in (2.15), we obtain:
(2.19)

Dy(sryoovsiit) = (2m) 2] [A 772
J J

Jj=1

e {-5@ - feo{(cnr)+ (300 t)}

1
/ exp{—E Qg} |Q|_1/2dy1 oo dyg
Rk

The integral of (2.19) after the transformation

z=y—C 2+t

becomes equal
|C| /2 (2m)k/?
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By using this result in (2.19), we obtain, in accord with @.&and (2.14) the result that
we have established through theorem 3, that is,

Dy(s1, ..., Sp;t ) =Dy(s1, ..., $7) - Mg j{: st
J P
This result is a generalization in the sense of summarizesthdts established through
theorems 1 and 2 as those obtained by Matusita (1966, 196 Cgnopos (1978).
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