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Abstract
Following the mathematical formalism introduced by M. Schellekens [Electronic Notes in Theoret. Comput. Sci. 1 (1995), 211-232] in order to give a common foundation for Denotational Semantics and Complexity Analysis, we obtain an application of the theory of midpoints for asymmetric distances defined between fuzzy sets to the complexity analysis of algorithms and programs. In particular we show that the average running time for the algorithm known as Largestwo is exactly a midpoint between the best and the worst case running time of computing.
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1 Introduction and preliminaries
Throughout this paper we shall use the letters $\mathbb{R}$, $\mathbb{R}^+$, $\omega$ and $\mathbb{N}$ to denote the set of real numbers, the set of nonnegative real numbers, the set of nonnegative integer numbers and the set of positive integers numbers, respectively.

In order to fix the terminology let us recall a few concepts about asymmetric distances.

In our context by an asymmetric distance (quasi-metric in [14]) on a (nonempty) set $X$ we mean a nonnegative real-valued function $d$ on $X \times X$ such that for all $x, y, z \in X$:

(i) $d(x, y) = d(y, x) = 0$ if and only if $x = y$.
(ii) $d(x, z) \leq d(x, y) + d(y, z)$.

The second author thanks the support of the Spanish Ministry of Education and Science, and FEDER, grant MTM2006-14925-C02-01

251
Note that a distance (metric) on a set $X$ is an asymmetric distance $d$ on $X$ satisfying in addition the following two conditions for all $x, y \in X$:

(i') $d(x, y) = 0$ if and only if $x = y$.

(ii) $d(x, y) = d(y, x)$.

Our main references for asymmetric distances are [5] and [14].

An asymmetric distance space (quasi-metric space in [14]) is a pair $(X, d)$ such that $X$ is a (nonempty) set and $d$ is an asymmetric distance on $X$. If $d$ is an asymmetric distance on $X$, then the nonnegative real valued function $d^{-1}$ defined on $X \times X$ by $d^{-1}(x, y) = d(y, x)$ is again an asymmetric distance, called the conjugate of $d$. Thus the conjugate of an asymmetric distance space $(X, d)$ is the pair $(X, d^{-1})$. Note that each asymmetric distance $d$ induces, in a natural way, a distance (metric) $D$ on $X$ as follows: $D(x, y) = d(x, y) + d(y, x)$ for all $x, y \in X$.

A well-known and useful example of asymmetric distance space, which will play a crucial role in our work, is the so-called upper quasi-metric space, which consists of the pair $(\mathbb{R}, u)$, where $u(x, y) = (y - x) \vee 0$ for all $x, y \in \mathbb{R}$ (see [5] or [14]). Then $u^{-1}(x, y) = (x - y) \vee 0$ is the conjugate of the upper quasi-metric on $\mathbb{R}$. Furthermore, the distance induced by $u$ is exactly the Euclidean metric $| \cdot |$ on $\mathbb{R}$, i.e. $|y - x| = u(x, y) + u^{-1}(x, y)$ for all $x, y \in \mathbb{R}$. In the sequel the restriction of the asymmetric distance $u$ to $[0, 1]$ will be also denoted by $u$.

Let us fix a finite set $X = \{x_1, ..., x_n\}$, and let $\mathcal{FP}(X)$ denote the set of its $[0, 1]$-valued fuzzy subsets. To simplify the notations, given a fuzzy subset of $X$, we shall write $\mu_i$ instead of $\mu(x_i)$.

In [13] B. Kosko introduced a fuzzy subset $\mu \in \mathcal{FP}(X)$ as a vector $(\mu_1, ..., \mu_n) \in [0, 1]^n$. This is possible because the mapping sending every $\mu \in \mathcal{FP}(X)$ to the vector $(\mu_1, ..., \mu_n) \in [0, 1]^n$ is a bijection and, thus, we can identify, in a one-to-one way, every fuzzy subset of $X$ with a point of Kosko’s $n$-dimensional hypercube $[0, 1]^n$. For a deeper treatment of the hypercubical calculus we refer the reader to [28]. Kosko’s hypercube has a wide number of applications to engineering, artificial intelligence, medicine and biology. Some of these applications are based on the notions of segment joining two given fuzzy subsets and set of midpoints between two fuzzy subsets. Such ideas were introduced by J.J. Nieto and A. Torres in [17]. They studied the properties and the relations between the mentioned concepts and gave several applications of the obtained results to study real medical data. In particular given a distance $d$ on $\mathcal{FP}(X)$ and $\mu, \nu \in \mathcal{FP}(X)$ the segment and the midpoint between the fuzzy subsets $\mu$ and $\nu$ are exactly the sets

$$\text{seg}_d(\mu, \nu) = \{ \zeta \in \mathcal{FP}(X) : d(\mu, \nu) = d(\mu, \zeta) + d(\zeta, \nu) \}$$

$$\text{mid}_d(\mu, \nu) = \{ \zeta \in \mathcal{FP}(X) : \frac{d(\mu, \nu)}{2} = d(\mu, \zeta) = d(\zeta, \nu) \}. \quad (1)$$
It is clear that, given $\mu, \nu \in \mathcal{FP}(X)$, we can denote by $\frac{\mu + \nu}{2}$ the fuzzy subset of $X$ defined by

$$\left( \frac{\mu + \nu}{2} \right)_i = \frac{\mu_i + \nu_i}{2}$$

for every $i = 1, \ldots, n$. Moreover, if we consider the Euclidean distance $d_2$ on $\mathcal{FP}(X)$ defined by

$$d_2(\mu, \nu) = \sqrt{n \sum_{i=1}^{n} (\nu_i - \mu_i)^2},$$

then it is a simpler matter to see, from the classical Euclidean geometry, that the unique midpoint between $\mu$ and $\nu$ it is the fuzzy subset $\frac{\mu + \nu}{2}$. Contrary to the Euclidean case J. Nieto and A. Torres showed that, for the Hamming distance, in general there is not a unique midpoint between two fuzzy sets ([17]).

Let us recall that the Hamming distance on $\mathcal{FP}(X)$ is defined, for every $\mu, \nu \in \mathcal{FP}(X)$, by

$$d_H(\mu, \nu) = \sum_{i=1}^{n} |\mu_i - \nu_i|.$$  

In most cases for the Hamming distance the set of midpoints is an infinite set. From an applied knowledge point of view, the existence of many midpoints is in agreement with the nature of many real problems where the solution can be represented as a midpoint between two given “positions” which are identified with two fuzzy subsets, and where the solution fails to be the canonical middle between the mentioned positions. In fact the solution of the practical problem can be associated with a range of “middle ways” between the given positions. So, from practical point of view, to consider the Euclidean distance to compute midpoints is not too much useful. Since the set of midpoints depends on the chosen distance, to solve this type of practical problems consists of establishing the departure positions and what is the suitable distance to find the right midway as the working representation position (i.e. as the solution).

Recently, motivated by the applications to bioinformatics, J. Casasnovas and F. Roselló have generalized the previous work of Nieto and Torres. In fact they have computed segments and midpoints for several distances between fuzzy sets. In particular they gave a concise description of the midpoints between fuzzy sets for, among others, the weighted Hamming distance and obtained applications of their results to medicine and to comparison of biological sequences (see [1] and [2]).

Let us recall that given $w = (w_1, \ldots, w_n) \in (\mathbb{R}^+)^n$ (any vector of positive weights) the $w$-weighted Hamming distance on $\mathcal{FP}(X)$ is defined, for every $\mu, \nu \in \mathcal{FP}(X)$, by

$$d_{H,w}(\mu, \nu) = \sum_{i=1}^{n} w_i |\mu_i - \nu_i|.$$  

Most recently, the notion of segment and midpoint between fuzzy sets has been generalized by Casasnovas and O. Valero to the context of asymmetric distances
in [3]. This generalization consists of replacing in definitions (1) the distance by an asymmetric one. Moreover, in the same reference they defined the so-called \(w\)-weighted upper Hamming distance on \(FP(X)\) by

\[
u_{H,w}(\mu, \nu) = \sum_{i=1}^{n} w_i u(\mu_i, \nu_i) = \sum_{i=1}^{n} w_i [\nu_i - \mu_i] \lor 0.
\]

Again, a precise description of segments and midsets was obtained for the above distance (see Lemma 5, Theorem 6, Corollary 7 and 8 in [3] for more details). The motivation for the study of midpoints between fuzzy subsets for an asymmetric distance is given by the following facts:

On the one hand, the \(w\)-weighted Hamming distance can be retrieved from the \(w\)-weighted upper Hamming distance because

\[d_{H,w}(\mu, \nu) = u_{H,w}(\mu, \nu) + u_{H,w}^{-1}(\mu, \nu)\]

for every \(\mu, \nu \in FP(X)\). So it seems natural to investigate the relationship between segments and midpoints for the symmetric and asymmetric weighted Hamming distance. In this case, one can find surprising results as the following one for the segments:

\[\text{seg}_{d_{H,w}}(\mu, \nu) = \text{seg}_{u_{H,w}}(\mu, \nu) = \text{seg}_{u_{H,w}}^{-1}(\mu, \nu)\]

for all \(\mu, \nu \in FP(X)\).

On the other hand, A. Stojmirović has proved a natural correspondence between similarity measures on biological (nucleotide or protein) sequences and asymmetric distances, giving practice applications to search in DNA and protein datasets (see [26] and [27]). The obtained deep connection between asymmetric distances and similarity measures on biological sequences has motivated new directions of research in the realm of life sciences and, as a consequence, the importance of the asymmetric distances and its presence have been increased in bioinformatics.

In addition to the mentioned motivations it is important to recall that asymmetric distances play a crucial role in Theoretical Computer Science. In the last years metric tools based on asymmetric distances have been introduced and developed in order to provide an efficient framework to model processes, for instance, in complexity analysis of algorithms and programs ([25], [22], [6], [7], [8], [20], [21], [19]), logic programming ([23], [24], [11]), approximate reasoning ([9], [10], [11], [12]), and in program verification and denotational semantics ([15], [16], [18]).

In this paper, taking advantage of all theory carried out so far in the field of formal methods in complexity analysis of algorithms we give in Section 2 an application of the theory of midpoints for asymmetric distances to Computer Science. In particular we prove that, for the LargeTwo algorithm, the average running time is a midpoint between the running time of computing of the best and the worst case by means of several connections between the \(w\)-weighted upper Hamming distance and the complexity measure introduced by M. Schellekens in [25]. As a consequence, a whole range of potential applications from midpoint theory of fuzzy sets to many fields in Computer Science and Artificial Intelligence is open.
2 The average running time of computing of Largetwo as a midpoint

In 1995, M. Schellekens introduced the theory of complexity (asymmetric distance) spaces as a part of the development of a topological foundation for the complexity analysis of programs and algorithms ([25]). In the same reference he applied the theory to the complexity analysis of algorithms giving an alternative proof of the well-known fact that the mergesort program based on a linear average time merge algorithm has optimal asymptotic average running time.

Let us recall that the complexity space is the pair \((C, d_C)\), where

\[ C = \{ f : \omega \to (0, +\infty) : \sum_{n=0}^{+\infty} 2^{-n} \frac{1}{f(n)} < +\infty \}, \]

and \(d_C\) is the quasi-metric on \(C\) defined by

\[ d_C(f, g) = \sum_{n=0}^{+\infty} 2^{-n} \left[ \frac{1}{g(n)} - \frac{1}{f(n)} \right]. \]

Obviously it is adopted the convention that \(\frac{1}{+\infty} = 0\). The elements of \(C\) are called complexity functions.

According to [25], from a complexity analysis point of view, it is possible to associate each algorithm with a function of \(C\) in such a way that its computational cost, as a function of the size of the input data, is represented by any function \(f\) in \(C\). On the other hand, given two functions \(f, g \in C\) the numerical value \(d_C(f, g)\) (the complexity distance from \(f\) to \(g\)) can be interpreted as the relative progress made in lowering the complexity by replacing any program \(P\) with complexity function \(f\) by any program \(Q\) with complexity function \(g\). Therefore, if \(f \neq g\), the condition \(d_C(f, g) = 0\) can be assumed as \(f\) is “more efficient” than \(g\) on all inputs (i.e. \(f(n) \leq g(n)\) for all \(n \in \omega\)) or equivalently \(f\) is more efficient than \(g\) asymptotically. Note that this is consistent with the idea that when we replace the program \(P\) by the program \(Q\), being the program \(Q\) less efficient on all inputs, we obtain that there is an increase in complexity. Furthermore, the asymmetry of the complexity distance plays a crucial role in this analysis because of a symmetric distance provides information about the increase of complexity but it can not indicate which program is more efficient. So this fact, among others, is a motivation for the use of asymmetric distances in formal methods for computing in general, and in complexity analysis of algorithms in particular.

Later on, S. Romaguera and M. Schellekens ([22]) introduced the so-called dual complexity space with the aim of studying several quasi-metric properties of the complexity space, which are interesting from a computational point of view, via the analysis of this new complexity (asymmetric distance) space.

The dual complexity space is the pair \((C^*, d_C^*)\), where

\[ C^* = \{ f : \omega \to \mathbb{R}^+ : \sum_{n=0}^{+\infty} 2^{-n} f(n) < +\infty \}, \]
and $d_{C^*}$ is the quasi-metric on $C^*$ defined by

\begin{equation*}
  d_{C^*}(f,g) = \sum_{n=0}^{\infty} 2^{-n}[(g(n) - f(n)) \lor 0].
\end{equation*}

This new complexity structure also allows to carry out the complexity analysis of algorithms when the complexity measure is the running time of computing.

Now, in the dual context the value $d_{C^*}(f,g)$ can be interpreted as a numerical measure of the efficiency gained when the algorithm $Q$, whose running time of computing is represented by $g$, is substituted by the algorithm $P$ whose running time of computing is represented by $f$. Hence, if $f \neq g$, $d_{C^*}(f,g) = 0$ provides that $g$ is more “efficient” than $f$ on all inputs.

Notice that the above structures provide mathematical tools to decide when a given program is better (from a complexity point of view) than another one in a uniform way (asymptotic way), i.e. the efficiency of both algorithms is calculated for all possible input sizes. However, in many practice situations it is interesting to measure relative progress made in lowering of complexity when an algorithm is replaced by another one, and both are evaluated on input data of size under a fixed upper bound. Motivated, in part, for this reason L.M. García-Raffi, Romaguera and E.A. Sánchez-Pérez have introduced in [6] a new criteria (a finite criteria or non-asymptotic criteria) for computing the gained efficiency when the evaluated programs run for a fixed finite subset of input sizes. In particular, if we compare two algorithms, with associated complexity functions $f$ and $g$ in $C^*$, for inputs whose size is lower than (or equal to) a bound, say $m \in \mathbb{N}$, then the relative progress made in lowering of complexity is given by the numerical value

\begin{equation*}
  d_{C^*_m}(f,g) = \sum_{n=0}^{m} 2^{-n}[(g(n) - f(n)) \lor 0].
\end{equation*}

It is clear that the equality $d_{C^*_m}(f,g) = 0$ can be interpreted, if $f \neq g$, as $g$ is more “efficient” than $f$ on all considered inputs of size $m$ at most.

Obviously there are a lot of programs which can not be identified with a function in $C^*$, since when one consider their running time of computing as a function of the size of the input data $f$ then such a function does not belong to $C^*$. Of course an example of such programs is given by the World Series odds problem (when this is solved by a recursive algorithm), where the running time of computing is in the class $O\left(\frac{2^n}{\sqrt{n}}\right)$ (i.e. the running time is given by the function $f : \omega \to \mathbb{R}^+$ defined by $f(0) = 0$ and $f(n) = \frac{2^n}{\sqrt{n}}$ for all $n \in \mathbb{N}$). Consequently the analysis of the progress made in lowering the running time of computing when the problem is solved applying the dynamic programming approach, instead of the recursive one, can not be made in the context of the dual complexity space $(C^*, d_{C^*})$. This handicap was avoided elegantly by García-Raffi, Romaguera and Sánchez-Pérez constructing several extensions of the dual complexity structure (see [8] and [7] for more details). From this point of view the old complexity space $(C, d_C)$ presents an advantage with respect the dual one, because of exponential time algorithms, as the World Series odds problem algorithm, has associated complexity function
inside the set $C$. So we can perform the complexity analysis of such algorithms using the original complexity space without the need of any added extension. For this reason we adapt the non-asymptotic criteria to the context of the original complexity space. To this end, fixed a input size bound $m \in \mathbb{N}$, we compute the relative progress made in lowering the complexity by replacing any program $P$ with complexity function $f$ by any program $Q$ with complexity function $g$ through the numerical value

$$d_{C_m}(f, g) = \sum_{n=0}^{m} 2^{-n}[(\frac{1}{g(n)} - \frac{1}{f(n)}) \vee 0].$$

Obviously, and similarly to the dual case, the equality $d_{C_m}(f, g) = 0$ can be interpreted as $f$ is more “efficient” than $g$ on all considered inputs of size $m$ at most, when $f \neq g$. Thus there is not progress, from a complexity point of view, when the program with complexity function $f$ is replaced by the other one with complexity function $g$.

In the remainder of this section we are interesting in applying the fuzzy midpoint theory to the complexity analysis of algorithms. With this aim let us recall some basic aspects of the complexity analysis of a well-known algorithm which is called Largetwo.

The Largetwo algorithm finds the two largest entries in one-dimensional array and assigns these values to the variables FIRST and SEC. The pseudocode description of the algorithms is the following:

```pseudo
PROCEDURE Largetwo(C)
FIRST:=C[1]
SEC:=C[2]
FOR I=2 TO n DO
  IF C[I] > FIRST
    THEN SEC:=FIRST; FIRST:=C[I]
  ELSE IF C[I] > SEC
    THEN SEC:=C[I]

Obviously the algorithm assumes that the array has at least two components (i.e. $n \geq 2$). We structure the analysis of the running time of this algorithm in three cases:

The best case: The data is arranged in order of increasing coordinates, i.e. $C[1]<C[2]<\cdots<C[n]$. Then the algorithm performs exactly $n-1$ comparisons, and thus the best case running time is given by the complexity function $f_B$ defined by

$$f_B(n) = \begin{cases} +\infty & n = 0, 1 \\ n - 1 & n \geq 2 \end{cases}.$$

The worst case: The data is given in such a way that $C[1]$ is the largest entry. Then the algorithm makes $2(n-1)$ comparisons, and thus the worst case running
time of computing is given by the complexity function $f_W$ defined by
\[
f_W(n) = \begin{cases} 
  +\infty & n = 0, 1 \\
  2(n-1) & n \geq 2 
\end{cases}.
\]

The average case: The running time is calculated as the average of the running time of LargeTwo over all inputs of the same size. For simplicity it is assumed that, fixed a size, each input is equally likely to occur. Then the number of comparisons used on average by the algorithm is given by the complexity function $f_A$ defined by
\[
f_A(n) = \begin{cases} 
  +\infty & n = 0, 1 \\
  2(n-1) - \sum_{i=2}^{n} \frac{1}{i} & n \geq 2
\end{cases}.
\]

For a detailed discussion of the running time of the LargeTwo algorithm we refer the reader to [4]. In the same reference it is notice that the average case running time $f_A$ is more close to the worst case running time than to the best case running time, and thus the average case running time is not the numerical average of the worst case and the best case running time (i.e. the average running time does not match up with the midpoint for the Euclidean distance). Note that the average of the worst and the best case running time coincides with the function $\frac{f_W + f_B}{2}$ defined by
\[
\frac{f_W + f_B}{2}(n) = \begin{cases} 
  +\infty & n = 0, 1 \\
  \frac{2}{2}(n-1) - \sum_{i=2}^{n} \frac{1}{i} & n \geq 2
\end{cases},
\]
which is, in fact, more close to the best case from a complexity point of view.

Next we connect the theory of midpoints between fuzzy sets showing that the average case running time is a midpoint between the best and the worst case running time for the asymmetric complexity distance $d_C$ (i.e. asymptotically) using as a tool the weighted upper Hamming distance (i.e. employing the non-asymptotic criteria). To this end we proceed as follows:

Fix $m \in \omega$ ($m \geq 2$) and let $X = \{0, 1, ..., m\}$.

Take the vector of weights $w = (w_0, w_1, ..., w_m) \in (\mathbb{R}^+)^{m+1}$ such that $w_n = 2^{-n}$ for all $n = 0, ..., m$.

It is evident that $\frac{1}{f_W(n)}, \frac{1}{f_A(n)}, \frac{1}{f_B(n)} \in [0, 1]$ for all $n = 0, ..., m$. Recall that we adopt the convention that $\frac{1}{+\infty} = 0$.

From now on we will denote by $(\frac{1}{f_W})_m, (\frac{1}{f_B})_m, (\frac{1}{f_A})_m$ the fuzzy sets corresponding to the points
\[
(0, 0, \frac{1}{f_W(2)}, ..., \frac{1}{f_W(m)}), (0, 0, \frac{1}{f_B(2)}, ..., \frac{1}{f_B(m)}) \quad \text{and} \quad (0, 0, \frac{1}{f_A(2)}, ..., \frac{1}{f_A(m)})
\]
of the Kosko hypercube $[0, 1]^{m+1}$, respectively. It follows that $(\frac{1}{f_W})_m, (\frac{1}{f_B})_m, (\frac{1}{f_A})_m \in \mathcal{FP}(X)$.

Under these conditions we can obtain the next results.

**Proposition 1.** $(\frac{1}{f_A})_m \in \text{mid}_{w, \omega}((\frac{1}{f_W})_m, (\frac{1}{f_B})_m)$.
Proof. It is clear that
\[
d_{c_m}(f_B, f_W) = \sum_{n=2}^{m} 2^{-n} \left( \frac{1}{f_B(n)} - \frac{1}{f_W(n)} \right) \lor 0
\]
\[
= u_{H,w}(\frac{1}{f_B}_m, (\frac{1}{f_W})_m).
\]
On the other hand
\[
u_{H,w}(\frac{1}{f_B}_m, (\frac{1}{f_W})_m) = \sum_{n=2}^{m} 2^{-n} \left( \frac{1}{f_B(n)} - \frac{1}{f_W(n)} \right) \lor 0 = 0,
\]
since \(\frac{1}{2(n-1)} \leq \frac{1}{n-1}\) for all \(n = 2, \ldots, m\).
Moreover,
\[
d_{c_m}(f_B, f_A) = \sum_{n=2}^{m} 2^{-n} \left( \frac{1}{f_A(n)} - \frac{1}{f_B(n)} \right) \lor 0 = u_{H,w}(\frac{1}{f_B}_m, (\frac{1}{f_A})_m)
\]
\[
= \sum_{n=2}^{m} 2^{-n} \left( \frac{1}{2(n-1)} - \frac{1}{(n-1)} \right) \lor 0 = 0,
\]
since \(\frac{1}{2(n-1)} \leq \frac{1}{2(n-1) - \sum_{i=2}^{n-1} \frac{1}{i}}\) for all \(n = 2, \ldots, m\).
Furthermore,
\[
d_{c_m}(f_A, f_W) = \sum_{n=2}^{m} 2^{-n} \left( \frac{1}{f_W(n)} - \frac{1}{f_A(n)} \right) \lor 0 = u_{H,w}(\frac{1}{f_A}_m, (\frac{1}{f_W})_m)
\]
\[
= \sum_{n=2}^{m} 2^{-n} \left( \frac{1}{2(n-1)} - \frac{1}{2(n-1) - \sum_{i=2}^{n-1} \frac{1}{i}} \right) \lor 0 = 0,
\]
since \(\frac{1}{2(n-1)} \leq \frac{1}{2(n-1) - \sum_{i=2}^{n-1} \frac{1}{i}}\) for all \(n = 2, \ldots, m\).
Therefore
\[
u_{H,w}(\frac{1}{f_B}_m, (\frac{1}{f_A})_m) = u_{H,w}(\frac{1}{f_B}_m, (\frac{1}{f_A})_m) = u_{H,w}(\frac{1}{f_A}_m, (\frac{1}{f_W})_m). \tag{2}
\]
Whence we conclude that \((\frac{1}{f_A})_m \in \operatorname{mid}_{u_{H,w}}(\frac{1}{f_B}_m, (\frac{1}{f_W})_m)\). □

Corollary 2. \(f_A \in \operatorname{mid}_{d_{c}}(f_B, f_W)\).

Proof. Since the equality (2) is satisfied for all \(m \in \omega\), we obtain that
\[
d_{c}(f_B, f_W) = d_{c}(f_B, f_A) = d_{c}(f_A, f_W).
\]
Therefore
\[
f_A \in \operatorname{mid}_{d_{c}}(f_B, f_W),
\]
as we claim. □
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